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Abstract: The field of network security is highly concerned with intrusion detection, which safeguards
the security of computer networks. The invention and application of intrusion detection technology
play indispensable roles in network security, and it is crucial to investigate and comprehend this
topic. Recently, with the continuous occurrence of intrusion incidents in virus propagation networks,
traditional network detection algorithms for virus propagation have encountered limitations and
have struggled to detect these incidents effectively and accurately. Therefore, updating the intrusion
detection algorithm of the virus-spreading network is imperative. This paper introduces a novel
system for virus propagation, whose core is a graph-based neural network. By organically combining
two modules—a standardization module and a computation module—this system forms a powerful
GNN model. The standardization module uses two methods, while the calculation module uses
three methods. Through permutation and combination, we obtain six GNN models with different
characteristics. To verify their performance, we conducted experiments on the selected datasets.
The experimental results show that the proposed algorithm has excellent capabilities, high accuracy,
reasonable complexity, and excellent stability in the intrusion detection of virus-spreading networks,
making the network more secure and reliable.

Keywords: virus propagation; intrusion detection; deep learning; graph neural networks

MSC: 68M25

1. Introduction

Along with the consistent development of the Internet, people’s livelihoods have
undergone significant changes. However, in this era in which everything is interconnected,
various network viruses have emerged, and network security issues have gradually sur-
faced. Multiple kinds of intrusions and attacks cause serious harm to the network and
equipment. Among these concerns, network intrusion through virus infection has recently
gained attention. The attack methods update constantly while their scope expands, and
pattern is hidden yet frequent. Traditional virus-infected network intrusion detection
algorithms are no longer suitable for new emerging virus-infected network intrusions.
Therefore, finding a new detection method to accurately detect these new network intru-
sions is urgent.

Based on the study of references [1–10], virus propagation networks often present
complex structural forms, such as grid topology and ring topology, which are difficult to
detect when they spread among networks.

Moreover, existing intrusion detection methods have limitations in detecting complex
virus transmission networks. These methods mainly consist of traffic-based detection
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(ref. [11–15]) and graph-based detection (ref. [16–20]). The traffic-based detection method
uses statistical analysis to detect link-type data, though this method does not apply to
topology. Meanwhile, the traditional graph-based detection method is unsuitable for
complex topologies. Moreover, the conventional methods have the following drawback:
they usually use a static model to represent the network structure, but the network is
dynamic. This drawback means that these methods cannot capture the dynamic evolution
and real-time changes in the network. They often only focus on the local network structure
or traffic characteristics and ignore global information. Virus spreading involves the
topology of the whole network and the complex relationship between nodes, so it may
not be practical to detect the spreading behavior by relying solely on local information.
The existing methods usually lack a deep understanding of node behavior and context,
and virus propagation may be affected by many factors, such as node attributes, behavior
patterns, etc. However, traditional methods often fail to take these factors into account.
Therefore, an efficient, accurate, and complex detection method is necessary when dealing
with a virus propagation network model with a complex topology.

Considering that GNN can capture complex topologies with high precision and that
the GNN deep learning algorithm is efficient, we chose GNN as the detection model for
the virus propagation network. This paper presents an intrusion detection model based on
a graph neural network for a virus propagation network. The contributions of this paper
are as follows:

(1) We construct a GNN model. Our GNN model consists of the standardization module
and the computation module—the two modules stack on top of each other to form a
powerful GNN model.

(2) The normalized module is constructed, and it consists of symmetry and random walk
(ref. [21–23]).

(3) The computing module consists of three parts: multi-layer perceptron (MLP) (ref. [24–26])
and additive and incremental learning methods. MLP is a classical neural network
model with a wide range of applications; the additive method is a simple and effective
algorithm that can quickly adapt to new input data; the incremental learning rule
is a method of updating model parameters, which can improve the training effect
and generalization ability of the model. These three parts constitute an efficient
and reliable computing module that performs well in data classification and text
clustering tasks.

After a detailed and in-depth exploration, we conducted many experiments on the
network intrusion detection dataset, CTU-13, to verify the performance of the new detec-
tion model. The experimental results revealed that the proposed model has significant
advantages over the traditional model in terms of detection efficiency and accuracy.

2. Related Work

Intrusion detection systems have numerous shortcomings in traditional virus transmis-
sion network detection methods. Mithlesh Kumar et al. [25] proposed using modified and
optimized machine learning intrusion detection systems that incorporated MLP and RNN
architectures to address these limitations. While this approach demonstrated a promising
performance when encountering small amounts of intrusion data, its effectiveness was
limited when the virus transmission network containing vast amounts of data was detected.

Flow-based detection (ref. [11,15]) has numerous advantages. It focuses explicitly
on analyzing IP stream records, which provide aggregated information about packet
headers and summarize network traffic as IP streams. Doing so reduces the amount of data
intrusion detection systems need to process. As a result, flow-based intrusion detection is
particularly suitable for detecting complete network traffic backbone links that may pose
computational challenges. Although it excels at efficiently and accurately detecting link-
type data, this model could be more effective at detecting the complex topology involved
in virus transmission networks.
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Based on the study of references [16–20], graph-based intrusion detection involves
processing each stream into a graph by utilizing the interactive information between packets.
The graph is then classified using various methods to learn its vector representation. This
approach effectively transforms the problem of traffic detection into a graph classification
problem. However, when it comes to detecting the virus transmission network with its
complex topology, this method still has limitations associated with ensuring high efficiency
and precision of detection.

Traditional machine learning algorithms (ref. [27,28]), including random forest, sup-
port vector machine (SVM) (ref. [29,30]), and adaptive boosting, have been widely applied
to network intrusion detection with varying degrees of success. However, two significant
limitations exist in applying virus-spread network intrusion detection. Firstly, these algo-
rithms rely heavily on carefully selected features, and inappropriate selection can severely
compromise their detection effectiveness. Secondly, traditional virus spread network de-
tection methods require better adaptability and are primarily suitable for smaller-scale
datasets. These methods often fail to produce satisfactory experimental results for large-
scale network security datasets.

General deep learning detection methods (ref. [31–34]), such as Recurrent Neural
Networks (RNN) (ref. [35,36]) and Convolutional Neural Networks (CNN) (ref. [37]), have
been developed to enhance traditional detection algorithms. While they offer some im-
provements, selecting the best model for virus-spread network intrusion detection can
be challenging, as it involves comparing multiple model groups using data from a single
experiment. This singleness and blind adherence may adversely affect the experimental re-
sults.

This paper proposes a novel intrusion detection model based on a graph neural
network. It considers the traditional detection methods of virus propagation networks and
universal deep learning detection methods. The detection accuracy and detection ability
are further improved to ensure stability and adaptability. Contrast experiments select the
most suitable intrusion detection model for virus spreading networks.

3. Virus Transmission Detection Model Based on Graph Neural Network
3.1. Model Overview

We systematically explore a graph neural network (GNN) model based on symmetry,
random walk, multi-layer perceptron (MLP), addition (additive), and the incremental
learning method (IL). This model comprises carefully designed modules, including six GNN
models with unique characteristics, aiming to comprehensively address the complexity and
diversity of graph structural data. First, we introduce a symmetric normalization module,
which aims to improve the model’s sensitivity to the symmetry between the nodes in the
graph. Considering the importance of symmetry in graph neural networks, we process the
node adjacency information through normalization to ensure the accuracy and stability
of the model when processing graph data. Second, applying random walk normalization
modules provides an effective graph traversal strategy. By randomly selecting the starting
nodes and walking between the adjacent nodes of the graph, this module encourages the
model to further understand the relationship between the nodes in the graph. Then, the
generalization ability of the model is improved.

Regarding computing modules, we choose multi-layer perceptron (MLP) as a feed-
forward neural network structure. MLP has a high degree of nonlinear transformation
ability and can extract high-order features of the graph data. This design allows the model
to better resolve the complex patterns in the graph and enhance its performance in dealing
with complex graph structures. Furthermore, we use an addition to integrate the output
of different modules to produce the final graph representation. This design helps to syn-
thesize the information of different modules and further improve the expression ability
of the model. The addition methods perform excellently in multiple tasks, such as node
classification, graph classification, and link prediction. Finally, introducing the incremental
learning method (IL) allows the model to update new data without retraining the entire
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model. This feature is critical when processing dynamic graph data or gradually growing
datasets, enabling the model to adapt to new information and make timely adjustments.
The incremental learning method improves the model’s generalization ability and enhances
its utility in real-world applications. To validate the performance of the proposed GNN
model, we perform a comprehensive experimental validation of the CTU-13 invasion de-
tection dataset. The experimental results clearly show that the six proposed GNN models
perform well in node classification, graph classification, and link prediction tasks. These
results fully confirm the validity and reliability of our proposed method and provide new
perspectives and tools for the in-depth analysis of graph structure data.

We propose a GNN model based on symmetry, random walk, MLP, additive, and
incremental learning methods. Six GNN models with unique features are constructed
by carefully combining the modules. The experimental results fully demonstrate these
models’ excellent performance and good generalization ability in the graph structure data
analysis task. We will continue to study more efficient graph normalization modules and
computational modules to improve the GNN model’s overall performance.

3.2. GNN Model of Virus Transmission Network Detection

Firstly, we design the space of the GNN layer and use the GNN model with different
layer structures to detect the virus-spreading network. We define the virus transmission
network topology as g ∈ {V, E, M}, where V is the node{v1, . . ., vn}and E are edge sets, and
M is the adjacency matrix. We also design the matrix M: aii=∑n

j=1 mij. The GNN layer is
calculated as follows:

O(l) = Lβ(O
(l−1), S), O(l−1)

= C
(

O(l−1)
)

(1)

where O(l) is the output of the l layer and O(l−1) the characteristic output of the previous
layer. l(·) represents the execution function and is its learning parameter set. In (1), C(·)
corresponds to the selection of the calculation module with multi-layer perceptron, the
additive method, and the incremental learning method. Considering the selection of the
normalization module, two methods are available: symmetric and random walk. These
two modules constitute the design space for the GNN layer, as depicted in Figure 1. The
various designs of GNN models correspond to different choices of these two modules.
Now, let us delve into a closer examination of these two modules and their expressions.

Mathematics 2024, 12, x FOR PEER REVIEW 5 of 12 
 

 

 

Figure 1. Schematic diagram of GNN model design. 

The advantage of symmetric as a normalization module is that it can maintain the 

symmetry of the graph data and will not break the symmetry property in the graph struc-

ture. It is also beneficial for some graph tasks, as preserving symmetry be�er captures the 

relationships between nodes and can produce stable feature representations that are rela-

tively stable to noise and variation in the graph data. The advantage of random walk as a 

normalization module is its ability to capture local and global information between nodes, 

thereby generating rich feature representations. This feature representation includes the 

structural properties of nodes in the graph, which helps to improve the performance of 

the model. It has a wide range of applications, and its design does not depend on the 

specific graph structure, so it has strong generality and applicability. 

Calculation module: According to the different calculation methods of the GNN layer 

for the feature topology structure, the following two methods are proposed: 

MLP: �(�) = �(���(���(���)�(�))) (4)

Additive: �(�) = �(����(���)�(�)), ��(���) = �(�(���)) (5)

IL: �(�) = �(���
�

�

��) (6)

Equation (4) is the calculation formula of the multi-layer perceptron, where MLP(·) 

is the multi-layer perceptron function. Equation (5) is the calculation formula for the ad-

ditive method and f(·) is the original characteristic function. Equation (6) is the calculation 

formula of the incremental learning method, where �� is the initial learning rate and �� 

is the learning rate parameter. 

The MLP contains two hidden layers, each containing 128 neurons, and uses ReLU 

as the activation function. In order to improve the efficiency of the model, by increasing 

the depth and width of the hidden layer, the complex features in the network data can be 

be�er captured to improve the accuracy and generalization ability of the model. In addi-

tion, we experimentally select a learning rate of 0.001, a regularization parameter of 0.01, 

and a batch size of 64. Through hyper parameter optimization, these hyper parameters 

are adjusted to improve the model’s performance further and make it more suitable for 

this model. The appropriate learning rate and batch size can speed up the convergence 

speed of the model to save training time. The appropriate regularization can improve the 

model’s generalization ability, reduce the error on unseen data, and control the 

Figure 1. Schematic diagram of GNN model design.



Mathematics 2024, 12, 1534 5 of 11

Normalization module: The two methods are expressed as:

Symmetric : O(l) = σ((ÂaXθ(0))θ(l)) (2)

Random walk : O(l) = σ((ÂaXW(0))W(l)) (3)

σ(·) is the activation function, and Softmax is used as the activation function. Equation (2)
is the calculation formula of the symmetric method, and Equation (3) is the calculation
formula of the random walk method, where Âa is the symmetric normalized adjacency
matrix; X is the input node characteristic matrix, which is used to standardize the features
before aggregation; and θ and W represent the weight matrix. Both normalization methods
are defined below as F.

The advantage of symmetric as a normalization module is that it can maintain the
symmetry of the graph data and will not break the symmetry property in the graph
structure. It is also beneficial for some graph tasks, as preserving symmetry better captures
the relationships between nodes and can produce stable feature representations that are
relatively stable to noise and variation in the graph data. The advantage of random walk
as a normalization module is its ability to capture local and global information between
nodes, thereby generating rich feature representations. This feature representation includes
the structural properties of nodes in the graph, which helps to improve the performance
of the model. It has a wide range of applications, and its design does not depend on the
specific graph structure, so it has strong generality and applicability.

Calculation module: According to the different calculation methods of the GNN layer
for the feature topology structure, the following two methods are proposed:

MLP : O(l) = σ(MLP(FO(l−1)W(l))) (4)

Additive : O(l) = σ(FÕ(l−1)W(l)), Õ(l−1) = f (O(l−1)) (5)

IL : O(l) = σ(η0e
− 1

lp ) (6)

Equation (4) is the calculation formula of the multi-layer perceptron, where MLP(·) is
the multi-layer perceptron function. Equation (5) is the calculation formula for the additive
method and f (·) is the original characteristic function. Equation (6) is the calculation
formula of the incremental learning method, where η0 is the initial learning rate and lp is
the learning rate parameter.

The MLP contains two hidden layers, each containing 128 neurons, and uses ReLU
as the activation function. In order to improve the efficiency of the model, by increasing
the depth and width of the hidden layer, the complex features in the network data can
be better captured to improve the accuracy and generalization ability of the model. In
addition, we experimentally select a learning rate of 0.001, a regularization parameter of
0.01, and a batch size of 64. Through hyper parameter optimization, these hyper parameters
are adjusted to improve the model’s performance further and make it more suitable for
this model. The appropriate learning rate and batch size can speed up the convergence
speed of the model to save training time. The appropriate regularization can improve the
model’s generalization ability, reduce the error on unseen data, and control the complexity
of the model. Therefore, the efficiency and practicability of the model improve. Moreover,
the choice of activation function can reduce the model’s computational complexity and
accelerate the model’s reasoning speed so that the network intrusion detection system can
detect and respond to the network traffic faster.

For the additive calculation module, we experimentally select a learning rate of 0.001,
a regularization parameter of 0.01, and a batch size of 64. For the IL calculation module,
we experimentally select a learning rate of 0.01, a regularization parameter of 0.001, and a
batch size of 64.

The most notable characteristic of MLP as a calculation module is that it is a feedfor-
ward neural network and can deal with nonlinear relationships. The multi-layer structure
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of MLP allows it to capture complex nonlinear relationships in graph data, and it can also
adapt to different data complexity by adjusting the size and number of hidden layers,
making it suitable for tasks that need to capture complex relationships in graph data. The
characteristic of additive as a calculation module is that it can combine features in an addi-
tive way and capture the interaction between features. The additive method is generally
fast to compute and easy to implement and debug, making it suitable for graph data tasks
that require simple and efficient feature representations and strong model interpretability.
The characteristic of IL as a calculation module is that it allows the model to learn online
after receiving new data without retraining the entire model. IL can process new data in real
time so that the model can be continuously optimized over time. It also avoids the overhead
of repeatedly training the whole model, saves computing resources, and is suitable for
tasks that need to process dynamic graph data or continuously receive new data.

By combining the different methods of the normalization and calculation modules,
we obtain six GNN models. We then train these models and collect the corresponding
experimental data. The pseudo-code of the algorithm is in Algorithm 1:

Algorithm 1 GNN model training process of virus transmission network

Input: original datasets D;
Output: Accuracy and interpretability scores r of six GNN models;
1. Raw data preprocessing;
2. while original datasets D do;
3. Edges with scores greater than or equal to the critical value are taken out to form a star
topology model;
4. end while;
5. Design and training of GNN model for virus transmission network detection:
6. GNN layer design: Determine the normalization method and calculation method;
7. Train the GNN model;
8. while star topology A, node feature X do;
9. Through O = GNNΦ(A, X), get input A get;
10. end while;
11. GNN model analysis;
12. Calculate the detection accuracy ACCd of the GNN model according to (7);
13. Calculate the interpretability score r of the GNN model according to (9);
14. return ACCd, r;

4. Results and Analysis
4.1. Experimental Datasets

We conducted experiments on the CTU-13 network intrusion detection dataset, which
was created by the Czech University of Technology (CTU) in the Czech Republic in 2011.
The purpose of this dataset was to capture real network traffic mixed with regular and back-
ground traffic on a large scale. It comprises 13 scenarios representing virus transmission
networks, including IRC, SPAM, CF, PS, DDoS, FF, P2P, US, and HTTP. Each scenario depicts
a specific virus propagation network that utilizes different protocols and performs various
operations. The characteristics of the virus spread network scenarios are summarized in
Table 1. From this dataset, we selected specific scenarios and generated 1320 graphs. These
graphs were randomly divided into training, validation, and test sets, with proportions of
70%, 20%, and 10%, respectively. Each graph has a varying number of nodes and edges,
approximately containing 28,200 nodes and 719,000 edges per graph. In addition, all graphs
include a predetermined number of abnormal nodes, with 3000 abnormal nodes present in
each graph.
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Table 1. CTU-13 datasets analysis and statistics.

ID IRC SPAM CF PS DDOS FF P2P US HTTP Abnormal Edge Normal Edge Background Flow

1 ✓ ✓ ✓ 39,933 30,387 2,753,290
2 ✓ ✓ ✓ 18,839 9120 1,778,061
3 ✓ ✓ ✓ 26,759 116,887 4,566,929
4 ✓ ✓ ✓ 1719 25,268 1,094,040
5 ✓ ✓ ✓ 695 4679 124,252
6 ✓ 4431 7494 546,795
7 ✓ 37 1677 112,337
8 ✓ 5052 72,822 2,875,282
9 ✓ ✓ ✓ ✓ 179,880 43,340 2,525,565
10 ✓ ✓ ✓ 106,315 15,847 1,187,592
11 ✓ ✓ ✓ 8161 2718 96,369
12 ✓ 2143 7628 315,675
13 P ✓ ✓ 38,791 31,939 1,853,217

4.2. Scoring Criteria

After several pre-tests, we determined a critical value based on several groups of
data obtained in advance. We removed the edges with scores greater than or equal to
the essential value to form a model of the star topology structure. Our experiment must
improve the accuracy of abnormal edge detection and reduce the percentage of selected
edges. Therefore, we set two factors to reflect the detection precision: ACCd and extraction
density ρ, respectively. After many experiments, we found that the general rule is that the
abnormal edges of the star topology are usually distributed outward from the central node.
Therefore, when we count the number of abnormal edges, we can start to search from the
peripheral father node, find the first abnormal node, stop searching, and then count the
number of normal edges on this link. When we have traversed all the links, we can identify
the number of abnormal edges by subtracting the number of normal edges from the total
number of edges. Since the number of normal edges is much smaller than the number of
abnormal edges in most individuals of the star topology, counting the number of abnormal
edges in this way can significantly optimize the algorithm time. The calculation formula
for detection precision ACCd and extraction density ρ is given below:

ACCd=
Sall − Snor

Gabn
(7)

ρ =
Sall
Gall

(8)

where Sall is the total number of edges in the star topology, Snor is the statistical number
of normal edges in the star topology, Gabn is the number of abnormal edges in the initial
graph, and Gall is the total number of edges in the initial graph. Then, through integrated
analysis of these two factors, we obtained a model scoring formula r:

r =
ACCd − lnρ

2 − 2 × lnρmin
(9)

4.3. Experimental Results and Analysis

(1) We must determine the optimal depth of each GNN model based on the performance
of different GNN models at different depths to ensure that different GNN models
are in the best state during the comparison. We conducted experiments on the
virus transmission network using different models. To demonstrate objectivity and
simplicity, we used the line chart in Figure 2 to show the changes in the models with
varying performances under different depths. Depth 5–9 was selected for the chart
description. It can be seen from Figure 2 that different design models all performed
well. The F1, Acc, and AUC values of varying design models at different depths are
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more significant than 0.96, 0.99, and 0.97, respectively. Since the value of F1 has the
most significant variation amplitude under the same model, we choose the value of
F1 as the index to select the optimal depth under the same model.

(2) We can evaluate the model numerically using the extraction density, detection accu-
racy, and model score value, making it more standardized, specific, and reliable.

(3) As can be seen from Table 2, when the extraction densities of the six models are
close, the detection accuracy of GNN model 4, which is composed of the random
walk method and multi-layer perceptron, is 91.7%, which is much higher than that
of the other six models. Its model score is 0.683, which is the highest among the six
groups. Moreover, we find that when the calculation modules are the same, and
the normalization module is the random walk method, the variance in the detection
accuracy is generally smaller than that when the normalization module is symmetric,
indicating better detection stability.

(4) It can be seen from Figure 3 that the variation curves of each model at different
depths and the comparison between each model show that the GNN model formed
by stacking random walk and MLP has higher detection accuracy than other models
at different depths. According to Table 3, the detection accuracy ACCd of the GNN
model formed by random walk and the MLP stack is higher than that of the machine
learning model and deep learning model, and the model score value r of this GNN
model is much higher than that of other models.
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Table 2. Six GNN models in the best state of the indicators.

GNN
Model Normalization Calculation Extraction

Density ρ

Detection Accuracy
ACCd

Score r Variance of
Detection Accuracy

1 Symmetric MLP 24.3% 65.1% 0.428 0.0058
2 Symmetric Additive 24.2% 63.2% 0.459 0.0061
3 Symmetric IL 25.1% 67.3% 0.512 0.0052
4 Random walk MLP 25.4% 91.7% 0.683 0.0023
5 Random walk Additive 25.2% 68.9% 0.487 0.0032
6 Random walk IL 25.4% 63.5% 0.493 0.0029
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Table 3. Performance comparison of each model.

Category Algorithm Detection Accuracy ACCd Score r

Machine learning SVM 74.4% 0.446
Adaptive Boosting 73.1% 0.439

Deep learning RNN 85.1% 0.468
CNN 81.7% 0.454

GNN Random walk + MLP 91.7% 0.683

5. Conclusions

In this paper, we proposed an intrusion detection model based on a graph-based neural
network for a virus propagation network. Then, we explained each part of the model in
detail, including the algorithm process, the model scoring formula, etc., and compared the
model with other classical neural network structure models. We used experiments and
formulas to obtain the test accuracy and model evaluation values. Through theoretical
derivation and comparison, we concluded that our GNN Model 4, which is composed
of the random walk method and multi-layer perceptron, can detect virus propagation
networks with higher precision.

This model is of great significance to the intrusion detection of virus propagation
networks. However, this paper still has some shortcomings and some aspects of the
findings should be studied further. For example, although the amount of data used in
this paper is already large, it is still necessary to further supplement the data of different
virus propagation network sample scenarios in the later stage to ensure the authenticity
and accuracy of the experiment. The experiment in this paper was only implemented
on the existing fixed datasets and has not been used for detection in the natural network
environment. In the later stage, it needs to perform the detection in real time by crawling a
large number of network data to evaluate its performance. Training and deploying a GNN
model usually requires a large amount of computing resources, memory requirements,



Mathematics 2024, 12, 1534 10 of 11

and computational complexity, which are also potential limitations of the proposed model.
Moreover, there are many aspects that can be optimized and enhanced to further improve
the detection accuracy and precision of the model. For example, a new formula can be
designed to find a computing module that is more suitable for a virus propagation network
and to form a new GNN model with the random walk method. Researchers can also
consider optimizing the parameters of the original formula. These provide the direction for
further improving the precision of the model and give the research important theoretical
and practical significance and scientific research value.
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