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Abstract: When job seekers are unsuccessful in getting a position, they often do not get feedback
to inform them on how to develop a better application in the future. Therefore, there is a critical
need to understand what qualifications recruiters value in order to help applicants. To address this
need, we utilized eye-trackers to measure and record visual data of recruiters screening resumes to
gain insight into which Areas of Interest (AOIs) influenced recruiters’ decisions the most. Using just
this eye-tracking data, we trained a machine learning classifier to predict whether or not a recruiter
would move a resume on to the next level of the hiring process with an AUC of 0.767. We found
that features associated with recruiters looking outside the content of a resume were most predictive
of their decision as well as total time viewing the resume and time spent on the Experience and
Education sections. We hypothesize that this behavior is indicative of the recruiter reflecting on the
content of the resume. These initial results show that applicants should focus on designing clear and
concise resumes that are easy for recruiters to absorb and think about, with additional attention given
to the Experience and Education sections.
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1. Introduction

A resume serves as a tool for students to showcase their candidacy to recruiters [1].
Candidates must convey that they possess the requisite skills and abilities to excel in
the position to which they are applying. Often, the first opportunity for an applicant to
impress a potential employer is the resume [2]. A common practice used by employers
is to use recruiting software to filter applicants prior to being reviewed by a recruiter [3].
While helpful, 60% of recruiters believe that qualified candidates are filtered out by the
software [4]. Even when a resume makes it beyond this stage, resume screening by a
recruiter is a brief process, lasting on average between thirty seconds and three minutes
[5]. Therefore, it is important for students to be able to quickly and effectively convey their
skills through their resume to be competitive in the hiring process. To accomplish this,
students must understand which areas on the resume contribute most to their application
in the eyes of a recruiter.

Science, technology, engineering, and mathematics (STEM) jobs are vital to a nation as
they impact economic growth and standard of living [6]. As such, we must assist qualified
STEM graduates in finding jobs for the betterment of the field. Within the STEM field,
positions for computer science graduates are competitive [7], creating a barrier to entry for
recent graduates attempting to enter the workforce. Considerable emphasis is placed on
previous experience when applying for computer science positions [8], but it is difficult
to obtain this experience without a well-constructed resume. Though there is a sizeable
body of research in resume construction [9], this research is primarily focused on majors
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outside of STEM and may not be applicable to computer science graduates. Additionally,
much of this past resume research relies on surveys [9] rather than actually simulating the
resume screening process. By better understanding this screening process and focusing on
computer science resumes, we seek to aid recent computer science graduates in creating
effective resumes.

Eye-tracking and machine learning provide new avenues from which to explore the
resume screening process. Eye-tracking has been widely used across a number of fields
to provide greater insight into what individuals are paying attention to on a system or
interface. Here, we leverage it to understand what parts of the resume are of the greatest
importance to their decision-making process. Machine learning has become even more
ubiquitous as researchers and practitioners have demonstrated that these techniques can be
used to accurately model and predict behaviors, trends, and outcomes across nearly every
field of interest. Our study utilizes these tools to make two contributions. First, we present
a machine learning pipeline that predicts whether or not a resume will be moved to the
next level of the hiring process based on the eye movements of the recruiter. Second, by
determining which sections of computer science resumes are most predictive of a resume
being moved to the next level, we provide insights into which sections contribute the most
to entry-level computer science graduates in the eyes of recruiters.

2. Prior Work
2.1. Evaluating Resumes

A typical computer science resume consists of several vital sections, such as education,
work experience, and technical skills [10]. In addition to these sections, projects and
extracurriculars may also warrant inclusion on computer science resumes. While the
results of past resume studies are mixed, they provide insight into what recruiters might
be looking for during the resume screening process [9]. Below, we briefly address the
importance of various resume sections based on the results of past studies in computer
science and other fields.

2.1.1. Academic Qualifications

The academic qualifications section on a resume can be taken as a combination of a
candidate’s education, GPA, and relevant courses. Having relevant educational credentials
to the position being applied is of particular importance because even a well-formatted
resume cannot compensate for a weak or irrelevant education [11]. A relevant educa-
tion produces more positive perceptions of applicants [11] and influences the recruiters’
perception of other academic qualifications such as GPA [12].

By far the most thoroughly researched academic qualification is GPA. GPA has
been documented to influence recruiters’ perceptions of applicant fit [13,14], cognitive
ability [12,15,16], employability [17], motivation [15], and work ethic [13]. Although a
higher GPA is generally preferred, including GPA even if it is lower is preferable to exclud-
ing GPA for entry-level positions [2]. Oftentimes, recruiters utilize GPA as a pre-selection
criterion wherein a minimum GPA is set. Applicants falling below this threshold are dis-
missed from further consideration regardless of other qualifications [15,16,18]. Less clear is
how well GPA is able to predict future job performance [19]. Regardless, GPA is typically
considered when making recruiting decisions for positions in IT areas [18].

Relevant coursework is perhaps the least well-researched of the components of aca-
demic qualifications. The literature has mixed recommendations in regard to its inclusion,
ranging from unimportant [20] to improving the likelihood of obtaining an invitation to
interview [2].

2.1.2. Work Experience

The attribute on resumes that is most closely associated with future job performance
is work experience [21]. Hiring managers often place greater weight on work experience
than other credentials such as academic qualifications [22]. Accordingly, work experience
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has consistently been regarded as a vital component of resumes [5,20,23–25]. However,
not all work experience is created equal. Job experience relevant to the position being
applied is of particular interest to employers when determining the employability of a
candidate [11,13]. Even still, irrelevant work experience may contribute positively to the
quality of an application [1,25]. For candidates applying for entry-level positions, this
experience oftentimes comes in the form of internships. In a field experiment across various
majors applying for entry-level positions, applicants with internship experience were 12.6%
more likely to be invited to interview [26]. In computer science literature as well, previous
experience, regardless of whether in the form of internship or industry position, was
consistently rated highly in terms of importance for applicant quality [27,28].

2.1.3. Extracurriculars

Resume literature focuses considerably less on the effects of extracurriculars on re-
sumes. Extracurricular activities as discussed here include both clubs as well as groups
such as fraternities or sororities. What is typically agreed upon, though, is that they factor
in positively to the evaluation of resumes [5,24]. Particularly impressive to employers is the
presence of leadership positions within these activities [29,30]. Additionally, the number of
activities participated and whether or not the activity was applicable to an applicant’s career
both contribute to applicant quality [30]. Recruiters may view extracurricular activities
positively due to inferences drawn from their inclusion. Studies suggest that recruiters
associate extracurriculars with interpersonal skills in candidates [12,31].

2.2. Eye-Tracking

Eye-tracking is a technique wherein both the movement and sequence of a subject’s
eyes are measured and recorded to provide objective data [32]. In virtually every scientific
domain, eye-trackers provide a means to investigate underlying visual processes through
the collection of quantitative information [33]. This technique can capture even subtle
human behaviors. For instance, from eye-tracking data alone, researchers have been able to
distinguish between participants recalling and imagining an event [34]. There have been
few instances of researchers applying eye-tracking to resumes. One notable study applies
eye-tracking research regarding computer screen reading patterns to derive a set of best
practices for resume construction [35]. Another noteworthy study uses eye-tracking and
resumes to detect recruiter discrimination based on the age, race, and gender apparent
from the resume [36]. The present experiment differs from the aforementioned studies in
that we are attempting to gauge whether the way in which a recruiter screens a resume is
indicative of their decision regarding that resume.

2.3. Machine Learning

Machine learning is a subfield of artificial intelligence focused on the detection of
patterns in data [37]. Though machine learning has an impressive array of possible applica-
tions that range from computer vision to natural language processing, little research has
applied machine learning techniques to resumes. The research that does exist is dedicated
to using machine learning in applicant filtering systems [38–40]. While likely helpful for
companies with large numbers of applicants, this does little to aid students in how they
should construct their resumes. The aim of this paper is to utilize machine learning to help
students identify which sections on the resume factor the most into hiring decisions.

3. Research Methods
3.1. Study Recruitment

We collected data from 221 recruiters across various industries that hired computer
science majors. Participants were found through STEM career fairs and businesses in a
southwestern state. The study was conducted in private booths with a computer and a
Tobii Spectrum eye-tracker. The eye-tracker was non-invasive and was attached to the
computer monitor. Prior to the experiment, participants were given consent forms that
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explained the task, their right to stop the study at any time with no consequences, and
their ability to ask questions before proceeding. The study was completed on the computer
using a mouse and keyboard. No time limit was given, and resumes could be reviewed as
long as necessary. All participants were paid $50 for their cooperation.

3.2. Experiment Process

Tobii Spectrum eye-trackers were calibrated to participants’ eyes using iMotions and
Inquisit by having participants follow dots on the screen with their eyes. First, iMotions
was calibrated with a nine-point display, followed by Inquisit with a five-point display.
After calibrating, participants were instructed on the study process and shown instructions
on the screen.

Participants were first shown five practice resumes to familiarize themselves with the
process. For each resume, participants had the option to check a box to determine whether
or not they would move the resume to the next level of the hiring process. The first phase
involved 30 resumes, each shown one at a time. After this, recruiters had the opportunity
to cycle back through the 30 resumes if they wanted to do so. Following the completion of
this phase, participants were asked what position they were thinking of while assessing
the resumes.

For the second round, recruiters were once again shown the same 30 resumes, only
this time they answered three questions: “rate the quality or ‘hireability’ of the previous
candidate,” “what type of position do you think this candidate will most likely end up?”
and “what starting salary would you guess that this candidate would receive?”. After
the eye-tracking portion of the study was completed, participants filled out a short demo-
graphics survey on an iPad. The data collected have no identifying information, keeping
participants anonymous.

To prepare our data for analysis, we organized and cleaned the data from the 221 par-
ticipants. Only the data from the first round of resumes was used for this study because this
round simulates the resume screening process. We removed the data of 24 participants that
were incomplete due to hardware or software malfunction. To keep our findings consistent,
we worked only with data from resumes that were complete. For a resume to be considered
complete, it needed to have at least one piece of information on each of the seven sections
included on all resumes in the study. We were able to use data from 2043 resumes following
this step. Of these resumes, recruiters passed along 1257 (61.5%) to the next stage of the
hiring process and did not pass along 786 (38.5%). For our analysis, we treated the resumes
that were passed along as positive examples, and the resumes that were not passed along
as negative examples.

3.3. Data Labeling

Resumes were divided into eight sections, as shown in Figure 1. The AOI from
top to bottom were as follows: Introduction, Address, Education, Experience, Projects,
Membership, Skills. The last area of interest is Outside, containing the space where there
are no other sections or information to be seen.

Our study used 115 features to train our classifier as each of them dealt with different
aspects of a recruiter’s gaze. For each AOI, the following features were collected: gaze
points, number of fixations, number of dwells, dwell duration, dwell rate, dwell duration
average, and ’AOI from AOI’. The feature ’AOI from AOI’ detects when there is a transition
from one AOI to another AOI, including itself, resulting in 64 pairs. These features capture
the saccades in the scanpath. The remaining three features dealt with the recruiter’s gaze
from the start to the end of their review of the resumes: fractal dimension, fractal dimension
average, and stimulus duration. The fractal dimension represents the complexity of eye
movement [41]. To find the value, we use the formula as defined in Equation (1), where
ε is the length of the boxes, G is the gaze scanpath, and N(ε) is the number of boxes with
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length ε to cover G. In our study, the fractal dimension feature analyzes the complexity of
the recruiter’s eye movement throughout the resume (D).

Dbox(G) := lim
ε→0

log N(ε)

log(1/ε)
(1)

The full list of features and their definitions are listed in Table 1. We chose these
features specifically to understand where the recruiter was looking and how that impacted
their decision. To that end, we placed an emphasis on features that captured where and
how long recruiters were looking. We did not utilize features that utilized pupil diameter
because the lighting in our experiment was not controlled enough to make that data viable.

Figure 1. Resume sections with AOIs boxed and labeled.
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Table 1. Definitions of Features Collected.

Feature Name Definition

Gaze Points: X 1 Samples taken by the eye tracker in screen coordinates
Number of Fixations: X 1 Count of when gaze points are near and around each other for

100–300 milliseconds
Number of Dwells: X 1 Count of when there are multiple fixations on one AOI ending

with a fixation on another AOI
Dwell Duration: X 1 Total time duration spent on dwells
Dwell Rate: X 1 Number of dwells per the time spent looking at the AOI
Dwell Duration Average: X1 Average time spent on the AOI per dwell
X 1 From Y 2 Count of transitions from one AOI to another AOI
Fractal Dimension Complexity of the eye movements in a resume
Stimulus Duration Total time spent looking at the resume

1 X represents one of the eight AOIs. 2 Y represents one of the eight AOIs, including X.

3.4. Machine Learning

We trained and tested various machine learning classifiers to identify which variables
were most highly correlated with our outcome of interest, i.e., moving on to the next level
of the hiring process. We used the scikit-learn [42] implementations of several common
algorithms, including the Majority Classifier (called the Dummy Classifier in scikit-learn),
Naive Bayes, K-Nearest Neighbors, Decision Tree, Random Forest, AdaBoost, Gradient
Boosting, Support Vector Machine (SVM), and Multilayer Perceptron. These algorithms
were selected to cover a variety of classifier types as they use distinct learning strategies.
Each classifier used the default parameters, e.g., k being 5 for the K-Nearest Neighbors
classifier. The Majority Classifier serves as a baseline since it always chooses the most
common class with no input from the data. Naive Bayes determines the most likely class
using maximum a posteriori estimation and makes the naive assumption that all the
features are conditionally independent. K-Nearest Neighbors finds the k samples with
minimum distance to the input in the feature space and selects the class via vote. Decision
Tree generates a hierarchy of rules with maximum information gain based on the feature
values to sort samples into a class. Random Forest is an ensemble method that aggregates
the outcomes of many Decision Trees that were each trained on different bootstrapped
samples of the dataset. AdaBoost is a boosting algorithm that fits a sequence of weak
learners and determines the class based on a weighted vote. Gradient Boosting is also a
boosting algorithm like AdaBoost, and it works with differentiable loss functions. SVM
learns a number of decision boundaries (called support vectors) that separate the data
into classes with maximal margin. Multilayer Perceptron is a neural network that learns a
nonlinear function to map the feature values to the most likely class.

To evaluate the performance of our classifiers, we use the standard metrics of accuracy,
precision, recall, F1-score, and the Area Under the Curve (AUC) of the Receiver Operating
Characteristic (ROC). Each of these metrics is defined in terms of true positives (TP), false
positives (FP), false negatives (FN), and true negatives (TN), where ‘true’ predictions are
correctly labeled as the positive class or the negative class and ‘false’ predictions are errors.
Accuracy gives the rate of correct predictions (Equation (2)). To gain further insights into
the types of errors the classifier may incur, precision, recall, and F1-score are often reported
with or in place of accuracy. Precision gives the positive predictive value, which is the
opposite of the false discovery rate and is impacted by the presence of FP (Equation (3)).
Recall is the true positive rate, which is also called sensitivity or hit rate, and is impacted
by the presence of FN (Equation (4)). F1-score is the harmonic mean of precision and recall
(Equation (5)).

Accuracy =
TP + TN

TP + FP + FN + TN
(2)
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Precision =
TP

TP + FP
= 1− FP

FP + TP
(3)

Recall =
TP

TP + FN
(4)

F1-Score =
2 ∗ Precision ∗ Recall

Precision + Recall
=

2TP
2TP + FP + FN

(5)

Each of the aforementioned metrics assumes a singular classification threshold. To
report performance in a threshold-independent fashion, ROC plots the true positive rate,
also known as recall, against the false positive rate, the opposite of the true negative rate
(Equation (6)), over all possible thresholds. This graph is summarized into a metric by
calculating the AUC; this metric is bounded between 0 and 1, where 1 means the classifier
is always correct.

False Positive Rate =
FP

FP + TN
= 1− TN

TN + FP
(6)

4. Results

In an effort to understand what parts of the resume were most important to recruiters,
we first conducted our analysis without any of the features extracted from areas outside any
of the resume sections. Specifically, we ran Leave-One-Subject-Out (LOSO) cross-validation
for each of the classifiers we evaluated; the results can be seen in Table 2. The results
shown are the average performance across cross-validation folds, followed by the standard
deviation. Classifiers are listed in order of descending performance in terms of AUC, our
metric of success. Of the classifiers tested, Random Forest performed the best; however, the
performance was not good enough to draw reasonable conclusions.

Table 2. Average Performance Metrics Across Cross-Validation Folds Without Outside Features.
Results are ordered by average AUC.

Classifier Accuracy F1 Precision Recall AUC

Random Forest 0.629 ± 0.182 0.692 ± 0.177 0.667 ± 0.217 0.595 ± 0.181 0.595 ± 0.181
Gradient Boosting 0.613 ± 0.161 0.681 ± 0.177 0.649 ± 0.214 0.571 ± 0.175 0.571 ± 0.175

AdaBoost 0.605 ± 0.154 0.667 ± 0.181 0.644 ± 0.212 0.562 ± 0.159 0.562 ± 0.159
Decision Tree 0.567 ± 0.168 0.610 ± 0.191 0.638 ± 0.236 0.560 ± 0.178 0.560 ± 0.178
Naive Bayes 0.542 ± 0.180 0.511 ± 0.241 0.655 ± 0.291 0.554 ± 0.176 0.554 ± 0.176

K-Nearest Neighbors 0.568 ± 0.164 0.633 ± 0.187 0.611 ± 0.223 0.529 ± 0.166 0.529 ± 0.166
Multilayer Perceptron 0.541 ± 0.189 0.553 ± 0.255 0.599 ± 0.288 0.525 ± 0.182 0.525 ± 0.182

SVM 0.617 ± 0.232 0.734 ± 0.203 0.617 ± 0.232 0.500 ± 0.000 0.500 ± 0.000
Majority 0.617 ± 0.232 0.734 ± 0.203 0.617 ± 0.232 0.500 ± 0.000 0.500 ± 0.000

Subsequently, we ran LOSO cross-validation for each of the classifiers with all of
the features (i.e., including the features calculated for areas outside of specific resume
AOIs). The results of this analysis are shown in Table 3. As with the previous results,
Random Forest was the best-performing classifier. As mentioned, this model uses the
default parameters in scikit-learn, which include 100 estimators, gini criterion, and no
maximum depth, and only a subset of the features are considered at each split (specifically,
sqrt(m), where m is the number of features).

To obtain further insight into the performance of our model, we conducted some
additional analysis. Using Carrington et al.’s Deep ROC metric, we analyzed the model’s
performance at different thresholds of prediction risk to demonstrate how the model per-
forms at varying classification thresholds. For this analysis, we looked at the performance
of our model over four different groups: full range, high risk, medium risk, and low risk.
These results are shown in Table 4. When few false positives are allowed, the model rejects
approximately half of the candidates that would have moved onto the next stage, with an
average recall or sensitivity of 0.651. As expected, performance is more balanced in the
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medium category with an AUC of 0.814, precision of 0.688, and recall of 0.855. However,
specificity decreases to 0.245, meaning about 1.5 times the candidates are moving onto the
next stage compared to what recruiters would have actually selected. When many false
positives are allowed, recall increases to 0.94, while specificity drops to 0.016, so the model
rejects very few candidates.

Table 3. Average Performance Metrics Across Cross-Validation Folds. Results are ordered by by
average AUC.

Classifier Accuracy F1 Precision Recall AUC

Random Forest 0.775 ± 0.161 0.798 ± 0.168 0.778 ± 0.207 0.767 ± 0.175 0.767 ± 0.175
Gradient Boosting 0.777 ± 0.161 0.802 ± 0.164 0.778 ± 0.204 0.764 ± 0.180 0.764 ± 0.180

AdaBoost 0.767 ± 0.161 0.783 ± 0.177 0.779 ± 0.209 0.757 ± 0.168 0.757 ± 0.168
SVM 0.709 ± 0.184 0.741 ± 0.200 0.714 ± 0.229 0.715 ± 0.165 0.715 ± 0.165

Decision Tree 0.671 ± 0.177 0.696 ± 0.193 0.720 ± 0.220 0.650 ± 0.203 0.650 ± 0.203
Multilayer Perceptron 0.649 ± 0.190 0.667 ± 0.227 0.721 ± 0.244 0.645 ± 0.191 0.645 ± 0.191
K-Nearest Neighbors 0.666 ± 0.164 0.722 ± 0.165 0.687 ± 0.213 0.642 ± 0.176 0.642 ± 0.176

Naive Bayes 0.600 ± 0.182 0.573 ± 0.236 0.722 ± 0.262 0.605 ± 0.175 0.605 ± 0.175
Majority 0.617 ± 0.232 0.734 ± 0.203 0.617 ± 0.231 0.500 ± 0.000 0.500 ± 0.000

Table 4. Average Performance Metrics Across Cross Validation Folds Using Deep ROC Analysis [43].

Range AUC Precision Recall Specificity

Full Range [0, 1] 0.816 ± 0.201 0.768 ± 0.178 0.816 ± 0.201 0.816 ± 0.201
High Risk (Low FP) [0, 1/3] 0.796 ± 0.257 0.822 ± 0.267 0.651 ± 0.330 0.906 ± 0.221

Medium Risk (Medium FP) [1/3, 2/3] 0.814 ± 0.217 0.688 ± 0.177 0.855 ± 0.214 0.245 ± 0.272
Low Risk (High FP) [2/3, 1] 0.876 ± 0.249 0.620 ± 0.181 0.940 ± 0.145 0.016 ± 0.056

To improve the generalizability of the model and identify the most important features,
we conducted feature selection while aiming to keep the AUC consistent. We used the
feature importance function from the scikit-learn library; the output is a percentage repre-
senting the importance of each feature to a particular classifier. 116 features were reduced
to 14 by the classifier, as shown in Table 5. We repeated the process of finding the AUC and
then removing the least-important feature until only one feature remained. Figure 2 shows
the different outcomes as more features were removed. We found no measurable dropoff
in AUC until fewer than five features remained. The model with only these five features
provided the highest AUC. Table 6 presents the ranked features from the classifier when
only five remain. Those features were Gaze Points: Outside, Outside From Outside, Dwell
Duration: Outside, Stimulus Duration, and Dwell Duration Average: Experience.

Table 5. Important Features for Random Forest.

Feature Name Importance Percentage

Outside From Outside 8.258
Gaze Points: Outside 7.557

Number of Fixations: Outside 4.965
Dwell Duration Average: Outside 4.624

Dwell Duration: Outside 4.618
Stimulus Duration 2.290

Fractal Dimension Average 2.190
Number of Fixations: Experience 2.084

Dwell Rate: Education 2.068
Dwell Duration Average: Experience 1.914

Fractal Dimension 1.873
Dwell Rate: Experience 1.760

Dwell Duration: Experience 1.738
Dwell Rate: Outside 1.736
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Table 6. Important Features for Random Forest with Optimal AUC.

Feature Name Importance Percentage

Gaze Points: Outside 28.630
Outside From Outside 18.812

Dwell Duration: Outside 18.151
Stimulus Duration 18.110

Dwell Duration Average: Experience 16.297

Figure 2. The area under the ROC curve as features are removed.

5. Discussion

Though the goal was to discover what sections in a resume are the most important
to recruiters, our results show that the most important features involve the Outside AOI.
This outcome is peculiar because this area of the resumes is void of any actual content. We
theorize that these features are capturing behavioral signals that indicate that the recruiter
is thinking. When the recruiter looks away from the resume, they may be considering
whether they have a good fit for the applicant. This hypothesis is bolstered by the fact
that the highest-ranking feature unrelated to the Outside AOI is “Stimulus Duration”. The
longer a recruiter observed a resume, the more likely they were to move that resume to the
next level. This extra screening time would provide additional opportunities for recruiters
to deliberate before reaching a decision on a resume. While this outcome does not give
insight into how to design a resume, it does give applicants context for how to interpret
a recruiter’s behavior. A recruiter looking away from the resume can be a good sign that
they are engaging with the resume, not a signal that they dislike the resume.

Three of the five features selected in the model with optimal AUC were related to
the Outside AOI. The Gaze Points feature captured how many samples were taken in the
Outside AOI, without any context of where the gaze transitioned from or how long the
gaze stayed there. The Outside to Outside Transitions feature captured how many times
that fixations in the Outside AOI were followed by another fixation in the Outside AOI. The
Dwell Duration feature captured how long the gaze stayed in the Outside AOI. Naturally,
these features would be correlated, but each focuses on a different type of attention. Gaze
Points can be high while the other two features are low if the recruiter frequently looks
Outside for an instant before moving back to other AOIs. This behavior could occur when
skimming the resume, where the recruiter’s gaze is jumping all over instead of fixating
on a specific area to think about the resume. To that point, a general theme of the top five
features is that the longer the recruiter spends reviewing a resume, the more likely they are
to move it on to the next phase.
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It is important to note that the recruiter should be looking at specific parts of the
resume during the review process to improve the chances of the resume moving on. The
highest performing features are connected to the recruiter fixating and dwelling on the
Outside AOI, Experience AOI, and the Education AOI to a lesser extent. In other words, the
high Stimulus Duration occurs because the recruiter was reading or pausing and thinking,
not simply skimming or continuously jumping from section to section. We hypothesize
that the latter type of behavior indicates that the reviewer is searching for information to
make a decision about the applicant, information they perhaps did not find initially. With
that in mind, we recommend that sections such as Experience and Education have clear
and concise descriptions of the applicant’s background to make it easier for the recruiter to
understand the applicant’s skillset.

6. Limitations and Future Work

The results presented are impacted by two main limitations: recruitment scope and
lack of actionable takeaways for resume formatting. This study focused on recruiters
evaluating computer science resumes from one location. As such, our observations may
not be representative of recruiter practices in other areas. To address the latter point, this
study should be repeated in other geographic locations across the country.

The majority of the most important features for determining whether a resume moved
on to the next level were not connected to specific AOIs. In other words, no insights are
gained with respect to the AOI sections for skills, projects, introduction, and address. This
does not necessarily indicate that these sections are not important to recruiters, only that
the eye-tracking data from these sections were not substantially different between resumes
moved to the next level and those that failed to do so. Additionally, this study did not track
the sequence order used by recruiters as they screened resumes, so this is a behavioral data
source that is currently unexplored in the analysis. Future work has the potential to build
upon this study and uncover more about the resume screening process.

Based on the relationships between the most important features, we discuss hypotheses
for what recruiter behaviors these features detect. In general, a resume moving to the next
phase is correlated with the amount of time the recruiter spends reviewing the resume.
Because time spent dwelling in the Outside AOI and Experience AOI is important, we
believe that this outcome shows that how the recruiter is spending their time matters. We
encourage future work to investigate how the recruiter’s behavior is tied to the outcomes
for the resume.

7. Conclusions

Resumes are an integral part of the hiring process for recruiters; however, to applicants,
it is not always clear what section of the resume is most important to recruiters and why
they were ultimately rejected from a position. In this work, through a combination of
eye-tracking and machine learning, we aimed to understand where employers are looking
to gain insight into what they are searching for on resumes. Specifically, we developed a
machine learning pipeline that utilized features extracted from recruiter eye-tracking data
and a Random Forest classifier to recognize when a recruiter would move a resume onto
the next stage of recruiting or not, with an AUC of 0.767. When investigating the most
important features, we found that features in which the recruiter looked outside of resume
AOIs were the most informative towards understanding whether or not a resume would
move on, followed by total time spent reviewing the resume. Our takeaway from this
observation is that these features indicate that the recruiter is contemplating the resume
and is thinking about whether the applicant is a good fit. Additionally, features extracted
from both the Experience and Education AOIs also appeared among the most important
features, with Experience, in particular, appearing four times. More specifically, longer
view times in the Experience AOI were correlated with resumes moving to the next level.
Based on this finding, job applicants should focus on these particular sections, providing
clear and sufficient descriptions of past experiences.
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