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Abstract: Human Immunodeficiency Virus (HIV) is a stigmatizing disease that disproportionately
affects African Americans and Latinos among people living with HIV (PLWH). Researchers are
increasingly utilizing artificial intelligence (AI) to analyze large amounts of data such as social
media data and electronic health records (EHR) for various HIV-related tasks, from prevention and
surveillance to treatment and counseling. This paper explores the ethical considerations surrounding
the use of AI for HIV with a focus on acceptability, trust, fairness, and transparency. To improve
acceptability and trust towards AI systems for HIV, informed consent and a Federated Learning (FL)
approach are suggested. In regard to unfairness, stakeholders should be wary of AI systems for HIV
further stigmatizing or even being used as grounds to criminalize PLWH. To prevent criminalization,
in particular, the application of differential privacy on HIV data generated by data linkage should be
studied. Participatory design is crucial in designing the AI systems for HIV to be more transparent
and inclusive. To this end, the formation of a data ethics committee and the construction of relevant
frameworks and principles may need to be concurrently implemented. Lastly, the question of
whether the amount of transparency beyond a certain threshold may overwhelm patients, thereby
unexpectedly triggering negative consequences, is posed.

Keywords: HIV; artificial intelligence; ethics; stigma; fairness; acceptability; trust; transparency

1. Background

Although HIV cases are declining overall, HIV continues to disproportionally affecting
certain populations. For instance, Black/African Americans accounted for 45% of the new
diagnoses and Hispanics/Latinos accounted for 31% among transgender people in 2021
in the U.S. [1]. This disparity was also present in new HIV diagnoses resulting from
heterosexual contact in 2021. For those populations, Black/African Americans comprised
58% of such cases and Hispanics/Latinos made up 20%.

Artificial intelligence (AI) is more widely used by health researchers to analyze large
amounts of data, including social media data and electronic health records (EHR). In
regard to HIV, AI has been used to make predictions of HIV outbreak locations or clusters,
develop prevention or treatment interventions, optimize long-term maintenance dosing of
medication, encourage medication uptake, and enhance counseling outcomes [2–5].

There are a number of ethical concerns around the use of AI for public health surveil-
lance. Mello and Wang presented several ethical considerations for the use of AI in digital
epidemiology including respect for privacy and autonomy, minimizing risk of error, and
accountability, and presented policy and process recommendations based on those consid-
erations [6]. However, there are limited perspectives, guidelines, and frameworks on the
ethical considerations of AI tailored specifically to HIV. This paper aims to present these
ethical considerations for researchers and public health practitioners making use of AI appli-
cations for HIV with a focus on patient acceptability and trust, fairness, and transparency.
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2. Ethical Considerations
2.1. Ethical Considerations Regarding Acceptability and Trust

HIV patients and primary care physicians often hold differing perspectives on the
utility of AI-based tools for HIV. In an interview study, primary care physicians showed a
greater willingness to utilize HIV risk prediction tools alongside patient medical history
and their own clinical judgment. However, some Men who have Sex with Men (MSM)
expressed fear, anxiety, and mistrust towards these AI-based tools [7].

The question of acceptability and trust becomes increasingly apparent within the
realm of AI-powered chatbots—online conversational agents engineered to replicate real-
time conversations with humans. Physicians generally acknowledge the usefulness of
chatbots as digital aids for tasks like scheduling appointments and delivering medical
information. However, some express reservations regarding patients self-diagnosing or
relying on information they may not fully comprehend [8]. Given the prevalence of HIV
misinformation on online platforms, including social media, chatbots trained on such data
sources might disseminate misleading medical information to at-risk populations and those
with limited internet literacy [9].

These concerns were supported by several studies conducted with HIV patients who
shared their perspectives on chatbots used for HIV-related interventions. Patients generally
welcomed the idea of a health chatbot, although their hesitancy mainly revolved around
apprehensions regarding privacy, confidentiality, cyber-security, and further stigmatiza-
tion [5,10]. Furthermore, in another qualitative study, participants described concerns with
information accuracy and indicated their skepticism of the ability of AI-powered chatbots to
provide emotional support and resolve convoluted problems as the main drivers for having
lower performance expectations [5]. Collectively, these factors contribute to reduced patient
acceptability and trust towards AI-powered chatbots. This raises ethical questions about
promoting the use of chatbots that lack full trust and acceptance from HIV patients. With
the growing use of new large language models like ChatGPT, addressing these concerns
prior to implementation becomes increasingly crucial.

Recent developments have enabled chatbots to more effectively combat the misinfor-
mation that results in decreased trust and acceptability of health and medical AI systems
of relevant stakeholders. Xiao et al. created Jennifer, an AI chatbot, serving as a credible
and easy-to-access information portal on COVID-19 for individuals [11]. This chatbot
was designed to be more trustworthy than previous chatbots as 150 COVID-19 experts
including scientists and health professionals were invited to the participatory develop-
ment process. These experts were interviewed to better understand the challenges in the
development process and opportunities for future improvement. Furthermore, an online
experiment that examined the effectiveness of Jennifer in assisting information seekers
in locating COVID-19 information and gaining their trust was also conducted. General-
purpose chatbots such as the iconic ChatGPT, often used by users for obtaining basic
medical information or to receive emotional and mental support regarding some health
condition, have also evolved to become more robust against misinformation in their newest
versions. GPT-3.5 and GPT-4.0, for instance, were tested against the text from the World
Health Organization’s 11 “myths and misconceptions” about vaccinations [12]. Multiple
aspects including the correctness, clarity, and exhaustiveness of ChatGPT responses to
common vaccination myths and misconceptions were assessed. The raters perceived that
the ChatGPT responses provided accurate and comprehensive information on common
myths and misconceptions about vaccination in an easy-to-comprehend and conversational
manner, without including misinformation or harmful information. However, the study
did raise concerns regarding the risk of exposing users to misleading responses, especially
when they are non-experts consulting ChatGPT without the support of expert medical
advice. HIV researchers and experts may want to reference these recent developments
surrounding chatbots when developing HIV-customized medical and health chatbots.

Informed consent stands as a pivotal factor in enhancing acceptability and trust
towards AI systems for HIV. While most studies on acceptability and trust focus on patient
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perspectives, it is essential to broaden this focus to include non-patient stakeholders as
their views and attitudes significantly influence the overall trustworthiness of AI systems.
It is worth considering, however, that informed consent is not a one-dimensional concept.
Molldrem et al., for instance, conducted semi-structured interviews to collect different
perspectives on informed consent from critical stakeholders involved in molecular HIV
surveillance [13]. Within their research, they presented five approaches to consent, each
differing in its deviation from the status quo and in its speculation about potential future
consent practices in HIV surveillance and prevention. Not only did this study suggest
that the concept of informed consent manifests in various forms but also that the extent of
acceptability towards such consent practices differs across stakeholders. The sole consensus
among stakeholders was the acknowledgment of the necessity of informed consent itself.
This implies that customizing informed consent practices towards each stakeholder will
more likely enhance acceptability and trust towards AI applications for HIV. The 6Ws (Who,
How, What, When, Where, and Why), ingrained in journalism and now in many other
fields, should be utilized as a conceptual framework for informed consent in AI systems
for HIV. The framework is summarized in Table 1.

Table 1. Rubric for informed consent regarding AI for HIV.

6Ws Considerations

Who Who are the stakeholders?

How
How should informed consent be rolled out? What medium or

method should be used to convey essential information that
stakeholders need to be aware of?

What What information will be distributed to the stakeholders to consent?

When When will the stakeholders be prompted to consent? Upon initial
diagnosis or other periods in the timeline?

Where Where is informed consent taking place? Should informed consent
occur only under in-person settings or can be it more flexible?

Why Why do stakeholders deem informed consent to be important and
valuable? Why do they consent in the first place?

Another approach for improving acceptability and trust that is gaining more traction
recently is Federated Learning (FL). It refers to the idea of decentralizing AI systems so
that multiple data owners collaboratively train an AI model without requiring access to the
raw data of one another [14]. FL reduces the risk of privacy breaches, protects sensitive
data through its local distribution system, and prevents unauthorized access owing to
the collaborative nature of the model training [15]. This privacy-preserving nature of
FL enables the AI systems to acquire additional acceptance and trust from stakeholders.
However, FL is not without challenges. The distributed nature of the AI system may come
at the cost of decreased overall performance, hinder the development of a robust global
model, and expose the system to be more vulnerable to malicious attacks [15]. A study that
applied FL in an AI system for HIV was conducted by Nguyen et al., who proposed a FL
framework for predicting the risk of sexually transmissible infections (STIs) and HIV [16].
The FL system encompassed multiple clinics and key stakeholders. It ensured that the AI
models were shared across clinics only, safeguarding personal information from leaking.
Demographic and behavior data were used to predict the risk of HIV and STIs. The amount
of such data that needed to be shared across healthcare entities was minimized owing to
the adaptable aggregation feature of the FL system. This acted as a safety measure for
protecting patient information throughout the model training process. Aside from this
study, applications of FL on HIV-related AI systems are limited. It is desirable for future
studies to identify the different types of privacy applications in which FL can be used by
observing, interviewing, and surveying various stakeholders.
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2.2. Ethical Considerations Regarding Fairness

Fairness, accountability, and transparency (FAT) is widely used for assessing the
ethical and bias implications of algorithms or systems [17]. Recent studies have noted the
existence of gender [18] and race [19] bias in AI programs that may alienate communities
and call into question the role of AI in being part of the solution. This is especially true
in the context of AI applications for HIV. In a study, researchers recently developed an
HIV prediction model to identify potential PrEP candidates who are most likely to benefit
from pre-exposure prophylaxis for HIV in a large healthcare system [20]. While this model
correctly identified 38.6% of future cases of HIV, model sensitivity on the validation set
was 46.4% for men and 0% for women, underscoring the importance of intersectionality
for fair outcomes in health care. Several other studies also pointed to similar issues in
fairness where existing HIV risk prediction tools based on the Centers for Disease Control
and Prevention criteria for PrEP use have been revealed to underestimate HIV risk among
Black Men who have Sex with Men (MSM) [21,22].

Endeavors to develop AI applications that address this unfairness or cater to marginal-
ized HIV patient populations are underway in various institutions. For example, an
ongoing project aims to develop and validate an algorithm tailored to identify women
who could benefit from PrEP in a county with a high HIV incidence among women. This
study utilized HER data from public health clinics in Florida [23]. In another initiative,
multiple groups have collaborated to create the LaPHIE HIV care system, a data sharing
platform for HIV data. This platform not only seeks to promote fairness among differ-
ent HIV populations with varying data availability but also aims to enhance retention in
care [22,23].

Addressing the issue of unfairness becomes trickier when it conflicts with other values
in ethics. One such value would be privacy. When building and releasing AI applications for
HIV identification and prediction, sensitive information that may lead to re-identification
and privacy breaches including race, ethnicity, gender, HIV status, and substance abuse
are often omitted from the published data [24]. Unfortunately, the omission of these
dimensions may reduce the predictive performance of the AI application for HIV patients,
further amplifying the existing health disparities. It can also pose a challenge to evaluating
the fairness of the AI application and the data used to build it [25]. It is critical to consider
which ethical value to prioritize over the other seemingly conflicting values if a trade-off
is inevitable.

In addition to the issue of certain populations within the HIV patient community being
treated unfairly, HIV patients themselves are already exposed to unfairness in medical
and public health domains due to stigmatization [26]. Developers and designers of AI
for HIV should be informed from previous cases of how AI systems have the risk of
inadvertently stigmatizing populations who acquire certain diseases or conditions. The
use of AI to identify COVID-19 hotspots, for example, was an epitome of how AI systems
for certain diseases or conditions can impose stigmatization on particular populations
based on the erroneous view that a specific variant of COVID-19 (e.g., Omicron) could
be easily confined to those populations [27]. AI systems for HIV need to ensure such
stigmatization is not exacerbated by the very systems that aim to be beneficial and useful
for people living with HIV (PLWH). However, previous studies illustrate cases where
data used in the AI applications for HIV or the applications themselves backfired to
aggravate this stigmatization, even leading to potential criminalization [28,29]. Molecular
HIV surveillance was where this concern was the most prominent. This can be attributed
to the fact that genomic sequence data could be used in criminal proceedings to accuse the
individual of HIV transmissions in states where the contraction of HIV is illegal [28,29].
Traditional anonymization and de-identification techniques may not completely guarantee
the prevention of privacy and confidentiality breaches and eventually the protection of
PLWH from criminalization. In this case, differential privacy, a concept first proposed
in 2006, may be a valuable area of further exploration for researchers of AI for HIV to
anonymize and de-identify big data created via record linkages [30]. Differential privacy
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captures the increased risk to the privacy of an individual incurred by participating in
a database and often provides extremely accurate information about the database while
simultaneously maintaining decently high levels of privacy. Studies that already applied
differential privacy on electronic health records (EHR) and public health surveillance data
generated through record linkage should be referenced [31,32].

2.3. Ethical Considerations Regarding Transparency

Transparency, which is often used as a synonym for explainability, interpretability,
openness, accessibility, and visibility, is difficult to define in simple terms [33]. Nevertheless,
in the context of this paper, transparency can refer to clear communication about how AI
applications for HIV are developed and what decision-making processes are involved.

Inclusive and participatory approaches in the development and deployment of AI
applications for HIV are indispensable for enhanced transparency. Participatory methods
in qualitative research including focus groups and co-design sessions may help improve
transparency as already demonstrated by a study that proposed a framework for co-
designing a digital health platform for HIV surveillance and care [34]. In 2022, Davis and
several researchers explored the power of digital health to strengthen health systems in
low- and middle-income countries while taking into account potential threats to human
rights. During this process, various stakeholders from people living with HIV to HIV
activists and human rights lawyers were invited to participate in the study design, digital
ethnography, focus group discussions, key informant interviews, and data analysis [14].
This participatory process contributed to a more transparent study where the design and
results of the study were fully understood by those who are the most impacted by it.

The participatory design of AI for HIV beyond digital health interventions requires
additional considerations. Devising an AI system is usually composed of design, devel-
opment, and deployment [35]. Should this participatory approach be adapted to each
of these three phases? When developing an AI that pinpoints predicted hotspot areas of
HIV outbreaks, for instance, how do we determine the ground truths (e.g., which case
numbers would serve as an appropriate threshold)? Which stakeholders will be involved
in setting those ground truths? Which software will be used for building the AI-powered
predictive model? How will the different inputs of stakeholders become incorporated
into the model training process? A case study from Winter and Carusi may provide some
reference to answering some of these questions [36]. This article examines the intricate
collaboration processes among various stakeholders including data scientists and clinicians
in developing an AI technology for the early diagnosis of pulmonary hypertension, a rare
respiratory disease. It elucidates how the knowledge and views of different participants in
its development are integrated and inscribed into the technology, allowing the AI system
to be not just technical but also social, thereby empowering it to be more transparent and
less unfair.

Committees specialized in HIV data ethics encompassing relevant stakeholders from
diverse backgrounds should be formed to facilitate this participatory co-creation of AI
systems for HIV. This is crucial as the ethics surrounding data specifically affect the ethical
dimensions of the AI system itself which uses that data. A study proposing an advi-
sory committee customized towards data ethics for the sub-Sahara region can serve as a
model [37]. It invited a wide range of stakeholders from data scientists and bioethicists
to researchers with ample knowledge about COVID-19 and HIV and legal experts. This
framework was intended to address ethical concerns specific to big health data projects
since a generic ethics review board may not have the full capacity to address those concerns
due to data ethics being an emergent discipline in Africa. Once a similar HIV data ethics
committee is established, it should work on constructing distinct governance frameworks
customized to each type of AI application for HIV. For instance, when considering AI-
driven chatbots designed to promote testing among people living with HIV (PLWH) and
offer mental health counseling, the World Economic Forum (WEF) has proposed 10 ethical
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principles for AI-powered chatbots utilized in healthcare [38,39]. These principles can serve
as a comprehensive framework for assessing the ethical integrity of such systems.

A caveat to consider is the potential of transparency overwhelming some stakeholders
depending on the amount and type of information being made transparent. Nolan investi-
gated this possibility by extending the concept of therapeutic privilege to AI applications
in medical settings [40]. Nolan explains that therapeutic privilege is the discretion of a
clinician to limit the transparency of a medical decision based on the grounds that the
patient’s physical or mental health may be seriously harmed by providing the information.
In the context of AI systems for HIV, should this therapeutic privilege ever be used and,
if so, when and under what circumstances? Are there certain types or amounts of infor-
mation such as the inner workings of an AI algorithm for HIV cluster detection that may
overwhelm patients? Is there a risk of such overwhelmed patients being dissuaded from
participating in research on AI systems for HIV or treatment of HIV altogether?

3. Conclusions

Advancement of technologies, namely AI, present opportunities for novel applications
in HIV research. To this end, ethical considerations merit discussion to ensure that utilizing
AI can maximize patient trust, acceptability, and transparency while minimizing unfairness.
This paper explores the ethical considerations surrounding the use of AI for HIV with a
focus on acceptability, trust, fairness, and transparency. For each of the ethical focus areas,
recommendations and critical questions are offered. Some of recommendations included a
framework of informed consent, the use of Federated Learning (FL) to further reinforce
privacy protection, the application of differential privacy on HIV data, and the inclusive
and participatory design of AI accompanied by the formation of a data ethics committee
and the construction of relevant frameworks and principles. These considerations and
suggestions will inform relevant stakeholders including PLWH, clinicians, policymakers,
and researchers in areas including intervention design and policymaking.
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