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Abstract: Background: Feature selection (FS), a crucial preprocessing step in machine learning,
greatly reduces the dimension of data and improves model performance. This paper focuses on
selecting features for medical data classification. Methods: In this work, a new form of ensemble FS
method called weighted rank difference ensemble (WRD-Ensemble) has been put forth. It combines
three FS methods to produce a stable and diverse subset of features. The three base FS approaches
are Pearson’s correlation coefficient (PCC), reliefF, and gain ratio (GR). These three FS approaches
produce three distinct lists of features, and then they order each feature by importance or weight.
The final subset of features in this study is chosen using the average weight of each feature and the
rank difference of a feature across three ranked lists. Using the average weight and rank difference
of each feature, unstable and less significant features are eliminated from the feature space. The
WRD-Ensemble method is applied to three medical datasets: chronic kidney disease (CKD), lung
cancer, and heart disease. These data samples are classified using logistic regression (LR). Results:
The experimental results show that compared to the base FS methods and other ensemble FS methods,
the proposed WRD-Ensemble method leads to obtaining the highest accuracy value of 98.97% for
CKD, 93.24% for lung cancer, and 83.84% for heart disease. Conclusion: The results indicate that the
proposed WRD-Ensemble method can potentially improve the accuracy of disease diagnosis models,
contributing to advances in clinical decision-making.
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1. Introduction

Artificial intelligence (AI) tries to simulate human intelligence in machines through
learning [1–3]. Therefore, machine learning (ML) is one of the major branches of AI [1]. It
offers many essential tools for insightful data analysis in finance, healthcare, manufacturing,
retail, security, etc. ML algorithms can use medical data to find patterns and precisely
predict diseases. Data must be prepared for learning and prediction before applying any
algorithm to medical datasets. Among various preprocessing steps, feature selection (FS)
is an important pre-processing step of ML that prepares data before training any model.
FS methods are often used to find the optimal subset of features that maximally increase
the performance of the models. The ensemble FS technique has gained importance in the
recent literature because of its ability to handle the issue of stability of the results of FS [4].
It integrates the results of two or more FS methods to provide a robust (stable) and diverse
subset of important features for classification [4]. With the exception of the combination
process, many existing ensemble feature ranking approaches take the same approach to
ensemble FS. Several feature selectors are created in articles [5–12] employing different
feature ranking techniques, such as information gain, chi-square, symmetric uncertainty,
reliefF, etc. Several aggregation functions, such as mean, median, and rank are used by
the existing ensemble techniques to combine the lists [12]. The ensemble mean calculates
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each feature’s score by averaging its weights across all ranking lists [13]. In ensemble
median, the combining function for each feature is the median weight across all ranking
lists. Even though the feature weightings show how important each feature is in a feature
set, they cannot guarantee building a better feature set for classification. The main reason
for this is that the features are more similar, making them redundant. The way the features
work together is complicated. So, if we try too hard to find features with less redundancy
or better purity, we might end up giving up on some good features, which could hurt
classification. Consequently, establishing a suitable FS approach still remains a research
interest. While there are many research publications on FS algorithms for disease prediction,
further research is required for a variety of reasons, including the need for performance
improvement, dataset variations, and emerging diseases.

This research focuses on identifying a viable FS strategy for medical data classification.
In this paper, mean aggregation is employed for diversity, while absolute rank difference
(which has not yet been used in this field) is used for stability in the final feature subset. In
this study, three lists of features, generated from three different feature ranking methods,
are combined using the mean of the weights or scores for each feature in each ranking list.
Pearson’s correlation coefficient (PCC), gain ratio (GR), and reliefF are the three methods to
combine in the proposed method. The absolute difference between each feature’s ranks
across three ranked lists is used to choose unstable features in the next stage. Finally, if
any of these unstable features has rank greater or equal to the last one-fourth of rank in
any of the three rank lists, it is removed from the subset of features to obtain the final
subset of features. This paper employs datasets of UCI [14] and Kaggle [15] to examine the
performance of a new approach that combines mean aggregation with an absolute rank
difference. The main contributions of the work are summarized as follows:

(i) This paper proposes a new form of ensemble FS method termed weighted rank
difference ensemble (WRD-Ensemble). This WRD-Ensemble method is developed by
aggregating the weight of each feature of stand-alone FS methods and then selecting
a subset of features by using the rank difference of each feature. In this paper, WRD-
Ensembple is shown by combining the PCC, relief, and GR methods;

(ii) The proposed WRD-Ensemble method is tested on chronic kidney disease (CKD),
lung cancer, and heart disease datasets, which are widely used datasets for medical
data analytics;

(iii) The proposed WRD-Ensemble scheme is compared with the existing stand-alone PCC,
GR, and reliefF methods. Finally, its performance is compared with several existing
research works on CKD and lung cancer datasets using the proposed method.

Note that the concept of WRD-Ensemble is shown here, combining the well-known
PCC, relief, and GR methods; however, this concept of WRD-Ensemble can also be applied
by combining other stand-alone FS approaches. The rest of this paper is organized as
follows. Section 2 contains related works on ensemble FS methods, and Section 3 describes
the existing stand-alone and ensemble FS methods as well as the proposed WRD-Ensemble
approach. The performance results for WRD-Ensemble and existing FS methods for the
three datasets are included in Section 4. Finally, the conclusion and future scope of the
work are presented in Section 5.

2. Related Works

There are several studies that report ensemble FS algorithms. Some work report stand-
alone FS, while others apply ensemble or hybrid approaches. These algorithms are applied
with different classification methods for the detection of a target in multiple application
scenarios.

Firstly, the research on stand-alone FS from the existing studies is reported. SVM
classifiers using the filter and wrapper FS approaches are examined by the authors in [16].
It is reported that the SVM classifier, when combined with the best search engine of filter
approach, can predict CKD with a maximum accuracy of 98.5%. The study in [17] employs
twelve different classifiers to categorize patients as having CKD or not, with the decision
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tree achieving the highest classification accuracy of 98.6%. The work in [18] analyzes several
classifiers along with several FS approaches for ML-based CKD diagnosis. Filter, wrapper,
and embedded FS methods are used for feature optimization. In [19], five FS methods,
Random forest FS (RF-FS), forward selection, forward exhaustive selection (FES), backward
selection (BS), and backward exhaustive (BE), are used to select the most important features
of the CKD dataset. Experimental results show that RF with Random Forest FS had
achieved the best performance with 98.8% accuracy.

Next, the research on ensemble or hybrid FS methods from the literature is reported.
An ensemble of FS methods is introduced in [5] where filter-based FS methods including
gain ratio, info gain, chai square, symmetric uncertainty, and reliefF are used to select differ-
ent subsets of features. Next, these feature subsets are combined by using feature-class and
feature–feature mutual information to generate an optimal feature subset. Their proposed
FS method, termed as EFS-MI, is evaluated using three classifiers, namely decision trees,
random forest, and K-NN. For the colon cancer dataset, EFS-MI yields higher classification
accuracy with the decision trees classifier. However, the method gives quite poor classifica-
tion accuracy with the SVM classifier. The authors in [4] propose an ensemble FS method
that combines the ideas of filter and wrapper methods to select the most discriminatory
features for the diagnosis of CKD. The density-based FS (DFS) method is used as a fil-
ter approach to rank the features of CKD. The results of the DFS method are given to a
wrapper-based optimization technique named Improved Teacher Learner Based Optimiza-
tion (ITLBO) algorithm to find the optimal feature set that contains the most important
features for the prediction of CKD. The DFS method computes the density of the features
using the probability density function and ranks the features on high-density values to
low-density values (i.e., the features with higher density values are prioritized). ITLBO is
a variant of the original TLBO algorithm [4]. Using the DFS method on the CKD dataset,
19 features are selected from a total of 24. These features are then input into ITLBO to
find an optimal subset containing the most important features for predicting CKD. Finally,
these feature subset is evaluated using the ITLBO wrapper method using classification
algorithms including SVM and Gradient Boosting. The results of the experiment show that
the DFS method can achieve a high classification accuracy of 93% for SVM and 97% for
Gradient Boosting, respectively, for the derived optimal feature subset.

One study [11] selects useful features from a dataset using an efficient and compre-
hensive univariate ensemble-based feature selection (uEFS) method. In uEFS, a unified
features scoring algorithm is used to provide a final ranked list of features after a thorough
evaluation of a feature set. Next, a threshold value selection approach is applied to choose
a subset of features that are deemed important for classifier design excluding unnecessary
features. A hybrid wrapper and filter-based FS (HWFFS) is proposed in [20] to reduce the
dimensions of the CKD dataset with an SVM classifier. The filter-based FS algorithm is
performed based on the three major functions: Information Gain (IG), Correlation Based
FS (CFS), and Consistency Based Subset Evaluation (CS) algorithms, respectively. The
wrapper-based FS algorithm is performed based on the Enhanced Immune Clonal Selection
(EICS) to determine the most relevant features, thus increasing the classifier’s accuracy. The
SVM classifier with HWFFS method shows the highest accuracy value of 90.00%.

In short, the topic of ensemble FL algorithms for disease diagnosis is not static, and con-
tinual research is required for multiple factors, including adapting to the unique problems
associated with different diseases and the changing landscape of medical datasets.

3. Materials and Methods

FS methods can be classified into three different types such as filter, wrapper, and the
embedded FS method based on how the supervised learning algorithm is employed in
the FS process. Filter methods can be further categorized as univariate and multivariate
methods. In univariate approaches, features are evaluated individually based on their
relationship with the target variable, whereas multivariate methods consider the interac-
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tions between features when determining their relevance. The univariate FS methods PCC,
reliefF and GR are described as follows.

3.1. Existing FS Methods

First, some stand-alone FS techniques are briefly described [21–23]. One of these is
the Pearson’s correlation coefficient (PCC) which is a correlation statistic that measures the
strength and direction of the relationship between two features or variables [21]. The gain
ratio (GR) method is a normalized version of information gain. It is a non-symmetrical
measure that is introduced to compensate for the bias of the IG [24]. ReliefF is a well-known
FS method that uses distance measures to evaluate the worth of a feature [25].

The main goal of ensemble FS is to combine the outputs of several base selectors,
which should be sufficiently different from one another, to provide a more diverse set of
features [26]. Different ensemble FS methods are developed in the context of several health
informatics and bioinformatics scenarios [27–32].

3.2. The Proposed WRD-Ensemble Method

The proposed ensemble approach is performed in two steps. It starts with creating
three different ranking lists of features [11] using the three filter ranking methods, namely
PCC, reliefF and GR, then applies the ensemble approach to form a single list of features.
The ensemble approach used in this method is the mean of score which is accompanied
by absolute rank difference. Each filter ranking method provides a ranking list of features
according to the importance of the feature which is also known as the weight of the feature.
Suppose L1, L2, and L3 are the three lists from the PCC, reliefF, and GR methods and
f1, f 2, . . . , fn are the features in a dataset. In the first step, the average of the weight of
each feature in three lists is determined. If WL1

f1
, WL2

f1
, WL3

f1
are the weights of the feature

f1 and RL1
1 , RL2

1 , RL3
1 are the ranks of feature f1 in L1, L2 and L3 lists, then mean of weight,

MW f1 of feature f1 is determined by

MW f1= (WL1
f1

+ WL2
f1

+ WL3
f1
)/3 (1)

Using this formula, the mean weight of each feature is obtained and then the features
are sorted according to their mean weight. This will produce a new list of n features each
having a mean weight. The second step is to calculate the absolute rank difference of each
feature among the three lists. The absolute rank difference, Rrd1 of f1 is determined by

Rd f1 = |RL1
f1
− RL2

f1
|+ |RL2

f1
− RL3

f1
|+ |RL3

f1
− RL1

f1
| (2)

This will create a list of rank differences of n features. To normalize the value of the
rank difference of each feature, the following formula is used

Rd fi
=

Rd fi
− Rmin

Rmax − Rmin
(3)

where fi is the i-th feature, Rmax is the maximum rank, and Rmin is the minimum rank in the
list of rank differences. The rank difference is used to determine the stability of a feature
among three rank lists. A value of zero in the rank difference of a feature means it has the
same rank in all three rank lists and it is most consistent in its position in all three rank
lists. A threshold [11] Wτ is used to remove those features that have a weight less than or
equal to Wτ . Another threshold Rτ is used to remove unstable features from the subset of
features and the importance of a feature in any of the three lists is used to select the final list
of features. Features which have rank difference greater than or equal to Rτ are considered
as unstable features. Before removing these features, the rank of each feature in three rank
lists is checked, and if a feature has a rank greater or equal to the last one-fourth of rank
in any rank list, it is finally removed from the final subset of features. For example, the
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CKD dataset has 24 predictive features, and according to the proposed method, the last
6 features of any of the three lists are considered the least important features. The ceiling
value of one-fourth of the total number of features is considered. For CKD, if a feature is
unstable and has a rank between 19 and 24 in any of the three rank lists, then it will be
removed. Algorithm 1 describes the WRD-Ensemble method.

Algorithm 1 WRD-Ensemble method

Input: Dataset D with n features.
Output: An array, E, with selected features.
1. Feature Ranking using PCC FS Method
Generate L1 using the Pearson Correlation Coefficient Feature Selection (PCC FS) method, and
assign ranks and weights to two arrays: Rank and W.
for j = 0 to n − 1 do
row = L1[j][0]
Rank[row][1] = j + 1
W[row][1] = L1[j][1]
end for
2. Feature Ranking using ReliefF FS Method
Generate L2 using ReliefF Feature Selection (ReliefF FS) method, and assign ranks and weights to
two arrays: Rank and W.
for j = 0 to n − 1 do
row = L2[j][0]
Rank[row][2] = j + 1
W[row][2] = L2[j][1]
end for
3. Feature Ranking using GR FS Method
Generate L3 using Gini Ratio Feature Selection (GR FS) method, and assign ranks and weights to
two arrays: Rank and W.
for j = 0 to n − 1 do
row = L3[j][0]
Rank[row][3] = j + 1
W[row][3] = L3[j][1]
end for
4. Calculate Mean Weight and Absolute Rank Difference
Calculate and assign the mean weight and absolute rank difference of each feature to arrays F and
Rank.
for j = 0 to n − 1 do
F[j][0] = j + 1
F[j][1] = (W[j][1] + W[j][2] + W[j][3])/3
F[j][2] = abs(Rank[j][1] − Rank[j][2]) + abs(Rank[j][2] − Rank[j][3]) + abs(Rank[j][3] − Rank[j][1])
end for
5. Normalize Rank Differences
Normalize the rank difference of each feature.
for j = 0 to n − 1 do
F[j][2] = (F[j][2] − R_min)/(R_max − R_min) // Normalization of rank difference
end for
6. Sort the features in F based on their mean weight.
7. Remove features from F with mean weight <= Wτ.
8. Remove features from F with rank difference >= Rτ and do not have a rank equal to the last
one-fourth of the rank in any three rank lists.
9. Selected Features_Array, E← F to E.
10. Return Features_Array, E
11. End

4. Results and Discussion

The experiments are performed to evaluate the performance of FS approaches. For
this, classification models using LR have been built on the three datasets. The 10-fold cross-
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validation method is utilized to assess the accuracy of the classification models employed.
The model has been implemented in Java language. All the FS methods and classification
methods are used from WEKA, which is imported to Java as a package. The results reported
here are for the cases where the methods are computed on a personal computer having
specifications such as, processor: Intel (R) Core (TM) i3-6100 CPU @ 3.70 GHz 3.70 GHz,
installed memory (RAM): 4.0 GB (3.88 GB usable), and system type: 64-bit operating system,
x64-based processor.

4.1. Results for CKD Dataset

The CKD dataset contains 400 instances and 25 features; among those, 1 feature
indicates the decision class. Among the 24 input features, 14 are numerical and 10 are
categorical features. The class attribute of CKD is categorical and has two distinct values:
ckd, notckd. The dataset is imbalanced because it contains 250 cases of “ckd” class and
150 cases of “notckd”. The CKD dataset contains missing values, and missing values are
handled by applying mean for numerical data and mod for nominal data. After applying
PCC, reliefF, GR, and WRD-Ensemble on the CKD dataset each method generates a ranked
list of features. Table 1 shows the ranked list of features for each method.

Table 1. Ranked list of features generated by the existing and the proposed FS methods for the CKD
dataset.

FS Methods Ranked List

PCC 15, 3, 16, 4, 18, 19, 20, 10, 22, 23, 7, 11, 13, 5, 24, 12, 2, 6, 8, 21, 1, 17, 9, 14

reliefF 19, 20, 3, 22, 7, 23, 15, 16, 24, 4, 8, 6, 18, 21, 2, 10, 1, 12, 5, 11, 13, 9, 14, 17

GR 12, 16, 15, 19, 20, 18, 3, 4, 2, 22, 10, 11, 7, 23, 24, 6, 8, 13, 5, 21, 14, 9, 17, 1

Proposed method 19, 16, 15, 3, 20, 4, 18, 12, 22, 7, 23, 10, 24, 11, 2, 13, 6, 5, 8, 21, 1, 17, 9, 14

Table 1 indicates that for PCC, feature 15 is the most important, while feature 14 is the
least important feature; for reliefF, feature 19 is the most important, while feature 17 is the
least important feature; for GR, feature 12 is the most important, and feature 1 is the least
important feature. It is also shown that for WRD-Ensemble, features 19 and 14 are the most
important and least important features, respectively. The proposed method’s first phase
combines the weights of three base FS approaches to produce a ranked list of features,
together with a ranked difference and mean weight for each feature. The following phase
of the proposed method involves choosing various Wτ and Rτ values to select multiple
feature subsets. Table 2 shows different values of threshold for different numbers of FS.

Table 2. Different values of thresholds for subsets of features of CKD dataset.

Threshold Values 22 Features 20 Features 18 Features 16 Features 14 Features 12 Features 10 Features

Wτ 0.1062 0.117 0.158 0.158 0.168 0.2004 0.234

Rτ 1.0 1.0 1.0 0.4375 0.4375 0.4375 0.4375

At first, when we choose 0.1062 as the value of Wτ, the WRD-Ensemble algorithm
eliminates the lowest-ranked features 9 and 14. Then, when we choose Rτ value 1.0, WRD-
Ensemble finds feature 12 as an inconsistent feature. However, feature 12 is still included
in the 22 subsets of features because it does not have a rank between 19 and 24 for the
total 24 features (i.e., does not have a rank equal to the last one-fourth of the rank) in
any of the three methods, namely, PCC, reliefF, and GR methods. The same approach
has chosen the top 20, 18, 16, 14, 12, and 10 subsets of features by considering the top
ranked features and removing inconsistent features. Lists of features with WRD-Ensemble
considering thresholds Wτ and Rτ have been mentioned in Table 3. Note that the list of all
the 24 features ranked using WRD-Ensemble is listed in Table 1, while the top 22 features
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are listed in Table 3. The last 2 features (#9 and #14) of the 24 features in Table 1 are omitted
from the 22 features in Table 3.

Table 3. Lists of features for different subsets of features of the CKD dataset.

No. of Features List of Features

22 subset of features 19, 16, 15, 3, 20, 4, 18, 12, 22, 7, 23, 10, 24, 11, 2, 13, 6, 5, 8, 21, 1, 17

20 subset of features 19, 16, 15, 3, 20, 4, 18, 12, 22, 7, 23, 10, 24, 11, 2, 13, 6, 5, 8, 21

18 subset of features 19, 16, 15, 3, 20, 4, 18, 12, 22, 7, 23, 10, 24, 11, 2, 13, 6, 5

16 subset of features 19, 16, 15, 3, 20, 4, 18, 12, 22, 7, 23, 10, 24, 2, 6, 5

14 subset of features 19, 16, 15, 3, 20, 4, 18, 12, 22, 7, 23, 10, 24, 2

12 subset of features 19, 16, 15, 3, 20, 4, 18, 12, 22, 7, 23, 10

10 subset of features 19, 16, 15, 3, 20, 4, 18, 12, 22, 7

On the other hand, the top 22, 20, 18, 16, 14, 12, and 10 features have been selected
from each list of features obtained after applying PCC, reliefF, and GR FS methods. Then,
LR classifier is applied to build classification models on the dataset with various selected
subsets of features. The classification models have been evaluated in terms of accuracy of
models. Table 4 shows the experiment results with 22, 20, 18, 16, 14, 12, and 10 features
for PCC, reliefF, GR, and WRD-Ensemble, respectively. The best classification accuracy
is obtained for the case of WRD-Ensemble when 10 features are used. Table 5 shows the
performance comparison of WRD-Ensemble with the stand-alone methods for the case of
10 features. It can be seen that WRD-Ensemble outperforms others in terms of accuracy,
recall, and F1-score, while it has comparable performance with others when precision
is taken into consideration. The high accuracy value of 98.97% for WRD-Ensemble for
10 features means that the proposed method is suitable for retaining the most relevant
features for CKD diseases, leading to high accuracy in disease classification. The high
recall values of 98.90% in WRD-Ensemble mean that this method identifies the key factors
enabling reliable disease diagnosis in patients, with the possibility that only 1.10% of cases
of CKD patients may remain undetected.

Table 4. Accuracy of models for the CKD dataset for different numbers of features.

FS
Methods

All
Features

22
Features

20
Features

18
Features

16
Features

14
Features

12
Features

10
Features

PCC 96.375% 96.55% 97.25% 97.47% 98.17% 97.62% 98.27% 98.47%

ReliefF 96.375% 96.5% 96.75% 97.67% 97.5% 98.02% 98.57% 98.2%

GR 96.375% 96.75% 96.75% 97.52% 97.77% 98.37% 98.42% 98.7%

Proposedmethod 96.375% 96.55% 97.25% 97.47% 97.92% 98.52% 98.7% 98.97%

Table 5. Performance comparison of WRD-Ensemble with stand-alone methods for 10 features.

FS Methods Accuracy Precision Recall F Measure

PCC 98.47% 99.60% 97.90% 98.70%

ReliefF 98.2% 99.80% 97.30% 98.50%

GR 98.7% 99.30% 98.60% 98.90%

Proposed method 98.97% 99.40% 98.90% 99.10%

Figure 1 shows that WRD-Ensemble method obtained the highest accuracy value of
98.97% when 10 features were selected; the proposed method WRD-Ensemble has the
highest accuracy value compared to PCC, reliefF, and GR. It can be seen that the best
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accuracy for PCC, reliefF, and GR obtained are 98.47% (10 features), 98.57% (12 features),
and 98.7% (10 features), respectively. Table 6 shows a comparative result between WRD-
Ensemble and some existing works on the CKD dataset. It can be seen that WRD-Ensemble
results in the best accuracy compared to other single and ensemble FS methods reported in
the literature.
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Table 6. Comparative results between the WRD-Ensemble method and existing works for the
CKD dataset.

Methods Preprocessing FS Method Type of FS
Method Classifier Accuracy

Polate et al. [14] - Best first search based
filter method Single SVM 98.5%

Sharma et al. [15] Missing values filling,
rescaling Not reported Single DT 98.6%

Chittora et al. [16] Rescaling and SMOTE Not reported Single SVM 98.86%

Abdullah et al. [17] Missing values filling RF FS Single RF 98.8%

Manonmani et al. [9] Missing values filling DFS, ITLBO Ensemble ANN 97.7%

Sara et al. [18] - Filter, Wrapper Hybrid SVM 90.00%

Proposed
method Missing values filling PCC, reliefF, GR Ensemble LR 98.97%

4.2. Results for Lung Cancer Dataset

The lung cancer dataset of Kaggle contains 309 instances and 16 features; among them
one is decision class. Among 15 predictive features, 14 are numerical and 1 is a categorical
feature. The class attribute of lung cancer is categorical and has two distinct values: YES
and NO. This dataset does not contain any missing values.

After applying PCC, reliefF, GR, and WRD-Ensemble on the lung cancer dataset, each
method generates a ranked list of features. Table 7 shows the ranked list of features for each
method. Table 8 shows different values of the threshold for different numbers of FS for the
lung cancer dataset. Lists of features for various values of Wτ and Rτ have been mentioned
in Table 9. Next, Table 10 shows the results of the experiment for the LR classifier with all,
13, 11, 9, and 7 features for PCC, reliefF, GR, and WRD-Ensemble, respectively. The best
performance is obtained for WRD-Ensemble when 13 features of the lung cancer dataset
are taken into consideration. Table 11 presents the comparative results of these methods
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for 13 features. Table 11 shows that, in terms of accuracy, precision, recall, and F1-score,
WRD-Ensemble surpasses PCC, reliefF, and GR in identifying the key features of the lung
cancer dataset.

Table 7. Ranked list of features generated by three FS methods for lung cancer.

FS Methods Ranked List

PCC 9, 11, 14, 10, 12, 15, 6, 4, 8, 5, 7, 2, 1, 13, 3

ReliefF 9, 11, 6, 14, 5, 4, 12, 10, 15, 8, 3, 1, 7, 13, 2

GR 9, 11, 14, 10, 12, 15, 6, 4, 8, 5, 1, 2, 7, 13, 3

Proposed method 9, 11, 14, 12, 6, 10, 4, 15, 5, 8, 7, 1, 3, 13, 2

Table 8. Different values of thresholds for different numbers of subsets of features.

Threshold Values 13 Features 11 Features 9 Features 7 Features

Wτ 0.03076 0.0587 0.0817 0.1313

Rτ 1.0 0.8 0.6 0.4

Table 9. Lists of features for different subsets of features of lung cancer dataset.

No of Features List of Features

13 subset of features 9, 11, 14, 12, 6, 10, 4, 15, 8, 7, 1, 3, 13

11 subset of features 9, 11, 14, 12, 6, 10, 4, 15, 8, 7, 1

9 subset of features 9, 11, 14, 12, 6, 10, 4, 15, 8

7 subset of features 9, 11, 14, 12, 6, 10, 4

Table 10. Accuracy of models for lung cancer for different numbers of features.

FS Methods All Features 13 Features 11 Features 9 Features 7 Features

PCC 92.88% 92.20% 92.62% 90.10% 89.39%

ReliefF 92.88% 93.10% 91.74% 89.90% 90.23%

GR 92.88% 92.20% 90.16% 90.10% 89.39%

Proposed method 92.88% 93.24% 92.39% 90.10% 89.74%

Table 11. Comparison of WRD-Ensemble with stand-alone methods for lung cancer for 13 features.

FS Methods Accuracy Precision Recall F Measure

PCC 92.20% 94.80% 96.40% 95.60%

reliefF 93.10% 95.10% 97.10% 96.09%

GR 92.20% 94.80% 96.40% 95.60%

Proposed method 93.24% 95.50% 96.80% 96.15%

Figure 2 also indicates that the WRD-Ensemble method obtained the highest accuracy
value of 93.24% when 13 features are used, where the accuracy value is better than PCC, re-
liefF, and GR. The highest accuracy values for PCC, reliefF, and GR are 92.88% (15 features),
93.10% (13 features), and 92.88% (15 features). The proposed WRD-Ensemble for lung
cancer results is not compared to other existing studies because no published papers have
been found to date that employ ensemble FS approaches for lung cancer classification [13].
However, the classification accuracy value of 93.24% and recall value of 96.80% indicate
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that WRD-Ensemble can be suitable for retaining the critical features of lung cancer which
leads to reliable disease detection.
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4.3. Results for Heart Disease Dataset

The heart disease dataset of UCI [33] contains 303 instances and lists 13 features
and one target or decision class. The feature selection methods are applied to the heart
disease dataset similar to the approaches described in Sections 4.1 and 4.2. Experimental
results show the best performance for the case of the top 7 features with Wτ = 0.0915 and
Rτ = 0.4444. When LR is considered as a classification method, the values for the case
of WRD-Ensemble, PCC, reliefF, and GR are found to be 83.84%, 82.49%, 82.83%,. and
82.49%, respectively. Hence, the WRD-Ensemble method is also suitable for the heart
disease dataset.

5. Conclusions and Future Work

A new form of ensemble FS method termed WRD-Ensemble has been proposed in
this paper for the CKD, lung cancer, and heart disease datasets. The proposed ensemble
technique integrates PCC, reliefF, and GR schemes by calculating each feature’s mean
weight and absolute rank difference. Results from the experiment on the CKD dataset
using the LR classifier show the WRD-Ensemble outperforms the other three FS methods,
obtaining an accuracy value of 98.97% when 10 features are selected. Similarly, results
from the experiment on the lung cancer dataset using the LR classifier show that WRD-
Ensemble outperforms the other three FS methods, obtaining the highest accuracy value
of 93.24% when 13 features are selected. Finally, WRD-Ensemble is also shown to be
effective for the case of heart disease. It should be noted that the results provided in
this paper may vary with the variation of the datasets taken into consideration. This
is because the effectiveness of FS and machine learning algorithms depend on the data
samples considered. Nevertheless, the findings of this paper will contribute to the ongoing
data-driven diagnosis of diseases.

The computation time of WRD-Ensemble is longer than that of the three separate
FS methods since it integrates them; nevertheless, a thorough analysis of memory usage
and computation time is left for further study. In the future, the effectiveness of WRE-
Ensemble FS should be compared with other stand-alone and ensemble FS approaches
in terms of accuracy and computation time. As additional future work, the concept of
WRD-Ensemble can be extended to add more than three univariate methods to increase the
diversity. Moreover, other categories of FS methods, such as embedded methods, can also
be considered. It is also necessary to assess the proposed WRD-Ensemble method using
larger datasets with more features and instances. In the future, the effectiveness of the
proposed FS method may be tested for the datasets of other application scenarios as well.
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Abbreviations

Abbreviations Elaboration
FS Feature selection
WRD-Ensemble weighted rank difference ensemble
GR Gain Ratio
PCC Pearson’s correlation coefficient
CKD chronic kidney disease
LR logistic regression
DFS Density-based FS
uEFS univariate ensemble-based feature selection
FES forward exhaustive selection
HWFFS hybrid wrapper and filter-based FS
IG Information Gain
CFS Correlation Based FS
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