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Abstract: Applying a theorem according to Rhemtulla and Formanek, we partially solve an
open problem raised by Hochman with an affirmative answer. Namely, we show that if G is a
countable torsion-free locally nilpotent group that acts by homeomorphisms on X, and S C Gis a
subsemigroup not containing the unit of G such that f € (1,sf : s € S) for every f € C(X), then
(X, G) has zero topological entropy.
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1. Introduction

By a topological dynamical system (X, G) we mean a topological group G acts by homeomorphisms
on a compact metric space X. When G = Z, a system (X, T) is said to be topologically predictable or
TP, if for every continuous function f € C(X) we have f € (1,Tf,T?f,...), where (F) C C(X)
denotes the closed algebra generated by a family F C C(X). This notion was introduced by
Kaminski, Siemaszko and Szymariski in [1]. Moreover, Kaminski et al. showed that a system (X, T) is
topologically predictable if and only if every factor of (X, T) is invertible, where a factor is a system
(Y,S) and a continuous onto map 77 : X — Y such that toT = Som. For Z-actions, it was
shown in [2] that TP systems have zero topological entropy. Then, a natural question is whether
this result also holds for general group actions with some natural modification of the definition of
TP. In addition, one would like to understand what other dynamical implications TP has (for related
results see [3]).

Hochman [4] examined the relation among topological entropy, invertability, and prediction
in the category of topological dynamics. In particular, he studied the notion of TP for Z-actions.
Such an action {T"}, za of 7% by homeomorphisms on X is topologically predictable (TP) if
f € (1, T“f : u<0) for every f € C(X); here < is the lexicographical ordering on Z¢. One can
also work with other orderings. In [4], the author also discussed whether this notion is independent
of the generators (the lexicographic ordering certainly is not). It is not independent, because, even in
dimension 1, the property TP depends on the generator, i.e., TP for T does not imply it for T~!. Thus,
TP is a property of a group action and a given set of generators (see [3]). Moreover, Hochman ([4]
Theorem 1.3) proved (in a different way) that for Z¢-actions, TP implies zero topological entropy.

Since there is a rather complete theory of entropy, developed by Ornstein and Weiss, for actions
of amenable groups on probability spaces, Hochman ([4] Problem 1.4) then asked a natural question
as follows.

Problem 1. Suppose that an infinite discrete amenable group G acts by homeomorphisms on X.
Let S C G be a subsemigroup not containing the unit of G, and such that S U S~! generates G.
Suppose that for every f € C(X) we have f € (1,sf : s € S). Does this imply that the topological
entropy hyop(X, G) = 0?
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In this paper, we focus on the class of countable torsion-free locally nilpotent groups. Recall that
a group is said to be locally nilpotent if every finitely generated subgroup of the group is nilpotent. It is
clear that nilpotent groups must be locally nilpotent. Also, it is known that all nilpotent groups are
amenable, and then, countable torsion-free locally nilpotent groups are all infinite discrete amenable.
We will give an affirmative answer to Problem 1 for the class of countable torsion-free locally nilpotent
groups. Namely, we have the following result which will be proved in Section 3.

Theorem 2. Let G be a countable torsion-free locally nilpotent group that acts by homeomorphisms on X, and
S C G be a subsemigroup not containing the unit of G. If for every f € C(X) we have f € (1,sf : s € S),
then the system (X, G) has zero topological entropy.

This paper is organized as follows. In Section 2, we introduce our main tool, the
Rhemtulla-Formanek theorem and give a direct proof when G is a countable torsion-free abelian
group. Finally, we prove Theorem 2 in Section 3. In addition, we give two examples in Section 4 to
show the limitation of the Rhemtulla-Formanek theorem.

2. A Theorem due to Rhemtulla and Formanek

In this section, we introduce a theorem due to Rhemtulla and Formanek, which is the main tool
in our paper. Let G be a group with the unit 1 satisfying G \ {15} # @. Recall that G is said to be
torsion-free if it satisfies that g" = 15 implies ¢ = 1 for every g € Gand n > 1. A subset ® of G is
called an algebraic past of G if ® is such that

O PCPD PN =0 and®UDP 1 U{Ig} =G.

Equivalently, an algebraic past of G is a subsemigroup ® not containing the unit of G with
dudu{lg} =G.

Ault [5] investigated a particular extension over a semigroup, and showed that any
subsemigroup not containing the unit is contained in some algebraic past of the group, where the
group is torsion-free and nilpotent of class two. Then Rhemtulla ([6] Theorem 4) extended it to
the class of all torsion-free nilpotent groups. Later, this result was also obtained independently
by Formanek [7]. Moreover, Formanek ([7] Theorem 1) proved that this result also holds when
the group is torsion-free and locally nilpotent. We precisely state these results together in the
following explanation.

Theorem 3 (Rhemtulla-Formanek Theorem). Let G be a torsion-free locally nilpotent group, and S be a
subsemigroup of G not containing the unit. Then there exists an algebraic past ® of G that contains S.

The proof of Theorem 3 (see [6,7]) is not easy. We also mention that it depends on Zorn’s lemma.
To get a clearer idea we present a proof in the case that G is a countable torsion-free abelian group.

Proof of Theorem 3 assuming that G is a countable torsion-free abelian group. If G = SU S~ U
{1g}, then by noting the fact that S is a subsemigroup of G not containing the unit 15, we know
that S has been an algebraic past of G and thus we take ® = S to end the proof.

Now we suppose that G \ (SUS™! U {1g}) # @. Since G is countable, we write

G\ (SUST U{16}) = {@u}nzo,

and set Sp = S.
If (¢o Lym ¢ S for any m > 1, then let S; be the subsemigroup generated by Sy and {¢p}, denote
this by S1 = (So, ¢0)semi; Otherwise, let S = Sp.
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If (p;1)™ ¢ Sy for any m > 1, then let S, be the subsemigroup generated by Sy and {¢; }, denote
this by Sy = (51, ¢1)semi; Otherwise, let Sy = S;.

Inductively, for n > 0, we obtain S, ;1 as follows. If (¢, 1)™ ¢ S,, for any m > 1, then let S, 1 be
the subsemigroup generated by S, and { ¢, }, which is denoted by S, .1 = (Su, @n)semi; Otherwise, let
Sui1 = Sn.

Finally, take @ = UO Sy. Clearly, we have

n>
§=5CS CSC---CS5 C---CP.

It suffices to show that ® is an algebraic past of G.

In fact, @ is a subsemigroup of G. This is because, if g1, 2> € ®, then g1 € S;, for some iy > 0 and
g2 € S;, for some i > 0, and thus g1,¢> C S; by putting i = i1 +1i > 0, it follows that g1g» € S; C ®
since §; is a semigroup.

Next, we show that ® does not contain the unit 1. To see this, suppose that 15 € ®. Then
1c € §; for some j > 1 with the smallest cardinality; thatis, 1 € S; and 1 ¢ Sj-1. Suchj > 1 exists
because So = S does not contain 1. Since 1g € Sjand 1g ¢ S;_1, we have S; # S; 1, which implies
that S; must be equal to (S;_1, @j_1)semi according to the previous construction. Again by noting that
1c € S;,16 ¢ Sj—1,and S; = (S;_1, Pj_1)semi, We have either qo]t;l =1g forsomet > 1or go]'.’ils =1¢
forsomem > lands € S -1 since G is abelian and Sj,l is a semigroup. Combining this with the
fact that G is torsion-free, we have that (p}"_ls =1g forsomem > 1lands € S i-1- It then follows that

(goj__ll)m = s € §j_1 for some m > 1, which implies that S; = S;_1, a contradiction. This shows that
1c ¢ ®.
It remains to check that

QU tU{lg} =G.

To see this, let h € G withh # 1g. If h € SUS™!, thenh € ®UP ! since S C .
Ifh ¢ SUS™L, then

heG\(SUSU{lc}) = {@n}nz0,
and thus h = ¢, for some n > 0. If (q),jl)’" ¢ Sy for any m > 1, then it holds that

h = Pn € <Sn/ q7n>semi = Sn+1 C D.

Otherwise, there exists some m > 1 such that (h=1)" = (¢, 1)" € S, C ®. Since it is clear that

e G\ (SUST U{1c}) = {@n}nz0,
we have that h =1 = @y for some k > 0. If (4)1:1)1 ¢ Sy for any | > 1, then it holds that

ht= Px € <Sk1 (Pk>semi = Sk-i—l Cc P,
which implies that 1 € ®~1. Otherwise, there exists some I > 1 such that i/ = (q)l:l)l €S, C .
Combining this with the fact that (h=!)" € ®, we have 15 = ((h’l)’")l(hl)’” € ® since  is a
semigroup. This is a contradiction with the fact that ® does not contain 1. Thus,
G=oud tu{igh

Hence, we have checked that & is an algebraic past of G satisfying that ® contains S.
This completes the proof. [
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3. Proof of Theorem 2

Applying Theorem 3 we are going to prove Theorem 2. For this purpose, we recall several
necessary notions and results in the following which are introduced in [4]. Let X be a compact metric
space and u be a regular probability measure on the Borel o-algebra of X. The entropy and the
conditional entropy of finite and countable partitions are defined as usual [8-10]. For two finite or
countable measurable partitions « = (Ay, Ay,...) and B = (By, By, ...) of X with finite entropy, the
Rohlin metric is defined by

dy(a, B) = Hu(a|B) + Hy(Bla).

We say that a finite or countable partition « = (A1, Ay, ...) is p-continuous if there is a continuous
function f € C(X) which is a constant p-almost surely on each atom of A;. Equivalently, « agrees with
the partition of X into level sets of some f € C(X), up to y-measure zero. In ([4] Proposition 3.4.) the
author proved that the p-continuous partitions are dense with respect to the Rohlin metric d;, in the
space of finite-entropy countable partitions. Now, we follow the idea in [4] and prove Theorem 2 in
the following.

Proof of Theorem 2. Let G be a countable torsion-free locally nilpotent group that acts by
homeomorphisms on X, and S C G be a subsemigroup not containing the unit of G. Suppose that for
every f € C(X) wehave f € (1,sf :s € S).

Let 4 be a G-invariant Borel probability measure on X. Suppose that « is a y-continuous partition
with Hy, («) < oo, then by noting that for every f € C(X), f is measurable with respect to the o-algebra
generated by {sf : s € S}, one shows that H,(a|as) = 0, where ag = \/;cgsx. By Theorem 3,
we can find an algebraic past ® of G such that S C ®. By the Pinsker formula (see e.g., ([11]
Theorem 3.1) and [12,13]), we have h,(G,a) = Hy(a|ap), where ap = Veepga. Since S C @,
we have Hy (¢|agp) < Hy(a|as). Thus,

hu(G,a) = Hy(alagp) < Hy(alag) = 0.

This implies that, for any p-continuous partition « with Hy, («) < co we have (G, a) = 0. Since
the p-continuous partitions are dense with respect to the Rohlin metric d;, in the space of all countable
partitions with finite entropy, and h, (G, B) is continuous with respect to 8 under the Rohlin metric
dy, we conclude that /1, (G, B) = 0 for every two-set measurable partition 8, and hence the measure
entropy h,(G) = 0. Thus, by the variational principle [8,14,15], we get that the topological entropy
htop(X, G) = 0. This completes the proof. []

4. Examples

To demonstrate the limitation of Theorem 3, we will give two examples. Before this, we introduce
a little bit notions on the theory of orderable groups.

A group G is said to be left-orderable if there exists a strict total ordering < on its elements which
is left-invariant; that is, ¢ < h implies that kg < kh for all g,h,k € G. If < is also invariant under
the right-multiplication, then we say that G is bi-orderable. It is not hard to see that a group G is
left-orderable if and only if it contains an algebraic past. Indeed, on the one hand, for a given < on G,
we can take ® = {g € G : ¢ < 15} as an algebraic past; on the other hand, with respect to a
given algebraic past ®, we obtain the desired linear ordering on G as follows: gj is less than g»
(write g1 <o &2) if g;lgl c o.

Clearly, a nontrivial left-orderable group must be torsion-free. In fact, if G is a left-orderable
group with the unit 1 such that G\ {1g} # @, and @ is an algebraic past of G, then for any
¢ € G\ {l1g}, we have either ¢ € ® or g € & ! since G = ®U D U {15}, and hence for any
n € Z with n > 1, we have either g" € ® or ¢" € ®~! since ® is a semigroup, therefore g" # 1g
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since 1g ¢ ®. It is well known that an Abelian group is bi-orderable if and only if it is torsion free,
non-Abelian free groups and torsion-free nilpotent groups are bi-orderable (see e.g., [16-18]).

One may ask a natural question: whether Theorem 3 holds for all those groups which are
bi-orderable or left-orderable. It does not. Precisely, we give an example below, which indicates
that even for a bi-orderable group G and a subsemigroup S C G not containing the unit of G, there
does not always exist an algebraic past of G that contains S.

Example 1. Let G = (a,b) be the non-Abelian free group generated by {a,b}, and S be the
subsemigroup of G generated by {b=2a~!,a~1, abab, ababab}, denote this by

S=(b"2a"',a"1, abab, ababab) gep;.

Then G is bi-orderable since G is a non-Abelian free group. Thus, G contains algebraic pasts.
Clearly, G is countable. It is easy to verify that the subsemigroup S does not contain the unit 1.
Moreover, S generates G since b = (a~1)(ab) = (a~!)(ababab)(abab)~!. But none of those algebraic
pasts of G contains S. This is because, if there exists an algebraic past ® of G satisfying S C &, then
we consider

p=abecG=dUd U{1s}.

Clearly, ¢ # 1. If ¢ € ®, then by noting that S C ® and the fact that @ is an algebraic past of G,
we have

1 = (ab)(b2a" ") (ab)(a™") = @(b2a Ng(a™") € @,
a contradiction. If ¢ € &1 then go‘l € @, it also follows that @ contains 1 since
1¢ = (ab)~2(abab) = (¢~ 1)?(abab),

which is also a contradiction. Thus, we have checked that ¢ can not sit in G, this is a contradiction.
So there does not exist an algebraic past of the group G that contains S. In other words, this ¢ above
is such that ¢ # 1g and 1g € (S, @)semi N (S, ®™ V) semi-

Here, we also mention another example which is given at the end of [6]. We remark that in this
example, the group is amenable.

Example 2. Let the group
G={(ab;a ba=0b"1).

Since it is metacyclic which implies metabelian, it is amenable. Thus, G is a left-orderable
amenable group (see [6]). Let

P = <a2/ ba72>semi/

be the semigroup generated by {a?, ba=2}. Then P is a subsemigroup of G not containing the unit 1¢.
We can verify in the following that any algebraic past of G does not contain P. Suppose ® is an
algebraic past of G with P C ®. It is clear that a # 1g. If a € &1, then a?> € ®~! which is a
contradiction with a?> € P C ®. So we have a € ®. This, together with ba=2 € P C ®, implies that
ba~! = (ba=2)a € ® and ba = (ba~?)a® € . Thus, we have

1c =bb~ ! = b(a ba) = (ba ') (ba) € @,

a contradiction. Hence there does not exist an algebraic past ® of G such that ® contains P.
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