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Abstract: The analysis of loss data is of utmost interest in many branches of the financial and insurance
industries, in structural engineering and in operation research, among others. In the financial industry,
the determination of the distribution of losses is the first step to take to compute regulatory risk
capitals; in insurance we need the distribution of losses to determine the risk premia. In reliability
analysis one needs to determine the distribution of accumulated damage or the first time of occurrence
of a composite event, and so on. Not only that, but in some cases we have data on the aggregate risk,
but we happen to be interested in determining the statistical nature of the different types of events
that contribute to the aggregate loss. Even though in many of these branches of activity one may
have good theoretical descriptions of the underlying processes, the nature of the problems is such
that we must resort to numerical methods to actually compute the loss distributions. Besides being
able to determine numerically the distribution of losses, we also need to assess the dependence of
the distribution of losses and that of the quantities computed with it, on the empirical data. It is
the purpose of this note to illustrate the how the maximum entropy method and its extensions
can be used to deal with the various issues that come up in the computation of the distribution of
losses. These methods prove to be robust and allow for extensions to the case when the data has
measurement errors and/or is given up to an interval.

Keywords: loss data analysis; loss data aggregation; loss data disaggregation; operational risk;
credit risk; sample dependence of loss distributions; sample dependence of risk premia; maximum
entropy methods

1. Introduction and Preliminaries

The problem of determining the distribution of aggregate losses begins by developing a model for
the random variable in whose distribution we are interested. To state the basic problem, we suppose
that all random variables involved are defined on a common probability space (), F, P). A typical
aggregate loss is modeled by a random variable like

H Nh
S=) S, where S, =) Xj,. 1)
h=1 n=1

where H > 11is some positive integer describing the total number of compound losses to be aggregated.
For each loss type h, we shall suppose that Nj, is an integer-valued random variable modeling the
frequency of losses in a given (and fixed) time lapse, and that for each , the random variable X}, j is
a positive, continuous random variable, modeling the occurrence of the individual n-th loss of that
type. We shall follow the standard modeling assumption, and suppose that the individual losses are
independent among themselves and independent of the corresponding Nj,.
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The standard “constructive direct” problem can be stated to consist of determining the probability
density fs of the total loss S when we know the statistical nature of the {N;; H = 1,..., H}, and that
of the densities fy, —of the {Xpn:h=1,..,H,;n > 1} This is a “classical” problem that has been
studied from many ,angles already reported in many treatises. When all that we have is empirical data
about aggregate losses, and no models at hand, the direct approach may not be applied. In this case,
we must recur to numerical procedures to determine the density of a continuous random variable S
from an empirical sample {s, ..., sp1}. The sample could be thought have been obtained by collecting
data over a very large number of time lapses or to have been generated by simulating samples from
the distributions that make up the building blocks of the model.

And this point of view connects us to a reciprocal related “inverse” problem. Suppose that
we have a sample {sy, ...,sp}. Besides recovering the density fs, we want to recover the statistical
information about the building blocks entering (1). That is, we want to know the statistical nature of
the Ny, and as much as possible about the statistical nature of the X, ,,.

Since the probability density of a positive random variable can be recovered from its Laplace
transform, here we examine how maximum entropy methods invert numerically the Laplace transform.
What makes the use of the maximum entropy-based method important is that in most cases of practical
interest, the Laplace transform must be estimated numerically. it is important that the inversion
method is stable with respect to changes in the available data set and in the presence of errors in the
data. This makes the maximum entropy methodology doubly interesting: it is robust and allows for
extensions to incorporate errors in the data. We shall examine all these issues below.

Recall that the Laplace transform of (the density of) a continuous random variable S is defined by

p(a) = /Ooo e “fs(s)ds for a>0. (2)

As mentioned above, when this quantity can be obtained from a model of S, and when it can be
inverted, analytically or numerically, we are done. However, not only is it not always possible as in our
examples, but in actual practice, what we may have is just empirical data. Thus, we must determine
the Laplace transform from it, and then invert the estimated Laplace transform.

To bring in our proposed maxentropic methodology, it is convenient to perform the change of
variables y = ¢~° and change problem (2) into a problem on [0, 1], consisting of determining a density
g from its fractional moments, i.e., to solve

/01 yig(y)dy = p(a) @)

where fs(s) = e 9g(e~?). It is at this point that the method of maximum entropy comes in.

We have already introduced enough notation to explain what comes next. The first issue to take
care of is how to go from aggregate data such as (1) to estimate the right-hand side of (3). This is done
in Sections 2—4 we shall rapidly review the standard maximum entropy (SME) method. The SME is
the stepping stone for the extension to the case in which there are measurement errors (SMEE) and to
the method of maximum entropy in the mean (MEM). These extensions are briefly described in the
Appendix A.

In Section 5 we shall then examine how to relate the variability of the solution to (2) to the
variability in the data, which comes through in the dependence of the y(«a) on the sample data, and in
Section 6 we shall explain how the sample dependence of the reconstructed densities affects expected
values computed with it. This is a rather important issue, because many quantities of interest depend
heavily of the tail behavior of the density and cannot be estimated with a small amount of data in the
tail of the distribution, if it exists at all. In the last Appendix A we add some further mathematical
details about this issue.

After that, we shall explain why only a few moments are enough to solve (3) for ¢(y). This fact
shows the power of the maxentropic procedure compared to the actual analytical inversion of (2)
which requires the knowledge of the behavior of y(a) in the complex a-plane.
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In Section 8 we present some numerical examples. We begin by finding the density of a Poisson
compound variable in which the individual losses are log-normal. As there is no closed analytical
expression for the Laplace transform of such variables, the example stresses the need for the purely
numerical approach. Then we tackle the problem of decompounding at the first level of aggregation.

After that, to illustrate the problem of disaggregation and decompounding, we consider data
coming from two compound random variables. The same data will be used to illustrate the sample
dependence of the density reconstruction and that of the sample dependence of risk measures (VaR and
TVaR). Then, we shall illustrate the sample variability of some risk premia that depend strongly on the
tail of the distribution.

2. The Aggregation Problem: From Data to Fractional Moments

In the process of data aggregation problems, there are several layers of aggregation, as implied
in (1). In the first one, we have to form the compounded sums. The passage from the first layer
of aggregation to the second involves computing the distribution of a sum of compound random
variables. When there is statistical dependence between the variables, we must devise methods to take
this into account. For details see [1,2]

Let us now explain how to go from the loss data to the fractional moment problem via the Laplace
transform. It is well known—see [3] for examples—that the distribution function of a positive random
variable S can be recovered from its Laplace transform, defined by

() = E[e™*] @

Notice that the full distribution of S includes a point mass at S = 0 which corresponds to the
possibility of with no losses, which occurs when N = 0. Therefore, to relate () to the density of the
continuous part of S, we must condition the mass at {S = 0}. Notice that

Ele™*] = P(S=0)+ (1 —P(5=0)) /Ooo e fs(x)dx

and then

R o
where fs(x) = dP(S < x|S > 0)/dx.

We mentioned in the introduction that if we have a statistical model for the blocks of S, we can
compute §(«) and from it y(a), which is the starting point to compute fs. However, if we cannot
compute () analytically, which happens when, for example, the individual losses are log-normal,
or when we only have observational data, we are forced to estimate () from a sample.

Therefore, if we record the losses for a certain number N of periods, in M of which we have
a sequence like {n; x1, ..., x, }, where n is the number of risk events during the observation period,
and the xj, j = 1,...,,n are the losses occurring at each event, the total loss during the period is 27:1 Xj.
In the remaining N — M we observe no losses. Invoking the law of large numbers, we verify that an
unbiased estimator of ¥(«) is

P = Yo ©

Since the estimator of P(S = 0) is (N — M) /N and it is clear that in this case, after some simple
arithmetic, instead of (5), an estimator of y(«) is given by:

M
o) = 5 Lo )
1
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These estimated moments will become the fractional moments that the SME method needs as
inputs for the determination of the densities of losses. We also emphasize that it is through these
estimated moments that the sample variability of the reconstructed densities comes in.

3. The Decompounding and Disaggregation Problems

We have already mentioned that the problem of decompounding is reciprocal to the problem
of compounding. In the latter, we have to find the distribution function of a compound random
variable. In the former, we are given aggregate data, and we are interested in the distribution of
the individual severities. The reason for that is that the distribution of individual severities might
be related to the cause of the losses, and its knowledge might be useful for control or preventive
management. When the model of individual severities is known beforehand, the determination of
individual severities provides a consistency check.

In the first aggregation level, the total severity is a compound variable, and the Laplace transform
technique yields a direct connection between the Laplace transform of all the blocks of the model.
The relationship is given by

$(a) = E[*] = Gy (Ex[9(a)]) ®)

where Gn(z) = Y, oP(N = n)z" is the generating function of the frequency of losses and
¢(a) = [ exp(—ax)fx(x)dx is the Laplace transform of the density of individual losses. Thus,
once we know the law of N, we can solve ¢(«) from (8) and then apply the SME method to obtain fx.

Nice as this might be, it is only partially useful. The reason is that we might not have statistical
information about the frequency of losses. A similar problem appears when the total loss has several
levels of aggregation. Fortunately, in most cases the model is such that determining the statistical
nature of the underlying frequency of events reduces to a problem of disentangling a collection of
overlapping linear regressions, a problem which can be solved by a variety of methods. It is here that
the material in the next section is essential.

3.1. The Panjer (a,b,0) Class

There is a particular class of frequency models for which determining the distribution of losses
can be carried out systematically. Not only that, but also knowing that the frequencies belong to this
class makes the disentangling of the frequencies a routine matter.

Please note that the probabilities p(n) = P(N = n) of the binomial, geometric, negative binomial,
and Poisson distributions satisfy the recursion relation p(n)/p(n —1) = a + b/n. See [4] for details.

There k,¢,r,n € N,and § € (0, o).

If we set r(k) = pi/pr_1, we can write the recursion in Table 1 as kr(k) = ak + b, which can be
thought of as linear regressions. If we empirically estimate r(k) by #(k) and plot (k, #(k)) we can use
the plot to obtain the coefficients (a,b) and then the parameters of the distributions as specified in
Table 1. Not only that, but also if we have a collection of risks such that their collective frequency can be
considered to be a mixture of the frequencies of the collection, we can use the representation provided
by the Panjer recursions plus a clustering or classification technique to determine the underlying
frequency models. This will be the starting point of the decompounding procedure implemented in
the section of numerical results. This procedure is detailed in [1] and later in [2]; we direct the reader
there for complete details and many references to the subject.
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Table 1. Relationship between the parameters (4, b) and the discrete distributions.

Panjer Recursion p,/p,—1 = a+ bin; n>1

Name Distribution a b Po
Poisson Pn = e;ff" 0 ¢ et
Binomial Pn = ( " )q”(l —qgq)mn —% (m+ 1)% (1—p)"

Neg. Binomial p, = ( nhr=d ) (ﬁ ' (%)n % (r— 1)% 1+p)"
Geometric Pn = (ﬁ %)n % 0 1+p)"

4. The Maxentropic Solution of the Fractional Moment Problem

Above, we explained how to transform the Laplace inversion problem into a fractional moment
problem consisting of finding a probability density g(y) on [0, 1] satisfying the integral constraints:

1
/ yg(y)dy =u(ax)  for  k=0,1,.,K )
0

where the () are estimated as in (7). At this point two questions come up: first, do the fractional
moments determine uniquely the distribution? And then a practical question: how to actually solve (9).

The answer to the first is resolved in the positive in [5]: the fractional moments determine uniquely
a density g. A method to solve the (9) problem seems to have been originally proposed in [6] or [7],
and its mathematical subtleties are addressed in [8]. This method can be extended in several directions.
Here we shall consider two possible extensions. One of them, the standard maximum entropy with
errors in the data (SMEE), is particularly useful when the sample dependence is strong and can be
regarded as additive noise. The other method, that of MEM, is an important alternative maxentropic
method, particularly useful when there are convex constraints imposed on it.

In (9), we set ap = 0 and p(xg) = pp = 1 to take care of the natural normalization requirement on
¢(y). The intuition behind the maxentropic methods is rather simple: The class of probability densities
satisfying (9) is convex. One can pick up a point in that class one by maximizing (or minimizing)
a concave (convex) functional (an “entropy”) that achieves a maximum (minimum) in that class.
That optimal point is the “maxentropic” solution to the problem. It actually takes a standard
computation to see that when the problem has a solution, it is of the type

K
g(y) = exp (— kZ AZV’"‘) (10)
=0

which depends on the as through the As. It is usually customary to write e =% = Z(A*)~!, where
A* = (/\i‘, e, A};) is a K-dimensional vector. Clearly, the generic form of the normalization factor is
given by

l ne
Z(A) = /0 e~ DX A gy (11)
With this notation the generic form of the solution looks like
§'W = Z(lit*)e A (12)

Recall that once g*(y) is at hand, the density on the half line is given by f&(s) = e™°g*(e™).
How to determine A*, and further details about the SME procedure are presented in the Appendix A.

We close this section stating a result that plays a role in the forthcoming sections. It takes a
standard computation to verify that

S(f*) =InZ(A*) + (A%, p). (13)
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5. Variability of the Probability Densities

The results presented next are a variation on the theme of sample dependence in the generalized
moment problem studied in [9] and applied in [10]. The necessary results are stated without proof and
we direct the reader to [9] for details and proofs.

Denote by pps(«) the moments computed as in (7) and . («) the exact moments. Denote as well
Ay and A the corresponding minimizers of (A5) and by fj(x) and f.(x) the maxentropic densities.

Lemma 1. With the notations just introduced, suppose that the risks observed during M consecutive years are
independent of each other.
Then pp(e) — pe(a) and Ay — A;, and therefore far(x) — fe(x) when M — oco.

To relate the sample variability of fj to the sample variability of the p(«), we start with
Ay = ¢~ (), and apply the chain rule, to obtain that up to terms of o(Ju)
dAy = Déu (14)

where D is the inverse matrix of the Jacobian of ¢(A) = —V In Z(A) evaluated at A};. Recall that the
maxentropic solution to the inverse problem is

1 K * o0
= _Z=)‘]/"
fM(y) Z(A}k\/[)e k=1"k

in which reference to the sample size M is made explicit. Consider now:

Lemma 2. With the notations introduced above, up to terms that are o(dpu), using the computation in (14)
K
fn(x) = fe(x) = ) (ula) = e™™) fo(x)Di op;. (15)
ij=1

Here K is the number of moments used to determine the density and op; = ppi(a;) — pe(;).

This result relates the deviation of fjs from its exact value f, up to first order in the du. Notice if
we integrate both sides of (15) with respect to x we get 0 on both sides. In addition, if we multiply
fm(x) and f,(x) by e *, we obtain dpy.

Using this, Proposition Al in the Appendix A, and Lemma 1, the following is clear.

Proposition 1. With the notations introduced above we have

Ifm = felli < (4K (fe, fmr))"> = 0 as M — oo. (16)

We direct the reader to Appendix 10.3 where K(f, g) is defined and its properties stated. We can
also combine Lemma 1, (A9) and (1) to relate the deviations || fps — fe||1 to the deviations of u,, from
#, as described in the following result.

Proposition 2. With the notations introduced above we have
[ fin = felln < (2(0p, Do))'* = 0 as M — co. 17)
Here ép and D are as above.

The proof drops out from the fact that up to terms of order o((6u)?), K(fe, famr) = (6, Dp).
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6. Sample Variability of Expected Values

Before describing the sample variability of expected values, we address an obvious question.
Notice that the determination of any risk premium involves the computation of an expected value
with respect to a density of losses. For a review of premium calculation procedures see [11,12]. It is
here where the results described in Section 5 come in. An obvious issue comes to mind. If we need to
compute E[h(S)] for some positive, measurable (x) and all we have is sample data {sy, ...., sy }, why
not just compute };~1 i(s;) /N? And if we are interested in the sample variability, we might as well
just look at the variability of

R 1 N
hny = N Zh(si) (18)

whose statistical properties are standard procedure, i.e., if we consider the sample values h(S;) as a
collection of i.i.d. random variables, their confidence intervals, the oscillations about the mean, and the
rate of convergence to the mean can be treated using standard statistical tools. However, if we happen
to be interested in the computations of quantities such as

K+d )
7(S) = E[min (K, (S —d)*)] = /d (s — d) fv(s)ds +1</K+d Fe(s)ds. (19)

in which the value d may be of the order of the 90% quantile of S and K may be larger, the dependence
on the sample becomes harder to handle because we would have to deal with values at the tail of the
distribution. Such problems do not appear if we compute expected values with respect to a density
whose dependence on the sample can be made explicit.

As with the case of Lemma 1, an appeal to the law of large number yields the simple observation.

liny — En[h(S)]] = 0, as N — co. (20)

The sample variability of expected values, and in particular, for quantities such as (19),
follows from the following generic result which is a direct consequence of Lemma 1.

Lemma 3. Let us denote Let h : [0,00) — R be such that E[|h(S)|] < oo. Then
[ 1S = [mS)fedx+ [ n) (T pw) —e Dy jom) fe(x)dx,
. 7

where the randomness is carried by the second term on the right-hand side. Clearly,

| [ W) fu(x)dx = [ h(S)fexdxl < [ Ih()] T Inles) = Dy o fo(x)dx.
L

The relevance of this Lemma is that it relates the deviations of the estimated densities from the
true density to the deviations of the empirical moments from the true moments. Similar considerations
apply to the computation of risk measures lake VaR and TVaR, which depend of the tail of the
distribution. A relationship between them is established in [13]. In Sections 8.6 and 8.7 we present
some numerical examples of sample dependence of risk measures and premium prices.

7. Number of Moments Necessary to Determine the Density

Here we address a problem of practical interest: How many values of the Laplace transform
parameter « are necessary to determine fs. This is interesting in itself because the theoretical inversion
of a Laplace transform involves an integration in the complex « plane, which in principle requires
the knowledge of an extension of y as an analytic function and the location of its singularities in the
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complex plane. There are inversion methods based on the knowledge of y(«) on the positive half of
the real line (see [3] for an introduction to this subject).

Here, we only remark that the maximum entropy method needs a few points to work (for us
8 values were enough). The explanation of why this seems to be so goes as follows. Let us denote
by f4; the maxentropic density estimated from M moments. It is easy to see from (A8) and (13)
that K(fyy, far1) = S(far) — S(Fyry1) > 0. In addition, from the inequality stated in Proposition A1
we have

Wi = FianalB < (U0 — (i),

Thus, if a density with the given sequence of moments exits, and has finite entropy, the sequence
S(fy;) is bounded below and the previous inequality assets that the densities converge (to the true
density). In addition, usually, for 4 moments the sequence of entropies tends to stabilize. See [14] for
more on this.

8. Numerical Examples

Below we present some numerical examples of the different problems that can be solved with
maximum entropy-based methodology. We begin by considering a first level of aggregation and
disaggregation process that is the problem of determining the distribution of a compound random
variable form numerical data, and then how to go from the numerical data to fit a model for the
frequency of compounding and the distribution of the individual severities. Next, we do the same for
the case in which we need to aggregate or disaggregate several compound variables. In these examples
we do the density reconstruction using the SME and the SMEE methods. When the data is obtained
from a sample, we expect the SMEE to outperform the SME.

In each case, we carry out the corresponding reconstruction error estimation. After examining
these examples, we consider the issue of sample variability and its effect, not only in the density
reconstruction process, but in the estimation of quantities of interest, like risk measures (VaR and
TVaR) or risk premia, among others.

All the code, with the examples used in this article can be obtained from [15]. The results presented
there may change due to convergence of the algorithm, choice of seeds, etc.

8.1. The Sample Generation Process

We consider first a total severity at the first level of aggregation consisting of compounding
individual log-normal severities with a Poisson frequency. The parameters to use are ¢ = 4 for the
Poisson distribution and y = 6 and ¢ = 0.5 for the log-normal distribution.

After that we shall consider a second level of aggregation, consisting of a sum S = 51 + S5, of two
compound variables, in which the first (S1) is the one we just finished describing, and the second (S,)
is a Poisson (with ¢ = 8,) compound sum of individual severities described by a Gamma with shape
parameter 4 = 350 and scale parameter b = 3.

In these examples we consider losses of an order of magnitude of 10%, and to avoid numerical
overflow or underflow, we scale down these values, and ,at the end, we scale back the reconstructed
density to its original units. We do this for all the examples described here. Here, we work with three
different sample sizes of 100, 500, and 2000.

The sample of size 500 will be used for validation purposes. We shall use the densities obtained
from the samples of sizes 100 and 2000 to see how well they fit the data of the sample of size 500.

Error Measurement

To finish the preamble, we mention that to measure the discrepancy between the estimated density
and the histogram, we used the Mean Absolute Error (MAE) and the Root Mean Squared Error (RMSE).
These are computed as follows
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1Y
MAE = 5 Y FS(sj) — Fn(sj)]
j=1

RMSE = | - %(Fg (sj) — Fn(s)))?
N &

A nice feature of these error measures is that they compare the estimated distribution function Fg
and the cumulative distribution function Fy at the sample data only. See [16] for further details.

8.2. Density Reconstruction

As a first example, we consider the determination of the density of a loss at the first level of
aggregation. We consider the Poisson compound sum of log-normal random variables described
above. To stress the point once more, this density was chosen for two reasons. First its analytic form is
known, therefore it serves as reference to compare the densities obtained by the maximum entropy
method at the decompounding stage. Second, its Laplace transform cannot be computed analytically,
and we must resort to simulated data.

For the example we consider two data sets, consisting of either 100 or 2000 data points and
perform a density reconstruction with the three maxentropic techniques: SME, SMEE, and MEM.
The results are displayed in Figure 1 along with the corresponding data histograms.

DENSITY DISTRIBUTION DENSITY DISTRIBUTION
MEM Poisson MEM Poisson
0.0004 --SME \ --SME
\ - SMEE 0.0004 W\ --SMEE
\ \
\
| W
0.0003 | K
’ :'l \ 0.0003
= : Z
B ‘. B
c \ c
8 0.0002 . € 0002
[
0.0001 0.0001
] {
1 {
. i\ . [
0.0000 s 0.0000 —_——
0 4000 8000 12000 0 3000 6000 9000 12000
s s
(a) Sample size: 100 (b) Sample size: 2000

Figure 1. Density reconstruction using three entropy-based methods.

In each panel we present three curves. In the left panel, Figure 1la we present the density
reconstructed by the three maxentropic methods using 100 data points, whereas in the right panel,
Figure 1b, we present the reconstruction from 2000 data points. Consider Table 2—there, one can see
that the standard maxentropic reconstruction with errors in the data yields the best fit.

Two important quantities for risk management and regulatory capital determination are the VaR
and the TVaR. These can be readily computed once the density (or cumulative distribution functions)
are at hand. In Table 3 below, we list these quantities for the distribution obtained by the three methods.
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Table 2. Errors in the different approaches. Case: £ =4, y = 6,0 = 0.5.

Sample Size  Approach MAE RMSE

SME 0.01194 0.01484
2000 SMEE 0.01315 0.01648
MEM 0.01295 0.0155

SME 0.03619  0.0444
100 SMEE 0.03530 0.04336
MEM 0.03665 0.04413

Table 3. VaR and TVaR of the compound losses at the 95% confidence level.

Sample Size  Approach VaR TVaR

SME 3643 4226
2000 SMEE 3710 4425
MEM 3542 4189

SME 3701 4114

100 SMEE 3808 4445
MEM 3709 4416
2000 Sample 3762 4407

A Validation Procedure

We carry out a validation procedure proposed in [17] under the name “Calibration Diagram”.
The validation consists of a visual comparison of plots. In our case, the cumulative empirical
distribution of a data set of 500 is the test distribution. We then compare it to the cumulative densities
obtained from 100 or 2000 data points by plotting the difference F¢(sj) — Fsoo(sj), where F¢ is the
cumulative distribution function of S obtained by the maxentropic methodology from either 100 or
2000 data points. This test tells us how well the densities from large or small data sets predict or fit
data sets of a different size.

The results of the validation procedure are displayed in Figure 2. In the left-hand panel,
the maxentropic densities were obtained from the sample of size 100 and those on the right from the
full sample of size 2000, and, as said, the empirical distribution is that of a sample of size 500. Clearly,
the larger difference between the distributions occurs in the central region of the range of the variable.

CALIBRATION DIAGRAM CALIBRATION DIAGRAM
010 Fm oo oo o o e e e 010 F = mm s oo o e ey
MEM Poisson MEM Poisson
--SME --SME
- .SMEE --SMEE

0.05 0.05
§ §
E] s
= =
& 3, oo . &
O 0.00 — ¥ PTilomrooe o
: T i :
= \'4 o £
w "\ ,1,‘: ) w
a . P a
o “ I o

-0.05 .

(o ”'."‘,"'
L) W',u_:
010 Fm == o oo o e e e 0.0 F == oo s oo e e ey
0 2000 4000 0 2000 4000
(a) Sample size: 100 (b) Sample size: 2000

Figure 2. Results of the validation test.
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8.3. Decompounding at the First Level of Aggregation

Here we shall consider an implementation of the theme described in Section 3. We already
noted that the Laplace transform of a compound sum of positive random variables can be written as
P(a) = Gy (gb(tx)) , where ¢(a) is the Laplace transform of the individual severity. We know how to
compute P(a) from a sample, and if we can solve the last equation for ¢(«a), we can then apply the
maxentropic machinery to obtain the density of the individual severity.

We already saw in Section 3 that when the frequency of losses is in the Panjer (a, b, 0) class, there is
a systematic way to obtain the model for the loss frequency. This was carried out in [1,2], so let us not
repeat it here. According to the Panjer plot, the distribution seems to be Poisson. Even though this can
be double-tested compared its mean and its variance, we use the following indirect approach to find
the correct value of £.

Therefore, let us suppose that the frequency model is Poisson, and solve for ¢(«) in (8) to obtain
$(a) =1+ In(¥(a))/¢, where £ now stands for the unknown parameter of the Poisson distribution
(which for the sake of comparison, we know to be A = 4). The quest for the best ¢ goes as follows.
Fix £ and use maxentropic procedures to obtain fy. For each version of the maxentropic density, we
compute the RMSE reconstruction error for each ¢ and eventually settle for the value of ¢ that yields

a smaller reconstruction error. The results are displayed in Figure 3. For the SME and SMEE-based

methods, the optimal Poisson parameter happened to be A = 4, whereas for the reconstruction using
MEM, it happened to be A = 5.
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Figure 3. Values of RMSE for different values of parameter /.

Once the value of / is determined, we move on to the determination of the probability density of

the individual severities. In Figure 4 we display the densities of the individual severities for the two
sample sizes that we considered.

The left-hand panel of Figure 4a displays the reconstructions of the density of the individual

severities when the Laplace transform of the total loss was computed from 2000 data points, whereas
the right-hand panel, Figure 4b, displays the result of a validation test like the one explained above.
This time we compared the densities obtained from 500 and 2000 data points.

Next we list the reconstruction errors in Table 4. As above, we use the MAE and RMSE as
discrepancy error between the reconstructed densities, and the true density, which in our case

happens to be known. This test cannot be performed in practice when all that is available to us
is the aggregate data.
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Figure 4. Individual severities using three entropy-based methods.

Table 4. Errors of the different approaches.

Sample Size Approach MAE RMSE

SME 0.04558  0.05729
2000 SMEE 0.05536  0.06805
MEM 0.06395  0.0782

8.4. Decompounding and Disaggregating Risk Sources

When there are several sources of risk, to determine the possible distributions of individual
losses becomes a truly hard problem. To begin with, the analysis requires an initial step consisting
of disentangling the possible underlying frequencies of events. For this we must estimate how many
sources of risk are present in the data and which are their corresponding frequency of events. After this
comes the determination of the distributions of individual severities. It turns out the best we can
do here is to recover an appropriate weighted mixture of the individual loss densities. This step is
essentially the same as that developed above for the single risk source case. We direct the reader to [2]
for further details and more elaborate examples.

There are several methodologies that can be used to determine the number of sources present
in the data, such as AIC, AIC3, BIC, ICL-BIC, and Negentropy, all discussed in [2]. The essential
assumption is that the frequencies of events are in the Panjer (a, b, 0) class. This transforms the problem
into a problem consisting of disentangling a collection of linear regressions.

For the example considered here, consisting of the aggregate data described above, we will use
the Panjer plot technique combined with a k-means clustering procedure. In Figure 5, we see the
distribution of the frequencies (which is a mixture of distributions) and the result of applying the
Panjer recursion formula and k-means.

In Figure 5a we see that there appears to be two groups of points with zero slope; one group is
centered around the value 4 and the other group is centered around the value 8 on the vertical axis.
These two values represent the parameters of the distribution, which is the Poisson distribution as
indicated in Table 1 of Section 3.1.

To test the quality of the results we compared frequency data with the density of the mixture
determined by our procedure. The result is displayed in Figure 5b. The analysis is completed using
other measures of statistical error. For details about this, consult [2], for example.



Entropy 2019, 21, 762 13 of 20

Panjer Recursion Formula FREQUENCY DISTRIBUTION
2 0.12
0.09
10
?
H ° @ >
z P G 0.06
! o0 ¥ 5
0
0.03
10 0.00
s 0 s 0 5 10 15 20
Frequency of Losses Frequency of Losses
(a) Panjer plot (b) Frequency and fitted distributions

Figure 5. Frequency distribution and K-means result.

Once we have the parameters of the mixture of frequencies, we apply the decompounding
procedure. Regretfully, the nature of the problem is such that the best one can do is to obtain an
“equivalent” individual loss density which is a mixture of the true densities, or in other words,
the random variable modeling the aggregate loss is a mixture of the random variables modeling the
aggregate losses. The formal result in the case at hand is:

_ E[N] E[N,]
3= By +1E[N2]fX1 T BN +2E[N2]fX2

where fx, and fx, are the probability densities of the individual severities that are unknown. As this
is usually the case, by the use of the maxentropic methodology we can decompound the aggregate
losses as before to obtain the distribution of the individual severities that produces the observed
aggregate loss.

8.5. Sample Size Dependence of the Reconstructed Densities

To examine the sample size dependence of the densities obtained by the maxentropic method,
we consider sample sizes of 10, 20, 50, 200, 500, and 1000 of a total loss resulting from aggregating
to compound losses that is S = S; + S2. We supposed as well that the two compound losses S and
S, are independent. In [18] we go through various elaborate schemes of coupling to analyze the
aggregation issue.

In Figures 6 and 7 we display the results of applying the SME methodology to 200 samples
of each different sample size. Notice that the scale in the ordinate axis in all the plots is not the
same. The subsamples were obtained from the original sample of size 2000. The gray-colored cloud is
generated by simultaneously plotting all the densities for each sample size in a light gray line. The black
line is that of the “true” density and the dashed line is the average of the 200 reconstructions. Notice as
well that the average essentially coincides with the “true” density (reconstructed from the sample of
size 2000). What changes from panel to panel is the variability of the reconstructions. Clearly for small
sample sizes the variability is greater. We direct the reader to [9,10] for further analysis of this problem.



Entropy 2019, 21, 762 14 of 20

B average 000084 [ Average [ average
Reconstructior Reconstructior Reconstructior
= - |— |— -
0.0004-
0.0010- 0.0006-
2 2 2z
2 2 2
5 5 0.0004- 5
3 3 3
0.00054 0.0002-
A 0.0002-
0.0000- 0.0000- 0.0000-
0 3000 6000 9000 12000 0 3000 6000 9000 12000 0 3000 6000 9000 12000
x x x
(a) Sample size: 10 (b) Sample size: 20 (c) Sample size: 50

Figure 6. Densities from samples of sizes 10, 20, 50.
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Figure 7. Densities from samples of sizes 200, 500, 1000.

This exercise is useful for several reasons, when we do not have any information about the
underlying process of the compound losses (i.e., about the statistical nature of the frequency and/or
that of the individual severities), to try to fit a parametric distribution can be problematic. If the
available sample is too small, we can have problems estimating the body and the tail of the distribution
correctly, especially in the case of heavy tailed distributions. We display the result of the maxentropic
procedure for different sample sizes to gain intuition about the quality of the results.

Since the maxentropic procedure yields a curve, we can examine how the reconstructed densities
fit the body and the tail in the full range of values of the variable. It is also clear that the average of
the reconstructions approximates the true density, so if you have enough data, resampling can help to
improve the results of the methodology.

8.6. The Sample Size Variability of VaR and TVaR

In Figure 8 we show the box plots of the estimated of VaR and TVaR for different sample sizes.
The VaR and the TVaR are estimated from the densities plotted in Figure 7.
The results are intuitive, but worth keeping in mind, especially for risk-measurement purposes.
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Figure 8. Sample size dependence VaR and TVaR at the 90% confidence level.
8.7. Sample Dependence of Risk Prices

In this section, we consider the computation of two risk prices that depend heavily on the
knowledge of behavior of the density at the extreme tail of the distribution. Here we examine how the
size of the sample data affects the computation of the premia. In each of the examples, we consider
200 subsamples of samples of sizes 10, 20, 50, 200, 500, 1000. For each we compute each of the expected
values and display the results as box plots.

Here f};(s) denotes the maxentropic density obtained from a sample of size N. We mention that
similar results are obtained using SME or MEM.

8.7.1. Stop-Loss with a Cap

We consider first the sample dependence of a risk a pricing procedure used in the insurance
industry for the purpose of reinsurance policy pricing. For each of the 200 samples of size N we
compute (19), that is

7(S) = E[min (K, (S —d)™)] = /dKer(s —d) % (s)ds + K/I:dfif(s)ds.

using the maxentropic density using SME, and plot the results in a box plot diagram. For the
computations, we used d = VaR(S) and K = TVaR(S) at the 90% level of confidence. Here f}(s)
denotes the maxentropic density obtained from a sample of size N. We mention that similar results are
obtained using SME or MEM.

8.7.2. A g—Distorted Premium Price

For this example, we considered g(x) = (1 —e ")/ (1 —e™*) as the distortion function. To obtain
the risk price 715 (S) we must apply (21), that is, we must compute

m(S) = [ xg(F () f (). e

Of course, the computations were carried out numerically and as upper limit of integration
we considered 1.5 x (upper limit of sample). In Figure 9 we display the box plots of the premia
computed using the maxentropic distribution with the Laplace transform computed from samples of
different sizes. Even though the result agrees with our intuition, it is nevertheless important to have a
quantitative idea of the range of variability of the possible values.



Entropy 2019, 21, 762 16 of 20

4000- ‘
4000-
[0
§'3000 ’J_‘ N ‘ 8
S == = 5
£ % .
= o
%2000 e .
_g_ § = + I
o
@ 3000~ .
“ 1000- s >
O -
10 20 50 200 500 1000 10 20 50 200 500 1000
Sample size Sample size
(a) Stop-loss with a cap (b) Premium by distorted probabilities

Figure 9. Box plots of premia for different sample sizes.

9. Concluding Remarks

Clearly, besides supposing that loses can be described as compound random variables, and that
the individual losses are continuous, we have not made any other modeling assumptions. In other
words, the methodology based on the maximum entropy method provides us with a truly model-free,
non-parametric, and robust technique to obtain loss densities.

When the amount of data is moderately large, combining it with a resampling procedure, we can
obtain quite trustworthy estimates of the loss densities, risk measures, and risk premia, or any other
quantity expressed as expected value with respect the loss density. This last detail is especially
important when the quantities if interest depend strongly on the tail of the density that is of values of
the loss that may not be observed in the data.

As a matter of fact, as the last two examples show, even with reasonably large samples, there can
be outliers present in the computation of risk measures and risk prices. This is an important detail for
risk analysts to keep in mind.
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Appendix A.

In this section, we provide some extra theoretical details about the maximum entropy method,
about the sample dependence, and about the necessary number of moments.

Appendix A.1. Comments on the SMEE Method

Here we shall consider the following extension of problem (9). Notice that as the moments there
are estimated from a sample, and we have two possible sources of error. On the one hand, there is
the problem of the passage of the integral to a sum, and on the other the problem arises because the
moments are computed from a sample. Thus, we must consider an inverse problem like

1
/0 yog(y)dy + e =m, k=1,..,K
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The ¢, represents “measurement” errors. Observe that as the right-hand side is obtained as an
average, it makes sense to think about the €, as the result of an average with respect to an unknown
probability to be determined as well. To make things notationally simple, we shall suppose that
€k € [—d,d] where d might denote a confidence interval. In this case, we have e, = —dpy +d(1 — py)
with respect to unknown py, k = 1,...,K. Our problem now becomes: determine a probability on
[0,1] x [—d, d]X, such that

1
/0 yg(y)dy —dpr +d(1—px) =, k=1,...,K (A1)

The variational method proposed by Jaynes goes as follows: define the entropy function by

1 K
S(gp) = —/0 g(y)dy — ) pelnpy
k=1

which is a strictly concave function, and solve the problem: find a density ¢*(y) and numbers
0 < pi <1,k=1,..,Ksuch that

(g%, p") = argsup{S(g, p) : Subjectto (Al)}. (A2)
The solution to this problem is given by

K * o0
= Lei T Acy'*

8w =755

—de™ 4 de~ %M

= ; 7 A3
€k Nt oA (A3)
The normalization factor Z(A) is given by
1 _vK Ak
Z(A) = / o~ T A gy (A4)
0

To complete, all that remains is to determine the vector A*. For that, one must minimize the
dual entropy:

K
Z(Am) = Z(A) + Y In (™ + ) 4+ (A, ) (A5)
k=1

with respect to A for each fixed p. There (a, b) denotes the standard Euclidean scalar product and p is
the K—vector with components 4, and obviously, the dependence on w is through g .
We mention that when the solution of this dual problem exists, then we have

1 K " .
H(g") = —/0 () Ing*(y)dy =A%, p) =InZ(A*) + ) In (e“k —i—e’dAk) + (A% ny) (A6
k=1

Please note that when d = 0, that is, when we suppose that there are no measurement errors,
then ¢, = 0 and at A* we have

HGY) = - [ 8 ) Ing’ ()dy = (0%, ) = InZ(1) + 0" ).

This can be taken to be the starting point to study the dependence of g*on the sample.
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Appendix A.2. Remarks on the Minimization Process

Let us examine some properties of X(A, u) related to the minimization process. First, observe that
in our set-up, it is a strictly convex function and twice continuously differentiable function, defined on
all RX. If we denote by

$(A) = —ViInZ(A) (A7)

then, when %(A, ) is bounded below, the first-order condition for A* to be a minimizer is that
$(A") = p. In practice this is not of much help and the minimization of (A5) has to be carried
out numerically.

Notice that ¢(A) is differentiable and its Jacobian (the negative of the Hessian matrix of In(Z(A))
is the negative of the covariance matrix of the fractional powers y*, that is of the positive definite
matrix with components p(a; + &;) — p(a;)p(a;) with respect to the maximum entropy density.

Observe as well that () has all its components bounded by 1, thus the image of [0,1] by ¢,
which is continuous due to finiteness of the Hessian matrix, is compact.

To finish, let us note that the quality of the reconstruction is measured by how well the maxentropic
density satisfies (9). This follows from the fact that norm of the gradient of (A5) at A* is 0. The explicit
computation of (A7) is enough to verify the claim. In the numerical examples described above,
the observed value of the norm of (A7) was less than 107°. This was true in almost all the cases.
The few exceptions appear as outliers in the computation of the VaR and TVaR described in Section 8.6.
This happens mainly when the samples are small and the maxentropic procedure tries to fit a poor
estimate of the Laplace transform.

Appendix A.3. The MEM Method

As the method of MEM is a much less well-known procedure, let us describe the intuition behind
it. For further detail, consider [19]. Again, the problem is to solve numerically the integral equation

/O1 yhig(y)dy = p(e;)

with discrete data. As usual, the first step consists of transforming the problem into a system of
equation, which turns out to be an ill-posed linear problem, with convex constraints upon the solution.
By partitioning [0, 1] into N sub-intervals, and setting Ai,]- = (j/N)*/Nfori=1,..,Kandj=1,..,N.
Putting x; = ¢((2j —1)/N) for j = 1,...,, N, the transformed problem is

Ax =y

where y; = pu(wa;), i = 1. If we consider a small partition into N sub-intervals, we already have an
ill-posed problem, with x; > 0 as convex constraint. It is to solve this problem in a way that naturally
incorporates the constraints that the method of MEM was developed. Let us denote by Q = [0, 00)N
the constraint space and by B its Borel sets. Let X; : () — [0, c0) denote the coordinate maps X;(&) = ;.

The new problem is now restated as:
Find a probability P on (Q,B) such that AEp[X] =y.

To make the search for such P easy, one starts by putting a reference measure Q on (), B) such
that supp(Q) equals (), and then one looks for a strictly positive p(&) such that dP = pdQ satisfies the
constraints that is such that

AEpIX] = [ AZ0(2)4Q(8) = .
The fact that supp(Q) = Q and p(&) > 0 ensure

&= [ @i € [
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That is that all the components of the maxentropic solution x* to our problem satisfy the constraint.
It is to determine p that the maximum entropy is brought in, and the rest should be routine by now.
We direct the readers to [20] for details and further references.

Appendix A.4. Further Details about the Sample Dependence

To estimate the difference between two densities f(x) and g(x) in the L; norm, the following

K(f,9)= [ f(x)in (Q;) dx. (A8)

Two properties of (A8) which are important for us here are collected under

results are useful. Define

Proposition Al. Consider two densities f and g on [0, 00) and let the Kullback divergence among them be
defined by (AS8). Then

@ K(f,g) 2 0and K(f,g) =0 < f = ga.e

(b) (Kullback’s inequality ) I (|| f — glh)? < K(f,g).

Part (a) is an easy consequence of Jensen’s inequality and part (b) is a guided exercise in [7].

Now, with the notations introduced at the beginning of this section, consider to begin with
K(fe, fm)- Using the representation provided in (A3), definition (A8), and (A6), it takes a simple
computation to verify that

K(fe, fm) = Z(Ap) + (Ada ) —InZ(A0) = (A ) (A9)
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