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Abstract: In this paper we review the theoretical and practical principles of the broadcast approach
to communication over state-dependent channels and networks in which the transmitters have access
to only the probabilistic description of the time-varying states while remaining oblivious to their
instantaneous realizations. When the temporal variations are frequent enough, an effective long-term
strategy is adapting the transmission strategies to the system’s ergodic behavior. However, when
the variations are infrequent, their temporal average can deviate significantly from the channel’s
ergodic mode, rendering a lack of instantaneous performance guarantees. To circumvent a lack
of short-term guarantees, the broadcast approach provides principles for designing transmission
schemes that benefit from both short- and long-term performance guarantees. This paper provides
an overview of how to apply the broadcast approach to various channels and network models under
various operational constraints.
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1. Motivation and Overview
1.1. What is the Broadcast Approach?

The information- and communication-theoretic models of a communication channel
are generally specified by the probabilistic description of the channel’s input and output re-
lationship. The output, subsequently, depends on the channel input and the state process of
the channel. The channel’s probabilistic description changes over time in various domains,
rendering a time-varying channel state process. These, for instance, include mobile wireless
communications, storage systems, and digital fingerprinting, where all have time-varying
communication mediums. Reliable communication generally necessitates transmitting an
encoded message over multiple channel uses. Therefore, temporal fluctuations in channel
states can cause a significant impediment to sustaining reliable communications. When
channel states are known to the transmitters, the encoders can be guided to adjust the
transmission rates in response to the changes in the channel’s actual states. When a trans-
mitter is informed of the channel state (e.g., via side information or feedback), it can
adopt variable-length channel coding, the fundamental performance limits of which are
well-investigated [1–5].

While desirable, informing the transmitters of the time-varying state process can
be practically prohibitive in a wide range of existing or emerging communications tech-
nologies. In such circumstances, while the encoders cannot adapt their transmissions to
channel states, there is still the possibility of adapting the decoders to the channel states.
The information-theoretic limits of communication over such state-dependent channels
when the transmitters have only access to the statistical description of the channel state
process is studied broadly under the notion of variable-rate channel coding [6]. When the
temporal variations are frequent enough, an effective long-term strategy is adapting the
transmission strategies to the system’s ergodic behavior. However, when these variations
are infrequent, their temporal average can deviate significantly from the channel’s ergodic
mode, rendering the ergodic metrics (e.g., ergodic capacity) unreliable performance targets.

State-dependent channels appear in various forms in communication systems. A preva-
lent example is mobile wireless channels, which undergo fading processes. Fading induces
time-varying states for the channel, resulting in uncertainty about the network’s state at
all transmitter and receiver sites [7]. Other examples include opportunistic scheduling,
in which the transmitter adjusts encoding and transmission based on a quality-of-service
metric that depends on the state of the channel [8–10], e.g., signal-to-noise ratio, latency,
and throughput; opportunistic spectrum access (across time, space, and frequency); and cog-
nitive radio communication, in which the quality of communication relies on the access to
the spectrum resources [11,12]. This survey paper focuses primarily on the fading process
in different network models and the mechanisms for circumventing transmitters’ lack of
information about random fading processes. Nevertheless, most techniques that we will
review can be adjusted to cater to other forms of state-dependent channels as well.

When wireless channels undergo fading, a useful convention to circumvent uncer-
tainties about the fading process is establishing training sessions to estimate channel
states. Such sessions should repeat periodically commensurate to how frequently the states
vary. Depending on the multiplexing mode in a communication channel, the training
sessions are either bidirectional (e.g., in frequency-division multiplexing systems) or they
are unidirectional and ensued by feedback sessions (e.g., in time-division multiplexing
systems). While effective in delivering the channel state to the receiver sites, both mech-
anisms face various challenges for delivering the same information to the transmitters.
For instance, establishing channels in both directions is not always feasible, and even when
it is, feedback communication incurs additional costs and imposes additional latency. Such
impediments are further exacerbated as the size of a network grows.

When the probabilistic model of the process is known, an alternative approach to
channel training and estimation is hedging against the random fluctuations. When the
fluctuations are rapid enough, an effective long-term strategy is adapting the transmission
strategies to the system’s ergodic behavior. A widely-used instance of this is the ergodic
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capacity as a reliable transmission rate for a channel that undergoes a fast-fading process.
On the other hand, when the fluctuations occur in time blocks, which is often the case, an ef-
fective strategy is the outage strategy, aiming to meet target reliability with a pre-specific
probabilistic guarantee. An example of an outage strategy is adopting the notion of outage
capacity, which evaluates the likelihood of reliable communication at a fixed transmission
rate [13]. When the actual channel realization can sustain the rate, the transmission is car-
ried out successfully; otherwise, it fails, and no message is decoded [7,13]. The notions of
outage and delay-limited capacities are studied extensively for various networks, including
the multiple access channel (c.f. [14–19] and references therein).

While the ergodic and outage approaches provide long-term probabilistic performance
guarantees, they lack instantaneous guarantees. That is, each communication session faces
a chance of complete failure. For instance, when the channel’s instantaneous realization
does not sustain a rate equal to the ergodic or outage capacity, the entire communication
session over that channel will be lost. To circumvent a lack of short-term guarantees,
the broadcast approach provides principles for designing transmission schemes that benefit
from both short- and long-term performance guarantees. In information-theoretic terms,
the broadcast approach is called variable-to-fixed channel coding [6].

1.2. Degradedness and Superposition Coding

The broadcast approach ensures a minimum level of successful communication,
even when the channels are in their weakest states. In this approach, any channel re-
alization is viewed as a broadcast receiver, rendering an equivalent network consisting
of several receivers. Each receiver is designated to a specific channel realization, and it is
degraded with respect to a subset of other channels. Designing a broadcast approach for a
channel model has the following two pivotal elements.

1. Degradedness in channel realizations: The first step in specifying a broadcast ap-
proach for a given channel pertains to designating a notion of degradedness that
facilitates rank-ordering different realizations of a channel based on their relative
strengths. The premise for assigning such degradedness is that if communication is
successful in a specific realization, it will also be successful in all realizations con-
sidered stronger. For instance, in a single-user single-antenna wireless channel that
undergoes a flat-fading process, the fading gain can be a natural degradedness metric.
In this channel, as the channel gain increases, the channel becomes stronger. Adopting
a proper degradedness metric hinges on the channel model. While it can emerge
naturally for some channels (e.g., single-user flat-fading), in general, selecting a de-
gradedness metric is rather heuristic, if possible at all. For instance, in the multiple
access channel, the sum-rate capacity can be used as a metric to designate degraded-
ness, while in the interference channel, comparing different network realizations, in
general, is not well-defined.

2. Degradedness in message sets: Parallel to degradedness in channel realization, in
some systems, we might have a natural notion of degradedness in the message sets
as well. Specifically, in some communication scenarios (e.g., video communication),
the messages can be naturally divided into multiple ordered layers that incrementally
specify the entire message. In such systems, the first layer conveys the baseline
information (e.g., the lowest quality version of a video); the second layer provides
additional information that incrementally refines the baseline information (e.g., re-
fining video quality), and so on. Such a message structure specifies a natural way of
ordering the information layers, which should also be used by the receiver to retrieve
the messages successfully. Specifically, the receiver starts by decoding the baseline
(lowest-ranked) layer, followed by the second layer, and so on. While some messages
have inherent degradedness structures (e.g., audio/video signals), that is not the case
in general. When facing messages without an inherent degradedness structure, a
transmitter can still split a message into multiple, independently generated informa-
tion layers. The decoders, which are not constrained by decoding the layers in any
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specific order, will decode as many layers as they afford based on the actual channel
realization.

In a communication system, in general, the states of degradedness in channel realiza-
tions and degradedness in message sets can vary independently. Subsequently, designing
a broadcast approach for a communication system hinges on its channel and message de-
gradedness status. By leveraging the intuitions from the known theories on the broadcast
channel, we briefly comment on different combinations of the degradedness states.

• Degraded message sets. A message set with an inherent degradedness structure
enforces a prescribed decoding order for the receiver.

- Degraded channels. When there is a natural notion of degradedness among channel
realizations (e.g., in the single-user single-antenna flat-fading channel), we can
designate one message to each channel realization such that the messages are
rank-ordered in the same way that their associated channels are ordered. At the
receiver side, based on the actual realization of the channel, the receiver decodes
the messages designated to the weaker channels, e.g., in the weakest channel
realization, the receiver decodes only the lowest-ranked message, and in the
second weakest realization, it decodes the two lowest-ranked messages, and so
on. Communication over a parallel Gaussian channel is an example in which one
might face degradedness both in the channel and the message [20].

- General channels. When lacking a natural notion of channel degradedness (e.g., in the
single-user multi-antenna channel or the interference channel), we generally
adopt an effective (even though imperfect) approach to rank order channel
realizations. These orders will be used to prescribe an order according to which
the messages will be decoded. The broadcast approach in such settings mimics
the Körner–Marton coding approach for broadcast transmission with degraded
message sets [21]. This approach is known to be optimal for a two-user broadcast
channel with a degraded set of messages, while the optimal strategy for the
general broadcast approach is an open problem despite the significant recent
advances, e.g., [22].

• General message sets. Without an inherent degradedness structure in the message,
we have more freedom to generate the message set and associate the messages to
different channel realizations. In general, each receiver has the freedom to decode any
desired set of messages in any desired order. The single-user multi-antenna channel
is an important example in which such an approach works effectively [23]. In this
setting, while the channel is not degraded in general, different channel realizations are
ordered based on the singular values of the channel matrix’s norm, which implies an
order in channel capacities. In this setting, it is noteworthy that the specific choice of
ordering the channels and assigning the set of messages decoded in each realization
induces degradedness in the message set.

Built based on these two principles, and following the broadcast approach to com-
pound channels [24], the notion of broadcast strategy for slowly fading single-user channel
was initially introduced for effective single-user communication [25].

1.3. Application to Multimedia Communication

The broadcast approach has a wide range of applications that involve successive and
incremental retrieval of information sources. Representative examples include image com-
pression and video coding systems, which can be naturally integrated with the successive
refinement techniques [26,27]. Specifically, the broadcast approach’s underlying premise
is to allow the receivers to decode the messages only partially, as much as the channels’
actual instantaneous realizations allow. This is especially relevant in audio/video broadcast
systems, in which even partially decoding the messages still renders signals that are aurally
or visually interpretable or recognizable. In these systems, a transmitter is often oblivious
to the instantaneous realization of the channels, and the quality of its channel shapes the
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quality of the audio or video signal recovered. This is also the principle widely used in
communication with successive refinement, in which a message is split into multiple layers.
A baseline layer carries the minimal content that allows decoding an acceptable message.
The subsequent layers successively and progressively add more details to the message,
refining its content and quality. This approach enables digitally achieving a key feature of
analog audio and video transmission: the quality of communication is a direct function of
the channel quality, while there is no channel state information at the transmitter.

In this review paper, we start by reviewing the core ideas in designing a broadcast
approach in the single-user wireless channel in Section 2. In this section, we address
both single-antenna and multi-antenna systems under various transmission constraints.
Next, we provide an overview of the applications to the multiple access channel in Section 3.
This section discusses settings in which transmitters are either entirely or partially oblivious
to the channel states. Sections 4 and 5 will be focused on the interference channel and the
relay channel, respectively. A wide range of network settings will be discussed in Section 6,
and finally, Section 7 provides a perspective on the possible directions for extending the
theory and applications of the broadcast approach.

2. Variable-to-Fixed Channel Coding

As pointed out earlier, the broadcast approach is, in essence, a variable-to-fixed
channel coding [6] for a state-dependent channel, where the state realization is known
only at the receiver. While being oblivious to the channel realizations, the transmitter
has access to the probabilistic description of the channel. The key idea underpinning the
broadcast approach is splitting the transmitted message into multiple independent layers
and providing the receiver with the flexibility to decode as many layers as it affords,
depending on the channel’s actual state. While the concept is general and can be applied to
a wide range of state-dependent channels, in this paper we focus on wireless channels.

2.1. Broadcast Approach in Wireless Channels

In wireless communications, the channels undergo random fading processes. In these
systems, the channel state corresponds to a fading gain, and the channel state statistical
description is characterized by the probability model of the fading process [7,23,25,28].
The relative duration of the channel’s coherence time to the system’s latency requirement
specifies the channel’s fading condition. Specifically, slow (fast) fading arises when the
channel’s coherence time is large (small) relative to the system’s latency requirement.
In particular, slowly fading channels are commonly when a mobile front-end moves
slowly relative to the data transmission rate. Such a model is especially apt in modern
communication systems with high spectral efficiency and data rates.

In systems with slowly-fading channels, a receiver can estimate the channel fading
coefficients with high accuracy. This motivates considering the instantaneous and perfect
availability of the channel state information (CSI) at the receiver sites. On the other hand,
acquiring such CSI at the transmitter sites (CSIT) can be either impossible, due to the lack
of a backward channel from a receiver to its respective transmitter; prohibitive, due to the
extensive costs associated with backward communication; or unhelpful, due to a mismatch
between the stringent latency constraints and the frequency of backward communication.
Hence, in these circumstances, properly circumventing the lack of perfect CSIT plays a
pivotal role in designing effective communication schemes.

Capitalizing on the system’s ergodic behavior (e.g., setting the transmission rate to the
ergodic capacity of a channel) effectively addresses the lack of CSIT [7]. However, this is
viable only when the transmission is not facing any delay constraints, and the system is
allowed to have sufficiently long transmission blocks (relative to the fading dynamics).
In particular, in a highly dynamic channel environment, stringent delay constraints imply
that a transmission block, in spite of still being large enough for having reliable communica-
tion [13]), is considerably shorter than the dynamics of the slow fading process. To quantify
the quality of communication in such circumstances, the notion of capacity versus outage
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was introduced and discussed in [7,13] (and references therein). A fundamental assumption
in these systems is that the fading process variations throughout the transmission block
are negligible. In an outage strategy, the transmission rate is fixed, and the information
is reliably retrieved by the receiver when the instantaneous channel realizations allow.
Otherwise, communication fails (an outage event). In such systems, the term outage ca-
pacity refers to the maximal achievable average rate. It can also be cast as the capacity
of an appropriately defined compound channel [7]. The main shortcoming of the outage
approach to designing transmission is the possibility of outage events, which translates to
possibly a significant loss in spectral efficiency.

The broadcast approach aims to avoid outage events while the transmitters remain
oblivious to the state of their channels. In this approach, reliable transmission rates are
adapted to the actual channel conditions without providing feedback from the receiver
to the transmitter. This approach’s origins are discussed in Cover’s original paper [24],
which suggests using a broadcast approach for the compound channel. Since the slowly-
fading channel can be viewed as a compound channel with the channel realization as the
parameter of the compound channel, transmission over these channels can be naturally
viewed and analyzed from the perspective of the broadcast approach. This strategy is useful
in various applications, and in particular, it is in line with the successive refinement source
coding approach of [29] and the subsequent studies in [30–34]. Specifically, the underlying
premise is that the more the provided information rate, the less average distortion evident
in the reconstructed source.

An example of successive refinement of source coding is image compression, in which
a gross description exists at first, and gradually with successive improvements of the
description, the image quality is further refined. An application example is progressive
JPEG encoding, where additional coded layers serve to refine the image quality. In the
broadcast approach, the transmitter sends layered coded information, and in view of the
receiver as a continuum of ordered users, the maximum number of layers successively de-
coded is dictated by the fading channel realization. Thus, the channel realization influences
the received quality of the data. The broadcast approach has a practical appeal in voice
communication cellular systems, where a layered voice coding is possible. Service quality,
subsequently, depends on the channel realization. This facilitates using coding to achieve
the basic features of analog communications, that is, the better the channel, the better
the performance, e.g., the measured signal-to-noise ratio (SNR) or the received minimum
mean-squared error (MMSE). All of this is viable while the transmitters are unaware of
channel realizations. Other applications can be found in [35]. The problem of layered
coding suggests unequal error protection on the transmitted data, which was studied
in ([36], and references therein). A related subject is the priority encoding transmission
(PET). The study in [37] shows that sending hierarchically-organized messages over lossy
packet-based networks can be analyzed using the broadcast erasure channel with degraded
message set, using the information spectrum approach [38]. Finally, we remark [39] extends
the notion to settings in which the probabilistic model is unknown to the transmitter.

2.2. Relevance to the Broadcast Channel

Since the broadcast approach’s foundations hinge on those of the broadcast channel,
we provide a brief overview of the pertinent literature on the broadcast channel, which was
first explored by Cover [24,40]. In a broadcast channel, a single transmission is directed to a
number of receivers, each enjoying possibly different channel conditions, reflected in their
received SNRs. The Gaussian broadcast channel with a single transmit antenna coincides
with the classical physically degraded Gaussian broadcast channel, whose capacity region
is well known (see [40] for the deterministic case and [41–43] for the composite or ergodic
cases). For multiple transmit antennas, the Gaussian broadcast channel is, in general,
a non-degraded broadcast channel, for which the capacity region with a general message
set is not fully known [44–48], and it cannot be reduced to an equivalent set of parallel
degraded broadcast channels, as studied in [41–43,49]. In the special case of individual
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messages without common broadcasting, the capacity region in the multi-antenna setting
was characterized in [50].

Broadcasting a single user essentially means broadcasting common information.
Information-theoretic results and challenges for broadcasting a common source are dis-
cussed in [51], and in light of endless information, data transmission is termed streaming
in [52]. The interpretation of single-user broadcasting is the hierarchical broadcasting using
multi-level coding (MLC) [53–55]. The study in [54] demonstrates the spectral efficiency
of MLC with hierarchical demodulation in an additive white Gaussian noise (AWGN)
channel and a fading channel. Authors in [56] examine the fading interleaved channel with
one bit of side information about the fading process. The broadcast approach is adapted to
decode different rates for channels taking these two distinct states (determined by whether
the SNR is above or below a threshold value). Since the channel is memoryless, the average
rate, given by the mutual information we have I(y, ŝ; x) (where x is the channel input, y is
the channel output, and ŝ is the partial state information), is achievable. This is not the
case with the broadcast approach, which seems to be unfit here, where channel states are
assumed to be independent and identically distributed (i.i.d.).

Finally, the study in [57] considers a superposition coding scheme to achieve higher
transmission rates in the slowly-fading channel. This study adopts the broadcast ap-
proach for the single-input single-output (SISO) channel with a finite number of receivers.
The number of receivers is the number of coded layers. It is evident from [57] that for the
SISO channel, a few levels of coded layering closely approximates the optimal strategy
employing transmission of infinite code layers.

2.3. The SISO Broadcast Approach—Preliminaries

In this section, we elaborate on the original broadcast approach, first presented in [25],
and we provide the derivation of the expressions related to the broadcast approach concept,
an optimal power distribution, and the associated average achievable rates under different
system constraints. We start by providing a canonical channel model for the single-user
single-antenna system. The fading parameter realization can be interpreted as an index
(possibly continuous), which designates the SNR at the receiver of interest. This model also
serves as the basis for other channel models discussed in the rest of the paper. Specifically,
consider the channel model:

y = hx + n , (1)

where x is the transmitted complex symbol, y is the received symbol, and n accounts for the
AWGN with zero mean and unit variance denoted by CN (0, 1). Constant h represents the
fading coefficient. For each realization of h, there is an achievable rate. We are interested in
the average achievable rate for various independent transmission blocks. Thus, we present
the results in terms of average performance, averaged over the distribution of h.

Information-theoretic considerations for this simple model were discussed in ([13], and
references therein), as a special case of the multi-path setting. With the h value known to
the transmitter, and with a short-term power constrain (excluding power optimization in
different blocks), the reliable rate averaged over many block realizations is given by

Cerg = Es[log(1 + sP)] , (2)

where s , |h|2 is the random fading power. The normalized SNR, following the channel
model definition (1), is denoted by P = E[|x|2], where E stands for the expectation operator
(when a subscript is added, it specifies the random variable with respect to which the
expectation is taken).

The SISO channel defined in (1) is illustrated in Figure 1a, and its associated broad-
cast channel is depicted in Figure 1b. This figure also illustrates the broadcast approach,
according to which the transmitter sends an infinite number of coded information layers.
The receiver is equivalent to a continuum of ordered users, each decoding a coded layer if
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channel realization allows. In general, the number of coded layers (and respectively, re-
ceivers) depends on the cardinality of the fading power random variable (RV). Specifically,
in a Gaussian fading channel, a continuum of coded layers is required. Predetermined
ordering is achieved due to the degraded nature of the Gaussian SISO channel [40]. Each of
the users has to decode a fractional rate, denoted by dR in Figure 1b. The fractional rates
dR of the different users are not equal but depend on their receiver index. For some
fading realization h(j), only the continuum of receivers up to receiver j can decode their
fractional rates dR. The first receiver decodes only its own dR, the second decode initially
the interference dR (information intended to the first user) and then decodes its own dR.
Finally, receiver j decodes all fractional interferences up to layer j− 1, and then decodes its
information layer dR. Hence, the total achievable rate for a realization h(j) is the integral of
dR over all receivers up to j. This model is the general case of coded layering. The broadcast
approach in [25] with a finite number of code layers, also termed superposition coding,
is presented in [57]. In finite level code layering, only a finite set of ordered receivers is
required. This approach has a lower decoding complexity. However, it is a broadcast
sub-optimal approach.
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Figure 1. (a) A single-input single-output (SISO) channel with a fading parameter h. (b) The equiva-
lent SISO broadcast channel model. For a channel realization h(j), only receivers indexed up to j can
decode their fractional rate dR.

Next, assume that the fading power RV S is continuous. Then for some channel
realization h(j) of Figure 1b, with a fading power s(j), the designated reliably conveyed
information rate is denoted by R(s(j)). We now drop the superscript j, and refer to s as
the realization of the fading power RV S. As illustrated, the transmitter views the fading
channel as a degraded Gaussian broadcast channel [40] with a continuum of receivers,
each experiencing a different effective receive SNR specified by s · P. The total transmitted
power P is also the SNR as the fading and additive noise are normalized according to (1).
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The term s is, therefore, interpreted as a continuous index. By noting that for small enough
x > 0 log(1 + x) ≈ x, the incremental differential rate is given by

dR(s) = log
(

1 +
sρ(s)ds

1 + sI(s)

)
=

sρ(s)ds
1 + sI(s)

, (3)

where ρ(s)ds is the transmit power associated with a layer parameterized by s, intended
for receiver s, which also designates the transmit power distribution. The right-hand-
side equality is justified in [58]. Information streams intended for receivers indexed by
u > s are undetectable and are treated as additional interfering noise, denoted by I(s).
The interference for a fading power s is

I(s) =
∞∫

s

ρ(u)du , (4)

which is also a monotonically decreasing function of s. The total transmitted power is the
overall collected power assigned to all layers, i.e.,

P =

∞∫
0

ρ(u)du = I(0) . (5)

As mentioned earlier, the total achievable rate for a fading realization s is an integration
of the fractional rates over all receivers with successful layer decoding capability, rendering

R(s) =
∫ s

0

uρ(u)du
1 + uI(u)

. (6)

The average rate is achieved with sufficiently many transmission blocks, each viewing
an independent fading realization. Therefore, the total rate averaged over all fading
realizations is

Rbs =

∞∫
0

du f (u)R(u) =
∫ ∞

0
du(1− F(u))

uρ(u)
1 + uI(u)

, (7)

where f (u) is the probability distribution function (PDF) of the fading power, and

F(u) =
u∫

0

da f (a) , (8)

is the corresponding cumulative distribution function (CDF).
Optimizing Rbs with respect to the power distribution ρ(s) (or equivalently with

respect to I(u), where u ≥ 0) under the power constraint P (5) is of interest and can in
certain cases be found by solving the associated constrained Eüler equation [59]. We turn
back to the expression in (7), corresponding to sth = 0, and explicitly write the optimization
problem posed

Rbs,max = max
I(u)

∫ ∞

0
du(1− F(u))

uρ(u)
1 + uI(u)

, (9)

where we maximize Rbs (7) over the residual interference function I(u). For an extremum
function I(x), the variation of the functional (9) is zero [59], corresponding to a proper Eüler
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equation, which yields the extremal solution for I(x). Let us first present the functional
of (9) subject to maximization

S(x, I(x), I′(x)) = (1− F(x))
−xI′(x)

1 + xI(x)
. (10)

The necessary condition for a maximum of the integral of S(x, I(x), I′(x)) over x is a
zero variation of the functional ([59], Theorem 2, Section 3.2). Correspondingly, the Eüler
Equation is given by

SI −
d

dx
SI′ = 0 , (11)

where

SI = (1− F(x))
x2 I′(x)

(1 + xI(x))2 , (12)

SI′ = (1− F(x))
−x

1 + xI(x)
, (13)

d
dx

SI′ =
x f (x)

1 + xI(x)
+ (1− F(x))

x2 I′(x)− 1
(1 + xI(x))2 . (14)

These relationships simplify from a differential Equation (11) to a linear equation by
I(x), providing the following closed-form solution

I(x) =

{
1−F(x)−x· f (x)

x2 f (x) x0 ≤ x ≤ x1

0 else
, (15)

where x0 is determined by I(x0) = P, and x1 by I(x1) = 0. All the analyses are also
valid for the single-input multiple-output (SIMO) and multiple-input single-output (MISO)
channels as long as the channels are degraded regardless of the number of receive antennas
in SIMO or transmit antennas in MISO. The number of transmit or receive antennas only
affects the fading power distribution CDF. As an example, consider a SISO Rayleigh flat
fading channel for which the fading power S has an exponential distribution with pdf

f (u) = e−u , and F(u) = 1− e−u, u ≥ 0 . (16)

The optimal transmitter power distribution that maximizes Rbs in (9) is specified by
substituting f (u) and F(u) from (16) into (15), resulting in

ρ(s) = − d
ds

I(s) =


2
s3 − 1

s2 , s0 ≤ s ≤ s1

0 , else
. (17)

Constant s0 is determined by solving I(s0) = P, and it is given by

s0 =
2

1 +
√

1 + 4P
. (18)
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Similarly, s1 can be found by solving I(s1) = 0, which indicates s1 = 1. The corre-
sponding rate R(s) using (6) is

R(s) =


0 , 0 ≤ s ≤ s0

2 ln( s
s0
)− (s− s0) , s0 ≤ s ≤ 1

−2 ln(s0)− (1− s0) , s ≥ 1

, (19)

and following (7), the associated total average rate is

Rbs = 2Ei(s0)− 2Ei(1)− (e−s0 − e−1) , (20)

where

Ei(x) =
∞∫

x

e−t

t
dt, x ≥ 0 (21)

is the exponential integral function. The limiting behavior of Rbs is found to be

Rbs ≈


ln P

9.256 , P→ ∞

1
e P , P→ 0

. (22)

The ergodic capacity in this case is given by [13],

Cerg = e1/P · Ei(
1
P
) ≈


ln P

1.78 , P→ ∞

P , P→ 0
. (23)

The average achievable rate of the standard outage approach, depends on the outage
probability Pout = P{s ≤ sth} = 1− e−sth . Thus, the achievable outage rate is given by

Ro(sth) = e−sth log(1 + sthP) , (24)

where Ro(sth) is the average achievable rate of a single layered code for a parameter sth.
That is, a rate of log(1 + sthP) is achieved when the fading power realization is greater
than sth, with probability e−sth . The outage capacity is the product of maximizing the
achievable outage average rate (24) with respect to the outage probability (or the fading
power threshold sth). This yields an outage capacity

Ro,max = e−sth,opt log(1 + sth,optP) , (25)

where sth,opt solves the equation

log(1 + sth,optP) =
P

1 + sth,optP
, (26)

and it can be expressed in closed-form as

sth,opt =
P−WL(P)
WL(P) · P , (27)



Entropy 2021, 23, 120 14 of 137

where WL(P) is the Lambert-W function, also known as the Omega function, which is the
inverse of the function f (W) = WeW . Subsequently, the outage capacity is given by [60]

Ro,max = e−(P−WL(P))/WL(P)/P · log(P/WL(P)) ≈


ln P

WL(P) , P→ ∞

1
e P , P→ 0

. (28)

The study in [61] provides an interesting interpretation for the basics of the broadcast
approach [25] from the I-MMSE perspective.

When a transmitter has full CSI and transmits at a fixed power P, the transmission
rate can be adapted to channel state, and single-layer transmission can achieve the ergodic
capacity. When variability in transmission power is allowed, and we face an average power
constraint, a water-filling approach can be used. This facilitates adapting the transmission
power and rate to the fading state, which is advantageous in terms of the expected rate.
However, when lacking the perfect CSIT, the SISO broadcast approach can be optimized as
studied in [62]. In this approach, the CSI is quantized by the receiver and fed back to the
transmitter. This allows for short latency, and the optimized achievable expected rate can
be characterized as a function of the CSI accuracy.

The studies in [63,64] investigate various multi-layer encoding hybrid automatic re-
peat request (HARQ) schemes [65]. The motivation for extending the conventional HARQ
schemes to multi-layer coding is to achieve high throughput efficiency with low latency.
The study in [63] focuses on finite-level coding with incremental redundancy HARQ,
where every coded layer supports incremental redundancy coding. The multi-layer bounds
were investigated through continuous broadcasting by defining different broadcasting pro-
tocols that coherently combine HARQ and broadcasting incremental redundancy HARQ.
Optimal power distribution cannot be obtained for continuous broadcasting. However,
it was observed that even with a sub-optimal broadcasting power distribution, significantly
high gains of ∼3 dB over an outage approach could be achieved for low and moderate
SNRs in the long-term static channel model, with latency as short as two blocks. In the
long-term static channel model, the channel is assumed to remain in the same fading state
within the HARQ session. This is especially interesting as the conventional broadcast
approach (without HARQ), has only marginal gains over the outage approach for low
SNRs. The retransmission protocol of [63] is also an interesting approach, which uses
retransmissions for sending new information at a rate matched to the broadcasting feed-
back from the first transmission. The optimal broadcasting power distribution for outage
approach retransmission was fully characterized in [63], and numerical results showed that
it is the most efficient scheme for high SNRs, and at the same time, it closely approximates
the broadcasting incremental redundancy-HARQ for low SNRs. However, in broadcasting
incremental redundancy HARQ, only sub-optimal power distributions were used and
finding the broadcasting optimal power distribution is still an open problem. It may also
turn out that the broadcasting incremental redundancy HARQ with an optimal power
distribution has more gains over the outage approach retransmission scheme.

Next, we present the results on the achievable rates for the single-user SISO Rayleigh
flat fading channel under the broadcast approach. Figure 2 demonstrates the SISO broadcast
achievable average rate Rbs (20), outage capacity Ro (25), the ergodic capacity Cerg (23)
upper bound, and the Gaussian capacity CG = log(1 + P) as a reference. Clearly, Rbs > Ro
as the latter is achieved by substituting ρ(s) with Pδ(s− sth,opt) in lieu of the optimized
ρ(s) in (6). Outage capacity is equivalent to optimized single-layer coding rather than
the optimized continuum of code layers in the broadcast approach. This difference is
more pronounced in the high SNRs. Such a comparison of the single- level code layer and
two-level achievable rates is presented in [57]. This comparison shows that two-level code
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layering is already very close to the optimum Rbs. The ergodic capacity in the general
SIMO case, with N receive antennas, is given by ([66], Equation (9)):

Cerg =
1

Γ(N)

∫ ∞

0
dx log(1 + P · x)xN−1e−x , (29)

where Γ denotes the Gamma function. The probability density of the total fading power
for N receive antennas, is given by [66]

f (λ) = const(N) · λN−1e−λ , (30)

where const(N) is a normalization constant.
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Figure 2. SISO broadcast achievable average rate Rbs, outage capacity Ro, ergodic capacity Cerg,
and Gaussian channel upper bound CG versus SNR.

2.4. The MIMO Broadcast Approach

Next, we review the multiple-input multiple-output (MIMO) channel. MIMO chan-
nels, in general, are non-degraded broadcast channels. The MIMO capacity region is known
for multiple users with private messages [50], and for two users with a common mes-
sage [67]. A complete characterization of the broadcast approach requires the full solution
of the most general MIMO broadcast channel with a general degraded message set, which is
not yet available. Hence, suboptimal ranking procedures are studied. Broadcasting with
degraded message sets is not only unknown in general channels, but also, it is unknown
for MIMO channels [68,69]. Various approaches to transmitting degraded message set
with sub-optimal ranking at the receiver are studied in [23,70,71]. The ranking of channel
matrices (as opposed to a vector in a SIMO case) can be achieved via supermajorization
ranking of the singular values of HHH. The variational problem for deriving the optimal
power distribution for the MIMO broadcast strategy is characterized in [23], but seems not
to lend itself to closed-form expressions. Thus, a sub-optimal solution using majorization
is considered and demonstrated for the Rayleigh fading channel.

We adopt the broadcast approach described earlier for the SISO and SIMO channels,
in which the receivers opt to detect the highest possible rate based on the actual realization
of the propagation matrix H not available to the transmitter. In short, as H improves, it
sustains higher reliable rates. This is because the MIMO setting is equivalent to the general
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broadcast channel (from the perspective of infinite layer coding), rather than a degraded
broadcast channel as in the single-input case. In the sequel, we demonstrate a broadcast
approach suited for this MIMO scenario. The approach suggests an ordering of the receivers
based on supermajorization of singular values of the channel norm matrix. Consider the
following flat fading MIMO channel with M transmit antennas and N receive antennas:

y = Hx + n , (31)

where x is the input (M× 1) vector, n is the (N × 1) noise vector with complex Gaussian
i.i.d. CN (0, 1) elements. The propagation matrix (N ×M) is designated by H and also
possesses complex Gaussian i.i.d. CN (0, 1) elements. The received (N × 1) vector is
denoted by y. We adhere to the non-ergodic case, where H is fixed throughout the code
word transmission. We assume that the receiver is aware of H while the transmitter is not.
The total transmit power constraint is P, i.e., E[tr{xxH}] ≤ P.

2.4.1. Weak Supermajorization

First, we introduce some partial ordering relations based on classical theory of ma-
jorization [72]. Let α = {αi}, β = {βi} be two sequences of length K. Let {α(i)} , {β(i)} be
the increasing ordered permutations of the sequences, i.e.,

α(1) ≤ α(2) · · · ≤ α(K) , (32)

β(1) ≤ β(2) · · · ≤ β(K) . (33)

Let α be weakly supermajorized by β, α ≺w β, that is

k

∑
i=1

α(i) ≥
k

∑
i=1

β(i) , k = 1 . . . , K . (34)

Then, the relation α ≺w β implies that [72]

K

∑
i=1

φ(αi) ≤
K

∑
i=1

φ(βi) , (35)

for all continuous decreasing convex functions φ(·).

2.4.2. Relation to Capacity

Next, consider the received signal in (31), where the undetectable code layers are
explicitly stated as

y = H(xS + xI) + n , (36)

where xS and xI are decodable information and residual interference Gaussian vectors,
respectively. Their average norms are denoted by PS and PI , respectively, and the total
transmit power P = PI + PS. n is an i.i.d. Gaussian complex vector with unit variance per
component. The mutual information between xS and y is given by

I(y; xS) = I(y; xS, xI)− I(y; xI |xS) (37)

= log det
(

I +
PS + PI

M
HHH

)
− log det

(
I +

PI
M

HHH
)

(38)

=
J

∑
k=1

log
(

1 +
PSλk

1 + PIλk

)
(39)

, C(λ; PS, PI) . (40)
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Parameters {λk} for k = 1 . . . J, where J , min(N, M), designate the singular values
(or eigenvalues) of the matrix 1

M HHH for M ≤ N, or 1
M HHH for N ≤ M [66]. Finally,

if λ ≺w δ, we have

C(λ; PS, PI) ≥ C(δ; PS, PI) . (41)

2.4.3. The MIMO Broadcast Approach Derivation

We discuss the MIMO channel broadcast approach via supermajorization layering for
the simple case of M = N = 2. The signal x is composed of a layered double indexed data
stream with indices denoted by u and v. We refer to layer ordering by columns bottom-up,
where u and v are described as a pair of indices taking integer values within the prescribed
region. This is only for demonstration purposes, as indices u and v are continuous singular
values of 1

2 HHH. Say u and v are associated with the minimal eigenvalue λ2 and the sum
of eigenvalues λ2 + λ1, respectively. Evidently, u ≥ 0, v ≥ 2u. Say that λ2, λ1 take on the
set of integer values {0, 1, 2, 3, 4}, then the layered system is described by (u, v) in the order:
(0, 0), (0, 1), (0, 2), (0, 3), (0, 4), (1, 2), (1, 3), (1, 4), (2, 4). The actual ordering of the layers
is in fact immaterial, as will be shown, decoding is not done successively as in the SISO
case [25], but rather according to what is decodable adhering to partial ordering.

We envisage all possible realizations of H and order them by u = λ2, v = λ2 + λ1
where λ2 and λ1 are, respectively, the minimal and maximal eigenvalues of 1

2 HHH (a 2× 2
matrix in our case). Supermajorization ordering dictates that all streams decodable for
realization H will be decodable for realization H′ as long as

λ
′
2 ≥ λ2, λ

′
2 + λ

′
1 > λ2 + λ1 . (42)

Thus, we visualize all possible realizations of H as channels referring to different users
in a broadcast setting, and we investigate the associated rates of the users, which we have
ranked as in Section 2.4.1, via a degraded ordering. It is evident that the current approach
specifies an achievable rate region, but by no means is it claimed to be optimal. In fact,
it even has some inherent limitations.

Let u = λ2 and v = λ1 be the eigenvalues of 1
2 HHH for some channel realization such

that v ≥ u ≥ 0. Let ρ(u, v)dudv be the power associated with the information stream
indexed by (u, v) where v ≥ u, and featuring the incremental rate d2R(u, v). Again, for a
given u and v, all rates associated with the indices (a, b) , a ≤ u, b ≤ v can be decoded, as
(λ2, λ1) is supermajorized by (λ2 = a, λ1 = b). A natural optimization problem, in parallel
to that posed and solved for the single dimensional case, is to optimize the power density
ρ(u, v), or the related interference pattern I(u, v) maximizing the average rate, under the
power constraint I(0, 0) = P. Let I(u, v) designate the residual interference at (u, v). Hence,

I(u, v) = P−
u∫

0

da
v∫

a

db ρ(a, b) . (43)

The associated incremental rate d2R(u, v), based on (3) and (37), is then given by

d2R(u, v) = log
(

1 +
uρ(u, v)dudv
1 + uI(u, v)

)
+ log

(
1 +

vρ(u, v)dudv
1 + vI(u, v)

)
(44)

=
uρ(u, v)dudv
1 + uI(u, v)

+
vρ(u, v)dudv
1 + vI(u, v)

. (45)

The power density is the second order derivative of the residual interference
Function (43), i.e.,

ρ(u, v) = − ∂2

∂u∂v
I(u, v) , Iuv , (46)
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and the incremental rate may be expressed as

d2R(u, v, I, Iuv) = −
uIuv(u, v)dudv

1 + uI(u, v)
− vIuv(u, v)dudv

1 + vI(u, v)
. (47)

The accumulated reliable rate decoded at (u, v) is

R(u, v) =
u∫

0

v∫
a

d2R(a, b) . (48)

The expected rate, averaged over various channel realizations, is then given by

Rave =

∞∫
0

∞∫
0

f (u, v) R(u, v)dudv , (49)

where f (u, v) designates the joint PDF of the ordered eigenvalues of 1
2 HHH, random vari-

ables u and v. For a Gaussian H with i.i.d. components, the joint density function of
λ2, λ1 is given by [66]

fλ2,λ1(u, v) = 16 e−2v−2u(v− u)2, v ≥ u ≥ 0 . (50)

The optimal expected rate is a product of an optimal selection of the power distribution
ρ(u, v). Specifying the power distribution uniquely specifies the residual interference
function I(u, v) (43) and (46). Hence, optimizing Rave can instead be carried out with
respect to the I(u, v), i.e.,

Rmax
ave = max

I(u,v)

∞∫
0

da
∞∫

0

db f (a, b)
a∫

0

du
b∫

u

dvRF(u, v, I, Iuv) , (51)

where f (a, b) is defined in (50), and we have set RF(u, v, I, Iuv) , d2R(u,v,I,Iuv)
dudv from (47),

which depends on the interference function I(u, v) and the power density Iuv(u, v)
from (43) and (46), respectively. Maximizing Rave with respect to the functional I(u, v) is a
variational problem ([23], Appendix A). Consequently, the optimization problem may be
stated in the form of a partial differential equation (PDE),

SI +
∂2

∂uv
SIuv = 0 , (52)

where

S(a, b, I, Iab) , (1 + F(a, b)− F(a)− F(b)) · RF(a, b, I, Iab) , (53)

and SI is the partial derivative with respect to the function I(u, v), SIuv is the partial
derivative with respect to the function Iuv, and Iuv is the second-order partial derivative
of I(u, v) with respect to u and v. The necessary condition for the extremum is given
in ([23], Appendix A) in terms of a non-linear second order PDE and does not appear to
have a straightforward analytical solution. Therefore, we demonstrate a single-dimension
approximation to the optimal solution. This approximation approach is called the 1-D
approximation, and it is developed for the 2× 2 channel, i.e., two transmit and two receive
antennas. It suggests breaking the mutual dependency of the optimal power distribution
ρ(a, b) by requiring ρ(a, b) = ρ(a)ρ(b). Such a representation bears two independent
solutions, obtained from solving the optimal SISO broadcast strategy. Another sub-optimal
solution could be obtained based on a finite-level code layering, as suggested in [57] for
the SISO scheme. Accordingly, a single layer (outage) coding with and without employing
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majorization ranking at the receiver is suggested by [23]. A two-layer coded scheme for
the 2× 2 channel is also studied and compared with the outage approach in [23]. Another
sub-optimal approach to the MIMO channel involves modeling the MIMO channel as a
multiple-access channel (MAC), where each antenna transmits an independent stream [23].
In an MAC approach for the MIMO channel, instead of performing joint encoding for
all transmit antennas, each antenna has an independent encoder. Thus, the receiver
views an MAC. When each encoder performs layered coding, we essentially get an MAC-
broadcast strategy. This approach was first presented in [73] for the multiple-access channel,
employing the broadcast approach at the receiver. The advantage of this approach is that
each transmitter views an equivalent degraded broadcast channel, and the results of the
SISO broadcast strategy may be directly used.

2.4.4. Degraded Message Sets

Next, we briefly outline the formulation of the general MIMO broadcasting with
degraded message sets. The key step for addressing the continuous broadcast approach
for MIMO channels with degraded message sets involves decoupling the layering index
and the channel state. In many previous studies on the continuous broadcast approach
(e.g., [23,32,74]) the layering index is associated with the channel fading gain. However,
for the MIMO case with degraded message set, it is proposed that the continuous layering
indices are associated with only the power allocation and layer rates.

Consider the MIMO channel model in (31). The source transmits layered messages
with a power density distribution function ρ(s), where s ∈ [0, ∞). The first transmitted
message is associated with s = 0, and can be considered as a common message for all
receivers. The next layer indexed by ds, cannot be decoded by the first user, but it is a
common message for all other users. The capacity of the channel in (31) for a given channel
state is the mutual information given by

I(y; x) = log det
(

I +
P
M

HHH
)

, (54)

which can also be expressed using the eigenvalues of 1
M HHH [66],

I(y; x) =
K

∑
k=1

log(1 + Pλk) , (55)

where K = min(M, N) is the degree of freedom of the MIMO channel, and {λk}K
k=1 are

the eigenvalues of 1
M HHH. The singular value decomposition (SVD) of 1

M HHH = UΛVH

where U and V are unitary matrices and Λ is a [KxK] diagonal matrix of singular values
of 1

M HHH. The equivalent receive signal of (31) multiplied by H is y′ = UΛVHx + n′,
and multiplying the received signal by UH creates a parallel channel UHy′ = Λx′ + n′′,
where x′ = Vx. This makes the channel of (31) an effective parallel channel when x′ is
transmitted. However V is known at the receiver, and therefore the transmitter does not
have to perform any precoding, and layering can be performed with respect to singular
values distribution of 1

M HHH. The fractional achievable rate for a power allocation ρ(s)ds,
and under successive decoding, is given by

K

∑
k=1

log
(

1 +
λkρ(s)ds

1 + λk I(s)

)
=

K

∑
k=1

λkρ(s)ds
1 + λk I(s)

, (56)
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where I(s) is the residual layering power. I(s) serves as interference for decoding layer
s. The relationship between power density distribution and the residual interference is
ρ(s) = −dI(s)

ds . It is achievable for the set of eigenvalues {λk}K
k=1 such that

dR(s) ≤
K

∑
k=1

λkρ(s)ds
1 + λk I(s)

, dIK(λ1, ..., λK, s) . (57)

Feasibility of successive decoding here results from the fact that the function
dIK(λ1, ..., λK, s) is an increasing function of λk, ∀ k ∈ {1, ..., K}. Define a fractional rate
allocation function r(s), such that r(s)ρ(s) = dR(s). The cumulative rate achievable for a
layer index s is simply

R(s) =
s∫

0

r(u)ρ(u)du . (58)

The probability of achieving R(s) is given by

Fc(s) = P
(

r(s) ≤
K

∑
k=1

λk
1 + λk I(s)

)
, (59)

where Fc(s) is the complementary CDF of the layering index s, i.e., Fc(s) = 1 − F(s).
The expected broadcasting rate is then

Rbs =

∞∫
0

ds(1− F(s))r(s)ρ(s) =
∞∫

0

dsP
(

r(s) ≤
K

∑
k=1

λk
1 + λk I(s)

)
r(s)ρ(s) . (60)

We focus now on the case of K = 2, i.e., min(M, N) = 2. In this case, the fractional
rate r(s) is decipherable if

r(s) ≤ λ1

1 + λ1 I(s)
+

λ2

1 + λ2 I(s)
. (61)

An alternative formulation is for a given λ1, the eigenvalues λ2 for which r(s) can be
reliably decoded are given by

λ2 ≥
r(s) + r(s)λ1 I(s)− λ1

1 + (2λ1 − r(s))I(s)− r(s)λ1 I2(s)
, G(λ1, s, I, r) , (62)

where the inequality holds only for G(λ1, s, I, r) ≥ 0. An alternative representation of the
decoding probability of layer s is thus

Fc(s) = P(λ2 ≥ G(λ1, s, I, r)) (63)

=

∞∫
0

du
∞∫

G(u,s,I,r)

dv fλ1,λ2(u, v) · 1[G(u, s, I, r) ≥ 0] (64)

=

∞∫
0

du
(

fλ1(u)−Qλ1,λ2(u, G(u, s, I, r))
)
· 1[G(u, s, I, r) ≥ 0] , (65)

where 1(x) is the indicator function, and

fλ1,λ2(u, v) =
∂2Fλ1,λ2(u, v)

∂u∂v
, (66)
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is the joint PDF of (λ1, λ2), and

Qλ1,λ2(u, v) ,
∂Fλ1,λ2(u, v)

∂u
. (67)

The expected rate for a general layering function r(s) and a layering power allocation
function I(s) is given by

Rbs =

∞∫
0

dsr(s)ρ(s) ·
∞∫

0

du
[

fλ1(u)−Qλ1,λ2(u, G(u, s, I, r))
]
· 1[G(u, s, I, r) ≥ 0] . (68)

Clearly, the optimization problem for expected broadcasting rate maximization is
given by

Rbs,opt = max
r(s)≥0, I(s), s.t. I(0)=P, ρ(s)≥0

∞∫
0

ds J(s, I, I′, r) , (69)

where the integrand functional J(s, I, I′, r) is given by

J(s, I, I′, r) = r(s)ρ(s)
∞∫

0

du
[

fλ1(u)−Qλ1,λ2(u, G(u, s, I, r))
]
· 1[G(u, s, I, r) ≥ 0] . (70)

The necessary conditions for extremum are given by the Euler equations [59]

Jr = 0 , (71)

JI −
∂

∂s
JI′ = 0 , (72)

where Jr is the partial derivative of J with respect to r(s). The extremum condition for r(s)
in (71) can be expressed as follows:

∞∫
0

du
{[

fλ1(u)−Qλ1,λ2(u, G)
]
·
(

1
r(s)

1[G ≥ 0] + δ(G)

)

− fλ1,λ2(u, G)
∂

∂s
G · 1[G ≥ 0]

}
= 0,

(73)

where for brevity, G(u, s, I, r) is replaced by G, and δ(x) is the Dirac delta function. The ex-
tremum conditions, as stated in (71) and (72), do not lend themselves into closed-form
analytical solutions even though K = 2, and characterizing them remains an open problem
for future research.

2.5. On Queuing and Multilayer Coding

Classical information theory generally assumes an infinitely long queue of data ready
for transmission, which is motivated by maximizing communication throughput (Shan-
non capacity). In network theory, on the other hand, the input data is usually a random
process that controls writing to a buffer (serving as a queue), and the readout from this
buffer is another random process. In these settings, the design goal of transmission con-
centrates on minimizing the queue delay for the input data. However, designing the
data queue and transmission algorithm cannot be decoupled in the presence of stringent
delay constraints on input data transmission. This is because the objective is no longer
only maximizing the throughput. This conceptual difference between network theory and
information theory can be overcome by posing a common optimization problem and jointly
minimizing the delay of a random input process under a power (rate) control constraint.
This becomes a cross-layer optimization problem involving the joint optimization of two



Entropy 2021, 23, 120 22 of 137

layers of the seven-layer open systems interconnection (OSI) model. Other fundamental
gaps between network theory and information theory are covered in detail in [75–78].

Queuing and channel coding for a block fading channel with transmit CSI only, for a
single user, is discussed in [79]. In this section, we first consider optimizing rate and power
allocation for a single layer code transmission. For this scheme, the outage capacity [13]
maximizes the achievable throughput. Rate and power are optimized jointly to minimize
the overall delay. The delay is measured from the arrival of a packet at the queue until
successfully decoded, including, if needed, retransmission due to outage events.

The study in [80] considers a cross-layer system optimization approach for a single-
server queue followed by a multi-layer wireless channel encoder, as depicted in Figure 3.
The main focus is on minimizing the average delay of a packet measured from entering the
queue until successful service completion.

Encoder &


Transmitter

Fading Channel
 Receiver


Feedback channel - decoding ACK


Higher Layer


Application


Higher Layer


Application


Buffer


Figure 3. A schematic communication system with a queue buffer followed by a wireless transmitter.

2.5.1. Queue Model—Zero-Padding Queue

Next, we consider the zero-padding queue model described in [80]. It is assumed that
the transmission is performed every time the queue is not empty. If the available queue
data are less than a packet size, a frame can be generated with zero-padding to have a
valid frame for the channel encoder. We define the queuing time as the time from arrival
to completion of service, and the waiting time as the time measured from arrival until
initially being served. The queue’s waiting time analysis can be done at embedded points:
the beginning of every time slot. The random process of packet arrival random at each slot
is a deterministic process denoted by λ (bits/channel use).

The queue waiting time can be measured directly based on the queue size, as stated
on Little’s theorem [81], by normalizing the queue size by the inverse of the input rate λ.
Notice that Little’s theorem does not consider the instantaneous quantities to the average
waiting time and average queue size. The following equation defines the queue size:

Qn+1 =


Nλn+1 + Qn − NRn Nλn+1 + Qn − NRn ≥ 0

0 otherwise
, (74)

where N is the number of channel uses between slots, which is also the block length,
and λn+1 is a deterministic queue input rate λ. It is noteworthy that in a single-layer
coding, Rn is a fixed R with probability p, and it is 0 with probability 1− p. This waiting
time equation is also analyzed in ([82], Chapter 5) for a single-layer coding approach
and a deterministic arrival process, where tight bounds on the expected waiting time
are obtained. For simplicity, by normalization of the queue size by the block-length N,
the Lindley equation is obtained [83]:

q̃n+1 =


q̃n + λn+1 − Rn q̃n + λn+1 − Rn ≥ 0

0 q̃n + λn+1 − Rn < 0
, (75)

where q̃n is now the queue size in units of blocks of data corresponding to N arrivals to
the queue. In an outage approach, we have Rn = R with probability p, and Rn = 0 with a
complementary probability 1− p, which is also the outage probability. For the rest of the
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analysis, the queue equations will be normalized following (75). We specify the queuing
time equation for completeness of the definitions, which is the overall system delay for the
zero-padding queue. The overall delay must always take into account the additional delay
of service time beyond the queue’s waiting time. The normalized queue size is the waiting
time equivalent, i.e.,

qn+1 =


qn +

λn+1
λ − Rn

λ , qn − Rn
λ ≥ 0

λn+1
λ , otherwise

, (76)

where qn is a normalized queue size at a renewal slot n. In a single-layer coding approach,
it is possible to analyze the queue delay by adopting the standard M/G/1 queue model.
The input random process of an M/G/1 model follows a Poisson process, and its service
distribution is another general random process. In an outage approach, a geometrically
distributed random variable characterizes the time between services. For using the M/G/1
model, an important assumption on the system model is made: input arrives in blocks
that have the same length as the coded transmission blocks. That is, the queue equation is
normalized to the data block size of its corresponding transmission. The number of arrivals
is measured in block units, and the input process has a rate of λnorm.

Having the arrival blocks are equal in size to transmitted blocks is a limiting con-
straint since a change of transmission rate means a change in input block size. Therefore,
the M/G/1 queue model is not adopted in [80], and in the following, we use the zero-
padding queue model as described earlier.

2.5.2. Delay Bounds for a Finite Level Code Layering

We consider here K multi-layer coding, and describe the Lindley equation [81].
The queue update equation is given by

wn+1 =

{
wn + xn wn + xn ≥ 0
0 wn + xn < 0

, (77)

where xn is the update random variable, which depends on the number of code layers.
Its value represents the difference between the queue input λ and the number of layers
successfully decoded, i.e.,

xn , λ−
K

∑
i=1

νi,nRi . (78)

Random variables {νi,n}K
i=1 are associated with the outage probability as function

of layer index. The corresponding fading power thresholds are denoted by {sth,i}K
i=1.

Random variables {νi,n}K
i=1 are related to the fading thresholds as follows

νi,n =


1 sth,i ≤ sn ≤ sth,i+1

0 otherwise
, (79)

where sn is the fading power realization at the nth time-slot, and sth,K+1 = ∞. Every ran-
dom variable νi,n has a probability of being 1, denoted by pK−i+1. Note that outage
probability is

p = 1−
K

∑
i=1

pi , (80)
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in which p represents the probability that all layers cannot be decoded. The CDF of the
queue size at these embedding points requires computing the CDF at every time instant.
In this setting, the probability density dFX(τ) of X (78) is given by

dFX(x) =
K

∑
i=1

piδ

(
x− (λ−

K−i+1

∑
j=1

Rj)

)
+ pδ(x− λ) , (81)

where pi = P{sth,i ≤ sn ≤ sth,i+1} for i ∈ {1, . . . , K} and sth,K+1 = ∞. The next theorem,
discussed in detail in ([80], Appendix B), establishes upper and lower bounds on E[WK].

Theorem 1 ([80]). For a K-layer coding, the expected queue size is upper and lower bounded by

E[wK] ≥
(<K − λ)(

K
∑

i=1
pi<K−i+1 − λ)− (<K − λ)2 +

K
∑

i=1
pi(<K −<K−i+1)

2 + p<2
K

2(
K
∑

i=1
pi<K−i+1 − λ)

, (82)

and

E[wK ] ≤
2(<K − λ)(

K
∑

i=1
pi<K−i+1 − λ)− (<K − λ)2 +

K
∑

i=1
pi(<K −<K−i+1)

2 + p<2
K

2(
K
∑

i=1
pi<K−i+1 − λ)

, (83)

where <V , ∑V
j=1 Rj.

The variance of the achievable rate random variable σ2
RKL

is given by

σ2
RKL

,
K
∑

i=1
pi<2

K−i+1 − (RKL,av)
2 , (84)

where

RKL,av ,
K

∑
i=1

pi<K−i+1 . (85)

Corollary 1. Queue expected size and expected delay for K-layer coding are upper bounded by

E[wKL] ≤
σ2

RKL

2(RKL,av − λ)
− (1− λ

RKL,av
)

σ2
RKL

2RKL,av
, (86)

and the expected delay is upper bounded by

E[wλ,KL] ≤
σ2

RKL

2λ(RKL,av − λ)
− (1− λ

RKL,av
)

σ2
RKL

2RKL,avλ
, (87)

where σ2
RKL

and RKL,av are given by (84) and (85) respectively.

2.5.3. Delay Bounds for Continuum Broadcasting

A continuous broadcasting approach is considered in this section. In this approach,
the transmitter also sends multi-layer coded data. Unlike K-layer coding, the layering is a
continuous function of the channel fading gain parameter. The number of layers is not lim-
ited, and an incremental rate with a differential power allocation is associated with every
layer. The differential per layer rate is dR(s) = sρ(s)ds

1+sI(s) and ρ(s)ds is the transmit power of a
layer s. This also determines the transmission power distribution per layer [58]. The resid-
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ual interference for a fading power s is I(s) =
∫ ∞

s ρ(u)du (4). The total achievable rate for a

fading gain realization s is R(s) =
∫ s

0
uρ(u)du
1+uI(u) (6). It is possible to extend the K-layer coding

bounds shown above to this continuous broadcast setting. The bounds in (82) and (83)
could be used for broadcasting after performing the following modifications:

1. The number of layers is unlimited, that is K → ∞.
2. Since the layering is continuous, every layer i is associated with a fading gain parame-

ter s. Every rate Ri is associated with a differential rate dR(s) specified in (3).
3. The cumulative rate <K should be replaced by

RT =

∞∫
0

dR(s) . (88)

4. The sum
K
∑

i=1
pi<K−i+1 is actually the average rate and it turns to be Rbs (7) for the

continuum case.

5. Finally, in finite-level coding the expression
K
∑

i=1
pi(<K − <K−i+1)

2 + p<2
K turns out

to be

R2
d,bs ,

∞∫
0

du f (u)

RT −
u∫

0

dR(s)

2

(89)

=

∞∫
0

du f (u)

 ∞∫
u

dR(s)

2

(90)

= 2
∞∫

0

duF(u)dR(u)
∞∫

u

dR(s) , (91)

in the continuous case, where dR(u) and R(u) are specified in (3) and (6), respectively.

Corollary 2. The queue average size for a continuous code layering is upper and lower bounded by

E[wbs] ≥
RT − λ

2
+

R2
d,bs − (RT − λ)2

2(Rbs − λ)
, (92)

E[wbs] ≤ (RT − λ) +
R2

d,bs − (RT − λ)2

2(Rbs − λ)
, (93)

and the average delay is lower and upper bounded by

E[wλ,bs] ≥
RT − λ

2λ
+

R2
d,bs − (RT − λ)2

2λ(Rbs − λ)
, (94)

E[wλ,bs] ≤
RT − λ

λ
+

R2
d,bs − (RT − λ)2

2λ(Rbs − λ)
, (95)

where Rbs, RT , and R2
d,bs are specified in (7), (88), and (89) respectively.
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The variance of the achievable rate random variable σ2
Rbs

is given by

σ2
Rbs

,

∞∫
0

du f (u)[R(u)]2 − R2
bs (96)

=

∞∫
0

du f (u)

 u∫
0

dR(s)

2

− R2
bs (97)

= 2
∞∫

0

du(1− F(u))dR(u)
u∫

0

dR(s)− R2
bs (98)

= 2
∞∫

0

du(1− F(u))dR(u)R(u)− R2
bs . (99)

Corollary 3. The queue average size for a continuous code layering is upper bounded by

E[wbs] ≤
σ2

Rbs

2(Rbs − λ)
− (1− λ

Rbs
)

σ2
Rbs

2Rbs
, (100)

and the average delay is upper bounded by

E[wλ,bs] ≤
σ2

Rbs

2λ(Rbs − λ)
− (1− λ

Rbs
)

σ2
Rbs

2Rbsλ
, (101)

where Rbs and σ2
Rbs

are given by (7) and (96), respectively.

For minimizing the expected delay in the continuous layering case, it is required to
obtain the optimal ρ(s) (4) which minimizes the average queue size upper bound. As in
multi-layer coding, an analytic solution is not available and remains an open problem for
further research. However, numerical optimization is impossible here. The constraint of
optimization is a continuous function. The target functional in the optimization problem for
continuous layering does not have a localization property [59]. A functional with localiza-
tion property can be written as an integral of some target function. Our functional contains
a ratio of integrals and further multiplication of integrals, which cannot be converted to
an integral over a single target function. Such functional is also denoted as a nonlocal
functional in [59]. In such cases, it is preferable to look for an approximate representation
of the nonlocal functional, which has the localization property. Alternatively, approximate
target functions with reduced degrees of freedom may be optimized.

An interesting observation from the numerical results of [80] is that when con-
sidering delay as a performance measure, code layering could give noticeable perfor-
mance gains in terms of delay, which are more impressive than those associated with
throughput. This makes layering more attractive when communicating under stringent
delay constraints.

Analytic resource allocation optimization for delay minimization, under the simple
queue model in [80], remains an open problem for further research. In general, when layer-
ing is adopted at the transmitter, in conjunction with successive decoding at the receiver,
the first layer is decoded earlier than other layers, and it has the shortest service time.
Accounting for a different service delay per layer, the basic queue size update equation
(the Lindley equation) should be modified accordingly. The analysis of the broadcast
approach with a per layer queue is a subject for further research. The queue model which
was used in [80] is a zero-padding queue. In this model, the frame size is kept fixed every
transmission, and if the queue is nearly empty, the transmission includes zero-padded bits
on top of queue data. Optimizing the transmission strategy as a function of the queue
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size, such that no zero-padding is required, can further increase layering efficiency and
minimize the expected delay. This is a possible direction for further research.

2.6. Delay Constraints

There are various aspects in which delay constraints in communications may impact
the system design. Stringent delay constraints might not allow to capture the channel er-
godic distribution, and may benefit from a broadcast approach. This is while relaxed delay
constraints may allow transmission of long codewords that capture the channel ergodicity.
When there is a mixture of delay requirements on data using the same physical transmis-
sion resources, interesting coded transmission schemes can be considered. This is studied
in [84] as discussed in next subsections and also widely covered in [85,86]. Another aspect
is decoding multiple independent blocks, as considered in [87], and studied by its equiva-
lent channel setting, which is the MIMO parallel channel [20] and discussed in detail in the
next subsections.

2.6.1. Mixed Delay Constraints

The work in [84] considers the problem of transmission with delay-constrained (DC)
and non-delay-constrained (NDC) streams are transmitted over an SISO channel, with no
CSIT adhering to the broadcast approach for the DC stream. The DC stream comprises lay-
ers that have to be decoded within a short period of a single transmission block. The NDC
stream comprises layers that may be encoded over multiple blocks and decoded after the
complete codeword is received, potentially observing the channel ergodicity. Three overall
approaches are suggested in [84], trying to maximize the expected sum rate. Their achiev-
able rate regions over DC and NDC are examined. A DC stream is always decoded in the
presence of an NDC stream, which is treated as interference. However, before decoding
an NDC stream, the decodable DC layers can be removed, allowing NDC decoding at
the highest signal-to-interference-plus-noise ratio (SINR). A closed-form solution of the
sum-rate maximization problem can be derived for the outage and broadcast DC stream in
parallel to a single NDC layer. When NDC transmission is also composed of multi-layers,
the optimization problem of the expected sum-rate becomes much more complicated.

The joint strategy of accessing both DC and NDC parts on a single channel uses a
two-level block nesting. Every L samples define a block for the DC stream, while the
NDC stream is encoded over K such blocks, consisting of L · K samples. The NDC block
is called a super block. L is large enough for reliable communication for the DC part,
but it is much shorter than the dynamics of the slow fading process. K is large enough
to enable the empirical distribution of the fading coefficient to be similar to the real one.
Two independent streams of information are encoded. The DC stream is decoded at the
completion of each block at the decoder, at a rate dependent upon the realization of the
channel fading coefficient for that block. The NDC stream is decoded only at the completion
of the super block. All of the following proposed schemes assume superposition coding,
equivalent to symbol-wise additivity of the DC and NDC code letters. Denote by wL the
L-length codeword for the DC code for each block, and zKL the KL-length codeword for
the NDC code for each super block. Define one super block as

yk,i =
√

sk · (wk,i + zk,i) + nk,i , for i = 1, 2, . . . , L , k = 1, 2, . . . , K , (102)

where the double sub-index {k, i} is equivalent to the time index (k− 1) · L + i. Note that
slow fading channel nature was used by defining sk,i = sk. This scheme reflects a power
constraint of the form E[

∣∣wk,i + zk,i
∣∣2] ≤ P. Define RDC(s) as the achievable rate for a fading

power realization s per block. The total expected DC rate over all fading power realizations is
given by

RDC =
∫ ∞

0
fS(u)RDC(u)du . (103)
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Let RNDC designate the rate of the NDC part, which experiences enough such realiza-
tions throughout communication. When relaxing the stringent delay constraint, coding
over sufficient large blocks achieves ergodic capacity, denoted by Cerg = ES[log(1 + SP)].
Clearly, for any coding scheme RDC + RNDC ≤ Cerg.

2.6.2. Broadcasting with Mixed Delay Constraints

The superposition of DC and NDC is employed by allocating a fixed amount of power
per stream. Define the DC relative power portion as β ∈ [0, 1], that is β · P is the power
allocated for the DC stream and the rest (1− β) · P for the NDC stream. The DC part
uses the broadcast approach. During decoding of the DC part, the NDC is treated as
additional interference since during the decoding of each DC block the NDC codeword
cannot be completely received, and thus cannot be decoded nor reconstructed to assist the
DC decoding. The NDC decoder is informed of all DC decoded layers per DC codeword,
and it cancels out the decoded part from the corresponding NDC block, maximizing its
SINR for NDC decoding. By designing the two encoders like described earlier, we can
justify that both DC and NDC parts communicate over a flat fading channel with additive
Gaussian noise. The imposed noise for each part consists of the white channel noise along
with undecodable codewords of those that are undecoded yet from both parts.

The DC encoder uses superposition of an infinite number of layers, ordered using
channel fading realization s in a manner that forms a degraded broadcast channel. Per DC
message, the transmitted codeword of length L is given by

wL(m1, m2, . . . , m∞) =
∞

∑
j=1

wL
j (mj) . (104)

Designate ρ(s) to be the DC layering power distribution, which will be optimized later
on, and each layer communication scheme will try to overcome a Gaussian channel where
the fading is known to both sides. The NDC encoder sends a single message through a
block of length L · K. By random coding over a Gaussian channel, the codewords can be
generated. A total of eL·K·RNDC codewords can be used, where the channel rate RNDC relies
on the optimized channel power ρ(s) as well.

The decoders are activated by order. First, the DC decoder works on every L-block
and by successive decoding can reveal as many layers as the channel permits. It is similar to
the classic broadcast approach, except all layers suffer from an undecodable (at this stage)
interference. All DC decoders’ outputs are fed to the NDC decoder, which works after K
such blocks. After removal of the decodable DC codewords of all blocks, the NDC part
is decoded with a minimal residual interference, where the interference includes only the
undecoded DC layers. Calculating the DC rate in the presence of NDC is a direct extension
of [23], which is a special case for β = 1. Define the DC interference for a fading power s as
I(s), implying

I(s) =
∫ ∞

s
ρ(u)du , and ρ(s) = − d

ds
I(s) . (105)

It associates the undecodable layers upon a channel fading realization s as noise to the
transmission. It is restricted to the total DC allocated power

I(0) =
∫ ∞

0
ρ(u)du = βP ,

with 0 ≤ β ≤ 1.
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Lemma 1 (Achievable Expected DC Rate [84]). Any total expected DC rate RDC, which is
averaged over all fading realizations, that satisfies

RDC ≤
∫ ∞

u=0
(1− FS(u))

uρ(u)
1 + uI(u) + (1− β)Pu

du , (106)

is achievable.

Lemma 2 (Achievable Expected NDC Rate [84]). Any total expected NDC rate RNDC, which is
averaged over all fading realizations, that satisfies

RNDC ≤
∫ ∞

0
fS(u) log

(
1 +

(1− β)Pu
1 + uI(u)

)
du , (107)

is achievable.

It is possible to derive the optimal power allocation for DC layering that maximizes
the sum rate (RDC + RNDC as stated in (106) and (107), respectively. It is a function that
depends on I(s) according to (105). Specifically, the optimization problem is

I∗(s) = argmax
I(s)

{RDC + RNDC} s.t. I(0) = βP , and I(∞) = 0 . (108)

The outage approach is a simple special case of layering, where a single DC coded
layer is used. In this case, the power distribution I(s) is explicitly given by

I(s) =

{
βP if 0 ≤ s ≤ sth

0 if s > sth
, (109)

ρ(s) = βP · δ(s− sth) , (110)

where δ is the Dirac function and sth is a parameter set prior to the communication.
Constant sth may be interpreted as the fading gain threshold for single layer coding.
The advantages of this approach are low implementation complexity and ease of analysis.
The disadvantage is its sub-optimality. The outage approach is designed for a channel with
fixed fading of sth. On the one hand, if s ≥ sth, the message can be transmitted error-free at
a rate adjusted for sth. On the other hand, if s < sth, the specific transmission is useless.

Proposition 1 (Joint Optimality by Outage DC [84]). The maximizer Io(s) of (108) subject
that satisfies the form in (109) is specified by s∗th, which can be found as the solution to

fS(s∗th) log(1 + βPs∗th) = (1− FS(s∗th))
βP

(1 + Ps∗th)(1 + (1− β)Ps∗th)
. (111)

The optimal expected DC outage rate and the optimal expected NDC outage rate, which
together maximize the sum rate are

RDC,o = (1− FS(s∗th)) log
(

1 +
βPs∗th

1 + (1− β)Ps∗th

)
, (112)

RNDC,o =
∫ s∗th

0
fS(u) log

(
1 +

(1− β)Pu
1 + βPu

)
du +

∫ ∞

s∗th
fS(u) log(1 + (1− β)Pu)du . (113)

Maximizing (108) can be derived analytically by developing an Eüler Equation in
a similar way to [23]. This is done by enlarging the class of admissible functions I(s)
(as opposed to the outage approach) to be continuously differentiable and to satisfy the
boundary conditions I(0) = βP and I(∞) = 0.
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Proposition 2 (Joint Optimality by Broadcast DC ). The maximizer Ibs(s) of (108) when con-
sidering all continuously differentiable boundary conditioned functions is Ibs(s) = [ Ĩ(s)]βP

0 , where

Ĩ(x) =
1
x

(
−b(x) +

√
b2(x)− 4a(x)c(x)
2a(x)

− 1

)
, (114)

a(x) = x fS(x) , (115)

b(x) = 2(1− β)P fS(x)x2 − (1− FS(x)) , (116)

c(x) = (1− β)2P2 fS(x)x3 . (117)

The associated rates RDC,bs and RNDC,bs can be achieved by substituting it in (106) and (107).

The square root in (114) can impose a finite-length domain for Ĩ(s), that can result
in discontinuity at I(s). This situation is addressed by assigning a Dirac function at ρ(s),
which can be interpreted as a superposition of single-layer coding and continuous layering.
Figure 4 shows the relation of RDC + RNDC for the joint outage approach and the joint
broadcast approach, for selected values of β. The total expected sum-rate is the sum of the
DC rate and the NDC rate. As may be observed, if β ≤ 0.9, then the ergodic capacity can
be nearly achieved in high SNRs.
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Figure 4. Total rate for several β values and the ergodic capacity vs. the SNR P, for the flat
Rayleigh channel.

2.6.3. Parallel MIMO Two-State Fading Channel

Broadcasting over MIMO channels is still an open problem, and only sub-optimal
achievable schemes are known [23]. The work in [20] considers a two-state parallel MIMO
channel, which is equivalent to a SISO two-state channel, where decoding can be done
over multiple consecutive blocks, as studied in [87]. The work in [20] considers the slow
(block) fading parallel MIMO channel [66], where channel state is known at the receiver
only. Under this channel model, the transmitter may adopt a broadcast approach [23],
which can optimize the expected transmission rate under no transmission CSI, which is
essentially characterized by the variable-to-fixed coding [6].
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The study in [49] composes two degraded broadcast channels [24,88] into a three-
user setup: an encoder with two outputs, each driving a dual-output broadcast channel;
two decoders, where each is fed by one less-noisy broadcast channel output and one
more-noisy output of the other channel (called unmatched). This channel is referred to as
degraded broadcast product channel. For the AWGN case, the capacity region (private and
common rates) of this channel was derived [49]. In [20], the MIMO setting for the broadcast
approach is revisited, with new tools that differ from those in [23,74]. This is by analyzing
the finite-state parallel MIMO channel, where the capacity region in [49] is used to address
the multi-layering optimization problem for maximizing the expected rate of a two-state
fading [87,89,90] parallel MIMO channel.

2.6.4. Capacity of Degraded Gaussian Broadcast Product Channels

Consider the model introduced in [49], which is a two-receiver discrete memory-
less degraded product broadcast channel. The Gaussian case was addressed as a spe-
cial case. A single transmitter encodes two n-length codewords consisting of a com-
mon message w0 ∈ {1, ..., 2nR0} to be decoded by both users, and two private messages
wBA ∈ {1, ..., 2nRBA} and wAB ∈ {1, ..., 2nRAB}, one for each of the two decoding users. A sin-
gle function encodes these three messages into two codewords, where each undergoes
parallel degraded broadcast sub-channels{

y1 = x1 + n11

z1 = y1 + n12
, and

{
z2 = x2 + n21

y2 = z2 + n22
, (118)

where n11, n21 ∼ CN (0, ν−1
b ) , n21, n22 ∼ CN (0, ν−1

a − ν−1
b ). As depicted in the bold

and red parts of Figure 5, two users (namely AB and BA) receive both common and
private messages from the transmitter and independently decode the messages. This is an
unmatched setting, as y1 is less noisy than z1, and z2 is less noisy than y2. Hence, each of the
users has one less-noisy channel output alongside another, which is the noisier output of
the other sub-channel. Following ([49], Theorem 2), which shows this case, and exploiting
symmetry for equal power allocation to both sub-channels, optimal allocation is expected
to be achieved by equal common rate allocation to every user (state). Denoting ᾱ = 1− α,
the capacity region (R0, RBA, RAB) is

rR0 ≤ log
(

1 + νaαP
1+νa ᾱP

)
+ log

(
1 + νbαP

1+νb ᾱP

)
, (119)

R0 + RBA = R0 + RAB ≤ log
(

1 + νaαP
1+νa ᾱP

)
+log(1 + νbP) , (120)

R0 + RBA + RAB ≤ log(1 + νbP) + log
(

1 + νaαP
1+νa ᾱP

)
+ log(1 + νbᾱP). (121)
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Figure 5. Encoding–decoding scheme of the 2 receiver Gaussian degraded product broadcast channel with users: AA, AB,
BA, BB.
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2.6.5. Extended Degraded Gaussian Broadcast Product Channels

The classical product channel is extended by introducing two dual-input receivers
in addition to the original two. The first gets the two more noisy channel outputs
(z1, y2), whereas the second receives the two less noisy outputs (z2, y1). To support
this, two messages wAA and wBB are added. The total two n-length codewords are
the superposition of three codewords by independent encoders as follows (X1, X2) =
fAA(wAA) + fcr(w0, wBA, wAB) + fBB(wBB), where subscript cr stands for crossed states
((A, B) or (B, A)). See Figure 5 for an illustration.

Stream AA is decoded first, regardless of whether the others can be decoded (this is
done by treating all the other streams as interference). Then, both streams AB and BA,
including their common stream subscripted 0 can be decoded after removing the AA impact
from their decoder inputs (treating the BB stream as interference). Finally, removing all the
above decoded streams allows decoding stream BB. From (121), we have

RAA ≤ 2 log
(

1 + αAAP
ν−1

a +ᾱAAP

)
, (122)

RAA + R0 ≤ 2 log
(

1 + αAAP
ν−1

a +ᾱAAP

)
+ log

(
1 + ααcrP

ν−1
b +(ᾱαcr+αBB)P

)
+ log

(
1 + ααcrP

ν−1
a +(ᾱαcr+αBB)P

)
, (123)

RAA + R0 + RBA = RAA + R0 + RAB

≤ 2 log
(

1 + αAAP
ν−1

a +ᾱAAP

)
+ log

(
1 + ααcrP

ν−1
a +(ᾱαcr+αBB)P

)
+ log

(
1 + αcrP

ν−1
b +αBBP

)
, (124)

RAA + R0 + RBA + RAB

≤ 2 log
(

1 + αAAP
ν−1

a +ᾱAAP

)
+ log

(
1 + αcrP

ν−1
b +αBBP

)
+ log

(
1 + ααcrP

ν−1
a +(ᾱαcr+αBB)P

)
+ log

(
1 + ᾱαcrP

ν−1
b +αBBP

)
, (125)

RAA + R0 + RBA + RAB + RBB

≤ 2 log
(

1 + αAAP
ν−1

a +ᾱAAP

)
+ log

(
1 + αcrP

ν−1
b +αBBP

)
+ log

(
1 + ααcrP

ν−1
a +(ᾱαcr+αBB)P

)
+ log

(
1 + ᾱαcrP

ν−1
b +αBBP

)
+ 2 log

(
1 + αBBP

ν−1
b

)
, (126)

where αAA, αcr, αBB ∈ [0, 1] are the relative power allocations for the subscripted letters
αAA + αcr + αBB = 1, and α ∈ [0, 1] is the single user private power allocation within the
unmatched channel.

2.6.6. Broadcast Encoding Scheme

Adding a message splitter at the transmitter and channel state-dependent message
multiplexer at the receiver enriches the domain. Figure 6 illustrates the encoding and
decoding schemes. During decoding, the four possible channel states S = (S1, S2) impose
different decoding capabilities. If S = (A, A), then gAA(·) can reconstruct wAA to achieve
a total rate of RAA. For S = (B, A), gBA(·) is capable of reconstructing three messages
(wAA, w0, wBA) with sum rate of RAA + R0 + RBA. Similarly for S = (A, B), gAB(·) recon-
structs (wAA, w0, wAB) with sum rate RAA + R0 + RAB. When both channels are permissive
S = (B, B), all five messages (wAA, w0, wBA, wAB, wBB) are reconstructed at gBB(·) under
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the rate RAA + R0 + RBA + RAB + RBB. Recall that a single user transmission is of interest
here, thus the expected rate of the parallel channel underhand can be expressed by

Rave = P2
ARAA + PAPB(RAA + R0 + RAB)

+ PBPA(RAA + R0 + RBA)

+ P2
B(RAA + R0 + RBA + RAB + RBB) . (127)

Using (126), and since both channels have identical statistics leading to RAB = RBA,
the achievable average rate is

Rave = 2(PA + PB)
2 log(1 + νaP) + R0(1− αAA)

+ R1(1− αAA − ααcr) + R2(1− αAA − αcr) , (128)

where the new notations are

R0(α0) = [(PA + PB)
2 − P2

A] log(1 + νbα0P)− [(PA + PB)
2 + P2

A] log(1 + νaα0P) , (129)

R1(α1) = P2
B log(1 + νbα1P)− [(PA + PB)

2 − P2
A] log(1 + νaα1P) , (130)

R2(α2) = −2PAPB log(1 + νbα2P) . (131)

and the arguments satisfy α0 = 1 − αAA, α1 = 1 − αAA − ααcr, and α2 = 1 − αAA −
αcr = αBB. Note that R0(α0) and R1(α1) are not obliged to be positive, as they can be
negative for some scenarios, and R2(α2) is non-positive by definition. Denoting the domain
D′ of valid power allocations vector α′ = [α, αAA, αcr, αBB]

T ∈ [0, 1]4 and the operator
[x]+ = max{0, x} yield the following proposition.
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ŵ(BA)
AA , ŵ(BA)
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Figure 6. Encoding and decoding scheme of the two receiver Gaussian degraded product broadcast channel broadcast approach.

Proposition 3. The maximal sum rate of the symmetric two parallel two state channel over all
power allocations is

max
α′∈D′

Rave(α
′) = 2(PA + PB)

2 log(1 + νaP) + max
0≤αAA≤1

{
R0(1− αAA) + R1(α

opt
1 (αAA))

}
, (132)

where

α
opt
1 (αAA) = max{0, min{1− αAA, α∗1}} , (133)

α∗1 =
P2

Bνb − [(PA + PB)
2 − P2

A]νa

[(PA + PB)2 − P2
A − P2

B]νaνbP
, (134)

and the latter solves ∂
∂α1

R1(α
∗
1) = 0.

Corollary 4. The optimal power allocation for the state (B, B) is α
opt
BB = 0.
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This is true for any set of parameters νa, νb, PA, PB, even if PB → 1 and νb � νa.
Inherently, a penalty occurs when trying to exploit the double permissive state.

Corollary 5. Under the optimal power allocation, αopt(αAA) = 1− α
opt
1 (αAA)/(1− αAA).

This removes a degree of freedom in the optimization problem.
Using these corollaries, and the notationα′ = [α, αAA, αcr, αBB]

T instead ofα = [α0, α1, α2]
T,

we have the following theorem.

Theorem 2. The maximal sum rate of the symmetric two-parallel two-state channel over all
allocations α′ ∈ D′ is

Ropt
ave = 2(PA + PB)

2 log(1 + νaP) + max
0≤αAA≤1

{
R0(1−αAA)+R1((1−αAA)·(1−αopt(αAA)))

}
, (135)

where

rClαopt(αAA) =

[
min

{
1, 1− P2

Bνb−[(PA+PB)
2−P2

A ]νa
2PA ·PB ·νaνbP(1−αAA)

}]
+

. (136)

Denoting the argument of the maximization as α
opt
AA, the optimal power allocation vector is

α′opt = [αopt(αAA), α
opt
AA, 1− α

opt
AA, 0]>.

From Proposition 3 and by setting α1 = 1− αAA − ααcr = (1− αAA)(1− α), it can be
observed that the optimal allocation for state BB is αBB = 0. For evaluation of the advantage
of the joint αAA and α, the following sub-optimal schemes are compared: (a) independent
broadcasting; (b) privately broadcasting; and (c) only common broadcasting. A scheme
for which the encoder disjointly encodes different messages into each single channel of
the parallel channel using the broadcast approach over the fading channel is denoted
by independent broadcasting. The broadcast approach for fading SISO channel relies on
two main operations: superposition coding by layering at the transmitter; and successive
interference cancellation at the receiver. The maximal expected sum rate of the symmetric
two parallel two state channel under independent broadcasting is

Rind-bc,opt
ave = 2(PA + PB) log

(
1+νa P

1+νa(1−αind-bc,opt)P

)
+ 2PB log

(
1 + νb(1− αind-bc,opt)P

)
,

αbc,opt =
[
min

{
1, 1− PBνb−(PA+PB)νa

PAνaνbP

}]
+

. (137)

A scheme for which no power is allocated for the common stream in the (B, A) and
(A, B) states (message w0) is called privately broadcasting. This scheme is equivalent to
setting α = 0 in Theorem 2, thus allocating encoding power from the common stream
(R0 = 0) to the other streams RAA, RAB, RBA and RBB, which achieves optimality for

α
prv-bc,opt
AA =

[
min

{
1, 1− [PB−PA ]νb−[PB+PA ]νa

2PAνaνbP

}]
+

. (138)

A scheme for which all of the crossed state power is allocated only to the common
stream (message w0) and no power is allocated to the private messages (no allocation
for messages wAB and wBA) is called only common broadcasting. This scheme is equivalent
to setting α = 1 in Theorem 2, thus allocating encoding power from the private streams
(RAB = RBA = 0) to the other streams RAA, R0 and RBB, which achieves optimality for

α
cmn-bc,opt
AA =

[
min

{
1,1− [(PA+PB)

2−P2
A ]νb−[(PA+PB)

2+P2
A ]νa

2P2
AνaνbP

}]
+

. (139)
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The result in Theorem 2 differs from the one presented in [87] for the two-parallel
two state channel. In [87] it is chosen to transmit only common information to the pairs
(A, B) and (B, A). (Ref. [87], Equation (39)) clearly states that for the crossed states (A, B)
and (B, A) only common rate is used without justification. It is further claimed that this is
an expected rate upper bound for some power allocation. The result in (137) proves that
broadcasting common information only, i.e., α = 1 is sub-optimal, and does not yield the
maximal average rate.

2.7. Broadcast Approach via Dirty Paper Coding

We conclude this section by noting the relevance of dirty paper coding (DPC) to
the broadcast approaches discussed. Even though the central focus of the broadcast
approaches discussed is superposition coding, all these approaches can be revisited by
instead adopting dirty paper coding. Information layers generated by a broadcast approach
interfere with one another with the key property that the interference is known to the
transmitter. DPC enables effective transmission when the transmitted signal is corrupted by
interference (and noise in general) terms that are known to the transmitter. This is facilitated
via precoding the transmitted signal by accounting for and canceling the interference.

DPC plays a pivotal role in the broadcast channel. It is an optimal (capacity-achieving)
scheme for the multi-antenna Gaussian broadcast channel [47,50] with general message
sets and effective, in the form of binning, for the general broadcast channel with degraded
message sets [22]. To discuss the application of the DPC in the broadcast approach, consider
the single-user channel with a two-state fading process, that is for the model in (1) we have
h ∈ {hw, hs} where |hw| < |hs|, rendering the following two models in these two states:

yw = hwx + nw , (140)

ys = hsx + ns , (141)

which can be also considered a broadcast channel with two receivers with channels hw and
hs. The broadcast region for this channel can be achieved by both superposition coding
and DPC. When the noise terms have standard Gaussian distribution, the capacity region
is characterized by all pairs

Rw ≤
1
2

log
(

1 +
αP|hw|2

1 + (1− α)P|hw|2
)

, (142)

Rs leq
1
2

log
(

1 + (1− α)P|hs|2
)

. (143)

over all α ∈ [0, 1]. This capacity region is achievable by superposition coding of two
information layers xw and xs with rates Rw and Rs to transmit x = xw + xs. The same region
can be achieved by DPC, where xw is generated and decoded as done in superposition
coding, and xs is designed by treating xw as the interference known to the transmitter
non-causally. It is noteworthy that the original design of DPC in [91] the non-causally
known interference term is modeled as additive Gaussian noise. However, as shown in [92],
the interference term can be any sequence, like a Gaussian codeword, and still achieve the
same capacity region.

The operational difference of superposition coding and DPC at the receiver side is
that when using superposition coding, at the stronger receiver, the layers xw and xs have to
be decoded sequentially, while when using DPC, the two layers can be decoded in parallel.
This observation alludes to an operational advantage of DPC over superposition coding:
while both achieving the capacity region, DPC imposes shorter decoding latency.

3. The Multiple Access Channel
3.1. Overview

As discussed in detail in Section 2, CSI uncertainties result in degradation in com-
munication reliability. Such degradations can be further exacerbated as we transition
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to multiuser networks consisting of a larger number of simultaneously communicating
users. Irrespective of multiuser channel models, a common realistic assumption is that
slowly varying channels can be estimated by the receivers with high fidelity, providing
the receivers with the CSI. Acquiring the CSI by the transmitters can be further facilitated
via feedback from the receivers. However, feedback communication is often infeasible
or incurs additional communication and delay costs, which increase significantly as the
number of transmitters and receivers grows in the network.

This section focuses on the multi-access channel, consisting of multiple users with
independent messages communicating with a common receiver. The channels undergo
slow fading processes. Similar to the setting considered in Section 2, it is assumed that the
receivers can acquire the CSI with high fidelity (e.g., through training sessions). While the
receiver has perfect and instantaneous access to the states of all channels, the transmitters
are either entirely or partially oblivious to the CSI, rendering settings in which the trans-
mitters face CSI uncertainty. The information-theoretic limits of the MAC when all the
transmitters and receivers have complete CSI are well-investigated [7,93,94]. Furthermore,
there is a rich literature on the MAC’s information-theoretic limits under varying degrees of
availability of instantaneous CSIT. Representative studies on the capacity region include the
impact of degraded CSIT [95], quantized and asymmetric CSIT [96], asymmetric delayed
CSIT [97], non-causal asymmetric partial CSIT [98], and symmetric noisy CSIT [99]. Bounds
on the capacity region of the memoryless MAC in which the CSIT is made available to
a different encoder in a causal manner are characterized in [100]. Counterpart results
are characterized for the case of common CSI at all transmitters in [101], which are also
extended in [102] to address the case in which the encoder compresses previously trans-
mitted symbols and the previous states. The study in [103] provides an inner bound on
the capacity region of the discrete and Gaussian memoryless two-user MAC in which the
CSI is made available to one of the encoders non-causally. An inner bound on the capacity
of the Gaussian MAC is derived in [104] when both encoders are aware of the CSI in a
strictly causal manner. The capacity region of a cooperative MAC with partial CSIT is
characterized in [105]. The capacity region of the multiuser Gaussian MAC in which each
interference state is known to only one transmitter is characterized within a constant gap
in [106]. A two-user generalized MAC with correlated states and non-causally known CSIT
is studied in [107]. In [108], a two-user Gaussian double-dirty compound MAC with partial
CSIT is studied. The capacity regions of a MAC with full and distributed CSIT are analyzed
in [109]. A two-user cooperative MAC with correlated states and partial CSIT is analyzed
in [110]. The study in [111] characterizes inner and upper bounds on the capacity region of
a finite-state MAC with feedback.

Despite the rich literature on the MAC with full CSIT, when the transmitters can
acquire only the probability distribution of the fading channel state, without any instan-
taneous CSIT, the performance limits are not fully known. The broadcast approach is
investigated for the two-user MAC with no CSIT in [73,89,90,112–114]. The multiple access
channel is primarily studied in [73,89,90,112–114]. Specifically, the effectiveness of a broad-
cast strategy for multiuser channels is investigated in [73,90,112] for the settings in which
the transmitters are oblivious to all channels, and in [89,114] for the settings in which each
transmitter is oblivious to only channels linking other users to the receiver. Specifically,
when the transmitters are oblivious to all channels, the approaches in [73] and [112] adopt
the broadcast strategy designed for single-user channels and directly apply it to the MAC.
As a result, each transmitter generates a number of information streams, each adapted to a
specific realization of the direct channel linking the transmitter to the receiver. The study
in [90] takes a different approach based on the premise that the contribution of each user
to the overall performance of the multiple access channel not only depends on the direct
channel linking this user to the receiver, but it is also influenced by the relative qualities of
the other users’ channels. Hence, it proposes a strategy in which the information streams
are generated and adapted to the channel’s combined state resulting from incorporating all
individual channel states. The setting in which the transmitters have only local CSIT, that is,
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each transmitter has the CSI of its direct channel to the receiver while being unaware of the
states of other users’ channels, is studied in [89,114]. Medium access without transmitter
coordination is studied in [115].

The remainder of this section is organized as follows. This section focuses primarily
on the two-user MAC, for which we provide a model in Section 3.2. We start by discussing
the settings in which the transmitters have access to only the statistical model of the
channel, and they are oblivious to the channel model in Section 3.4 with an emphasis
on continuous channel models. Next, we focus on the setting in which the receiver has
full CSI, and the transmitters have only the statistical model of the CSI and review two
broadcast approaches in Sections 3.5 and 3.6. The focus of these two subsections is two-state
discrete channel models. Their generalization to multi-state channels will be discussed
in Section 3.7. Finally, we will review two broadcast approach solutions for settings with
local (partial) CSIT in Sections 3.8 and 3.9. The focus of these two subsections are on the
two-state discrete channel models, and their generalization to the multi-state models is
discussed in Section 3.10.

+

+

+

+
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y12
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n22
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Figure 7. Equivalent degraded broadcast channel corresponding to a two-user four state multiple
access channel with channel gains s1 and s2.

3.2. Network Model

Consider a two-user multiple access channel, in which two independent users transmit
independent messages to a common receiver via a discrete-time Gaussian multiple-access
fading channel. All the users are equipped with one antenna, and the random channel coef-
ficients are statistically independent. The fading process is assumed to remain unchanged
during each transmission cycle and can change to independent states afterward. The users
are subject to an average transmission power constraint P. By defining xi as the signal of
transmitter i ∈ {1, 2} and hi as the coefficient of the channel linking transmitter i ∈ {1, 2}
to the receiver, the received signal is

y = h1x1 + h2x2 + n , (144)

where n accounts for the AWGN with mean 0 and variance 1. We consider both continuous
and discrete models for the channel.

3.2.1. Discrete Channel Model

Each of the channels, independently of the other one, can be in one of the finite distinct
states. We denote the number of states by ` ∈ N and denote the distinct values that h1
and h2 can take by {√sm : m ∈ {1, . . . , `}}. Hence the multiple access channel can be
in one of the combined `2 states. By leveraging the broadcast approach (c.f. [23,25,112]),
the communication model in (144) can be equivalently presented by a broadcast network
that has two inputs x1 and x2 and `2 outputs, each corresponding to one channel state
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combination. Each output corresponds to one possible combinations of channels h1 and h2.
We denote the output corresponding to the combination h1 =

√
sm and h2 =

√
sn by

ymn =
√

smx1 +
√

snx2 + nmn , (145)

where nmn is a standard Gaussian random variable for all m, n ∈ {1, . . . , `}. Figure 7 depicts
this network for the case of the two-state channels (` = 2). Without loss of generality and
for the convenience in notations, we assume that channel gains {sm : m ∈ {1, . . . , `}} take
real positive values and are ordered in the ascending order, i.e., 0 < s1 < s2 < · · · < s`.
We define pmn as the probability of the state (h1, h2) = (sm, sn). Accordingly, we also
define qm = ∑`

n=1 pmn and pn = ∑`
m=1 pmn. We will focus throughout the section on the

case of symmetric average transmission power constraints, i.e., P1 = P2 = P, whereas the
generalization to the case of asymmetric power constraints is straightforward.

3.2.2. Continuous Channel Model

In the continuous channel model, the fading coefficients h1 and h2 take a continuous
of values that follow known statistical models. These statistical models are known to
the transmitter and receiver. We denote the fading powers by s1 = |h1|2 and s2 = |h2|2.
Depending on channel realizations, denote the channel output when the channel gains are
s1 and s2 by

ys1s2 =
√

s1x1 +
√

s2x2 + ns1s2 . (146)

Throughout this section, we use the notation C(x, y) = 1
2 log2

(
1 + x

y+ 1
P

)
.

We review settings in which the transmitters are either fully oblivious to all channels or
have local CSIT. That is, each transmitter 1 (2) knows channel h1 (h2) while being unaware
of channel h2 (h1). We refer to this model by L-CSIT, and similarly to the N-CSIT setting,
we characterize an achievable rate region for it.

3.3. Degradedness and Optimal Rate Spitting

The broadcast approach’s hallmark is a designating an order of degradedness among
different network realizations based on their qualities. Designating degradedness in the
single-user single-antenna channel arises naturally, as discussed in Section 2. However,
for the multiuser networks, there is no natural notion of degradedness, and any ordering
approach will at least bear some level of heuristics. In the broadcast approaches that we
discuss in this section for the MAC, we use the capacity region of the multiple access
channels under different network states. Based on this notion of degradedness, once one
of the channels improves, the associated capacity region expands, alluding the to the
possibility of sustaining higher reliable rates.

3.4. MAC without CSIT—Continuous Channels

We start by discussing the canonical Gaussian multiple-access channel in which the
channels undergo a continuous fading model in (146). This is the setting that is primarily
investigated in [73]. To formalize this approach, we define Ri(s) as the reliability communi-
cated information rate of transmitter i at fading level s. Similarly to the single-user channel,
we define ρi(s) as the power assigned to the infinitesimal information layer of transmitter i
corresponding to fading power s. Accordingly, we define the interference terms

Ii(s) =
∫ ∞

s
ρi(u) du . (147)
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when the channels fading powers are s1 and s2, we define SNRi(s1, s2) as the effective SNR
of transmitter i. These SNR terms satisfy

SNR1(s1, s2) =
s1

1 + s2 I2(SNR2(s1, s2))
,

SNR2(s1, s2) =
s1

1 + s2 I1(SNR1(s1, s2))
.

(148)

Hence, corresponding to this channel combination, the rate that transmitter i can
sustain reliability is

Ri(s1, s2) =
∫ SNRi(s1,s2)

0

−udIi(u)
1 + uIi(u)

, (149)

and subsequently, the expected rate of transmitter i is

R̄i = E[Ri(s1, s2)] =
∫ ∞

0
(1− Fi(u))

−udIi(u)
1 + uIi(u)

, (150)

where Fi denotes the CDF of SNRi(s1, s2). Any resource allocation or optimization problem
over the average rates R̄1 and R̄2 consists in determining the power allocation functions
ρi(s). For instance, finding the transmission policy that yields the maximum average rate
R̄1 + R̄2 boils down to designing functions ρ1 and ρ2. The same formulation can be readily
generalized to the K-user MAC, in which we designate a power allocation function to each
transmitter, accordingly define the interference functions, the achievable rates for each
specific channel realization, and the average rate of each user.

3.5. MAC without CSIT—Two-State Channels: Adapting Streams to the Single-User Channels

We continue by reviewing finite-state multi-access channels. This setting is first inves-
tigated in [112] for the two-state discrete channel model. As suggested in [112], one can
readily adopt the single-user strategy of [25] and split the information stream of a transmit-
ter into two streams, each corresponding to one fading state, and encodes them indepen-
dently. Recalling the canonical model in (146), let us refer to the channel with the fading
gains s1 and s2 as weak and strong channels, respectively (We will use this strong versus
weak dichotomous model throughout Section 3).The two encoded information streams
are subsequently superimposed and transmitted over the channel. One of the streams,
denoted by W1, is always decoded by the receiver, while the second stream, denoted by
W2, is decoded only when the channel is strong.

This strategy is adopted and directly applied to the multiple access channel in [112].
Specifically, it generates two coded information streams per transmitter, where the streams
of user i ∈ {1, 2} are denoted by {Wi

1, Wi
2}. Based on the channels’ actual realizations, a

combination of these streams is successively decoded by the receiver. In the first stage, the
baseline streams W1

1 and W2
1 , which constitute the minimum amount of guaranteed infor-

mation, are decoded. Additionally, when the channel between transmitter i and the receiver,
i.e., hi is strong, in the second stage information stream Wi

2 is also decoded. Table 1 depicts
the decoding sequence corresponding to each of the four possible channel combinations.

Table 1. Successive decoding order when adapting the layers to the single-user channels.

(h2
1, h2

2) Decoding Stage 1 Decoding Stage 2

(s1, s1) W1
1 , W2

1

(s2, s1) W1
1 , W2

1 W1
2

(s1, s2) W1
1 , W2

1 W2
2

(s2, s2) W1
1 , W2

1 W1
2 , W2

2
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Based on the codebook assignment and decoding specified in Table 1, the equivalent
multiuser network is depicted in Figure 8. The performance limits on the rates are character-
ized by delineating the interplay among the rates of the four codebooks {W1

1 , W2
1 , W1

2 , W2
2 }.

We denote the rate of codebook W j
i by R(W j

i ). There are two ways of grouping these rates
and assessing the interplay among different groups. One approach would be analyzing
the interplay between the rate of the codebooks adapted to the weak channels and the
codebooks’ rate adapted to the strong channels. The second approach would be analyzing
the interplay between the rates of the two users. In a symmetric case and in the face of
CSIT uncertainty, a natural choice will be the former approach. For this purpose, define
Rw = R1

1 + R2
1 and Rs = R1

2 + R2
2 as the rate of the codebooks adapted to the weak and

strong channels, respectively. The study in [112] characterizes the capacity region of the
pair (Rw, Rs) achievable in the Gaussian channel, where it is shown that superposition
coding is the optimal coding strategy. The capacity region of this channel is specified in the
following theorem.
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Figure 8. Equivalent network when adapting the layers to the single-user channels (no CSIT).

Theorem 3 ([112]). The (Rw, Rs) capacity region for the channel depicted in Figure 8 is given by
the set of all rates satisfying

Rw ≤ C(2s1(1− β) , 2s1β) , (151)

Rs ≤ C(2s2 , 0) , (152)

for all β ∈ [0, 1].

3.6. MAC without CSIT—Two-State Channels: State-Dependent Layering

In the approach of Section 3.5, each transmitter adapts its transmission to its direct
link to the receiver without regards for the channel linking the other transmission to the
receiver. However, the contribution of user i ∈ {1, 2} to a network-wide performance
metric (e.g., sum-rate capacity) depends not only on the quality of the channel hi, but also
on the quality of the channel of the other user. This motivates adapting the transmission
scheme of each transmitter to the MAC’s combined state instead of the individual channels.
As investigated in [90,113] adapting to the network state can be facilitated by assigning
more information streams to each transmitter and adapting them to the combined effect
of both channels. Designing and assigning more than two information streams to each
transmitter allows for a finer resolution in successive decoding, which in turn expands the
capacity region characterized in [112].

To review the encoding and decoding scheme as well as the attendant rate regions,
we start by focusing on the two-state discrete channel model. This setting furnishes the
context to highlight the differences between streaming and successive decoding strategy
in this section and those investigated in Section 3.5. By leveraging the intuition gained,
the general multi-state discrete channel model will be discussed in Section 3.6.
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In the approach that adapts the transmissions to the combined network states, each trans-
mitter splits its message into four streams corresponding to the four possible combina-
tions of the two channels. These codebooks for transmitter i ∈ {1, 2} are denoted by
{Wi

11, Wi
12, Wi

21, Wi
22}, where the information stream Wi

uv is associated with the channel
realization in which the channel gain of user i is sv, and the channel gain of the other user is
su. These stream assignments are demonstrated in Figure 9. The initial streams {W1

11, W2
11}

account for the minimum amount of guaranteed information, which are adapted to the
channel combination (h2

1, h2
2) = (s1, s1) and they should be decoded by all four possible

channel combinations. When at least one of the channels is strong, the remaining codebooks
are grouped and adapted to different channel realizations according to the assignments
described in Figure 9. Specifically:

• The second group of streams {W1
12, W2

21} are reserved to be decoded in addition to
{W1

11, W2
11} when h1 is strong, while h2 is still weak.

• Alternatively, when h1 is weak and h2 is strong, instead the third group of streams,
i.e., {W1

21, W2
12}, are decoded.

• Finally, when both channels are strong, in addition to all the previous streams, the
fourth group {W1

22, W2
22} is also decoded.

The order in which the codebooks are successively decoded in different network states
is presented in Table 2. Based on this successive decoding order, channel gain state (s1, s1) is
degraded with respect to all other states (i.e., the capacity region of the MAC corresponding
to receiver y11 is strictly smaller than those of the other three receivers), while (s1, s2)
and (s2, s1) are degraded with respect to (s2, s2). Clearly, the codebook assignment and
successive decoding approach presented in Table 2 subsumes the one proposed in [112]
presented in Table 1. In particular, Table 1 can be recovered as a special case of Table 2 by
setting the rates of the streams {W1

21, W2
21, W1

22, W2
22} to zero. The codebook assignment

and decoding order discussed leads to the equivalent multiuser network with two inputs
{x1, x2} and four outputs {y11, y12, y21, y22}, as depicted in Figure 10. Each receiver is
designated to decode a pre-specified set of codebooks.
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Figure 9. Streaming and codebook assignments by user 1 and user 2.
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Figure 10. Equivalent network when adapting the layers to the multiple-access channel (no CSIT).
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Table 2. Successive decoding order of the streams adapted to the MAC.

(h2
1, h2

2) Stage 1 Stage 2 Stage 3

(s1, s1) W1
11, W2

11

(s2, s1) W1
11, W2

11 W1
12, W2

21

(s1, s2) W1
11, W2

11 W1
21, W2

12

(s2, s2) W1
11, W2

11 W1
12, W2

12, W1
21, W2

21 W1
22, W2

22

Next, we delineate the region of all achievable rates Ri
uv for i, u, v ∈ {1, 2}, where Ri

uv
accounts for the rate of codebook Wi

uv. Define βi
uv ∈ [0, 1] as the fraction of the power that

transmitter i allocates to stream Wi
uv for u ∈ {1, 2} and v ∈ {1, 2}, where we clearly have

∑2
u=1 ∑2

v=1 βi
uv = 1. For the simplicity in notations, and in order to place the emphasis on

the interplay among the rates of different information streams, we focus on a symmetric
setting in which relevant streams in different users have identical rates, i.e., rates of
information streams W1

uv and W2
uv, denoted by R1

uv and R2
uv respectively, are the same,

and it is denoted by Ruv, i.e., Ruv = R1
uv = R2

uv.

Theorem 4 ([90]). The achievable rate region of the rates (R11, R12, R21, R22) for the channel
depicted in Figure 10 is the set of all rates satisfying:

R11 ≤ r11 (153)

R12 ≤ r12 (154)

R21 ≤ r21 (155)

R12 + R21 ≤ r1 (156)

2R12 + R21 ≤ r′12 (157)

R12 + 2R21 ≤ r′21 (158)

R22 ≤ r22 , (159)

over all possible power allocation factors βi
uv ∈ [0, 1] such that Σ2

u=1Σ2
v=1βi

uv = 1, where by
setting β̄uv = 1− βuv we have defined

r11 = min
{ 1

2
C
(
2s1β11, 2s1 β̄11

)
, C
(
s1β11, (s1 + s2)β̄11

) }
, C
(
s2β12, s1(β12 + β22) + s2(β21 + β22))

)}
, (160)

r12 = min
{ 1

2
C
(
2α2β12, 2α2β22

)
, C
(
α2β12, α1(β12 + β22) + α2(β21 + β22))

)}
, (161)

r21 = min
{ 1

2
C
(
2s2β21, 2s2β22

)
, C
(
s1β21, s1(β12 + β22) + s2(β21 + β22)

) }
, (162)

r1 = min
{ 1

2
C
(
2s2(β12 + β21), 2s2β22

)
, C
(
s1β21 + s2β12, s1(β12 + β22) + s2(β21 + β22)

)}
,

r′12 = C
(
s2(2β12 + β21) , 2s2β22

)
, (163)

r′21 = C
(
s2(β12 + 2β21) , 2s2β22

)
, (164)

r22 =
1
2

C
(
2s2β22 , 0

)
. (165)

Proof. The proof follows from the structure of the rate-splitting approach presented in
Figure 9 and the decoding strategy presented in Table 2. The detailed proof is provided
in ([90], Appendix B).

In order to compare the achievable rate region in Theorem 4 and the capacity region
presented in Theorem 3, we group the information streams in the way that they are ordered
and decoded in [112]. Specifically, the streams {W1

21, W2
21, W1

22, W2
22} are allocated zero

power. Information streams W1
11 and W2

11 are adapted to the weak channels, and the
information streams W2

12 and W2
12 are reserved to be decoded when one or both channels

are strong. Information streams adapted to the strong channels are grouped, and their rates
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are aggregated, and those adapted to the weak channels are also groups, and their rates
are aggregated. Based on this, the region presented in Theorem 4 can be used to form the
sum-rates Rw = (R1

11 + R2
11) and Rs = (R1

12 + R2
12).

Theorem 5 ([90]). By setting the power allocated to streams {W1
21, W2

21, W1
22, W2

22} to zero,
the achievable rate region characterized by Theorem 4 reduces to the following region, which coincides
with the capacity region characterized in [112].

Rw ≤ min{a3, a6, a9, a4 + a8} , (166)

and Rs ≤ C
(

s2β1
12 + s2β2

12 , 0
)

, (167)

where we have defined

a3 =C
(

s1(β1
11 + β2

11), s1(β̄1
11 + β̄2

11)
)

, (168)

a4 =C
(

s1β1
11 , s1 β̄1

11 + s2 β̄2
11

)
, (169)

a6 =C
(

s1β1
11 + s2β2

11 , s1 β̄1
11 + s2 β̄2

11

)
, (170)

a8 =C
(

s1β2
11 , s2 β̄1

11 + s1 β̄2
11

)
, (171)

a9 =C
(

s2β1
11 + s1β2

11 , s2 β̄1
11 + s1 β̄2

11

)
. (172)

Proof. See ([90], Appendix D).

Figure 11 quantifies and compares the achievable rate region characterized in Theo-
rems 4 and 5 with the capacity region characterized in Theorem 3. The regions presented in
Theorems 4 and 5 capture the interplay among the rates of the individual codebooks and
the capacity region of Theorem 3 characterize the trade-off between the sum-rates of the
information streams adapted to the weak and strong channels. To have a common ground
for comparisons, the result of Theorems 4 and 5 can be presented to signify the codebooks
of the weak and strong channel states. Recall that earlier we defined the sum-rates

Rw = R1
11 + R2

11 , and Rs = R1
12 + R2

12 . (173)

Accordingly, for the coding scheme (Table 2) we define

R̄w = R1
11 + R2

11 + R1
21 + R2

21 + R1
12 + R2

12 , (174)

and R̄s = R1
22 + R2

22 . (175)

Based on these definitions, Figure 11 demonstrates the regions described by (Rw, Rs)
and (R̄w, R̄s), in which the transmission SNR is 10, the channel coefficients are (

√
s1,
√

s2) =
(0.5, 1), and the regions are optimized over all possible power allocation ratios. The
numerical evaluation in Figure 11 depict that the achievable rate region in Theorem 4
subsumes that of Theorem 5 (and subsequently, that of 3), and the gap between the two
regions diminishes as the rates of the information layers adapted to the strong channels
increases, i.e., Rs and R̄s increase. Next, in order to assess the tightness of the achievable
rate regions, we present an outer bound on the capacity region of the network in Figure 10.

Theorem 6 ([90]). An outer bound for the capacity region of the rates (R11, R12, R21, R22) for the
channel depicted in Figure 10 is the set of all rates satisfying:

R11 ≤
1
2

a3 , R12 ≤
1
2

a24 , R21 ≤
1
2

a27 , R22 ≤ r22 ,
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where we have defined

a24 = C
(

s2β1
12 + s2β2

12 , s2β1
22 + s2β2

22

)
, (176)

a27 = C
(

s2β1
21 + s2β2

21 , s2β1
22 + s2β2

22

)
, (177)

r22 =
1
2

C
(
2s2β22 , 0

)
. (178)

Figure 12 compares the outer bound specified in Theorem 6 and the achievable rate re-
gion presented in Theorem 4 for SNR values 1 and 5, and the choice of (

√
s1,
√

s2) = (0.5, 1).
Corresponding to each SNR, this figure illustrates the capacity region obtained in Theorem 3,
as well as the achievable rate region and the outer bound reviewed in this section.

To evaluate the average rate as a long-term relevant proper measure capturing
the expected rate over a large number of transmission cycles, where each cycle under-
goes an independent fading realization. Consider a symmetric channel, in which the
corresponding information streams are allocated identical power and have the same
rate, and set Ruv = R1

uv = R2
uv for u, v ∈ {1, 2}. In addition, consider a symmetric dis-

tribution for h1 and h2 such that P(h2
1 = si) = P(h2

2 = si) for i ∈ {1, 2}, and define
p = P(h2

1 = s1) = P(h2
2 = s1). By leveraging the stochastic model of the fading process,

the average rate is

Rave = 2[R11 + (1− p)(R12 + R21) + (1− p)2R22] . (179)

Figure 13 depicts the variations of the average sum-rate versus p for different values
of s1. The observations from this figure also confirm that higher gain levels are exhibited
as p decreases. It is noteworthy that the results from Figure 11 validates the observations
from Figure 13 that improvement in average rate is significant when the probability of
encountering a weak channel state is low since the rate distribution considered in the
achievable rate region comparison will correspond to average rate if the probability of
observing s1 is zero.

0 0.5 1 1.5 2 2.5

0

0.5

1

1.5

2

Figure 11. Comparison of the capacity region in Section 3.5 and achievable rate region in Section 3.6
demonstrating the trade-off between Rs and Rw, and R̄s and R̄w. Transmission SNR is 10, and the
channel gains are (

√
s1,
√

s2) = (0.5, 1).



Entropy 2021, 23, 120 45 of 137

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

0

0.5

1

1.5

2

2.5

Figure 12. Comparison of the capacity region in Section 3.5 and achievable rate region and outer
bounds in Section 3.6.
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Figure 13. Average sum-rate versus p for different values of s1 (s2 = 1 and SNR = 5).

3.7. MAC without CSIT—Multi-State Channels: State-Dependent Layering

The idea of adapting the transmission to the combined network states can be ex-
tended to devise codebook assignment and decoding strategy schemes for the general
multiple-state channel. Similarly to the two-state channel, in the `-state channel model,
`2 codebooks are assigned to each transmitter. Hence, corresponding to the combined
channel state (h2

1, h2
2) = (sq, sp) codebook W1

pq is assigned to transmitter 1 and codebook
W2

qp is assigned to transmitter 2. By following the same line of analysis as in the two-state
channel, the network state (h2

1, h2
2) = (s1, s1) can be readily verified to be degraded with

respect to states (s1, s2), (s2, s1), and (s2, s2) when s2 > s1. Additionally, channel combina-
tions (s1, s2) and (s2, s1) are also degraded with respect to state (s2, s2). When a particular
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transmitter’s channel becomes stronger while the interfering channel remains constant,
the transmitter affords to decode additional codebooks. Similarly, when a transmitter’s
own channel remains constant while the interfering channel becomes stronger, the trans-
mitter can decode additional layers. This can be facilitated by decoding and removing
the interfering transmitter’s message, based on which the transmitter experiences reduced
interference. Based on these observations, by ordering the different realizations of h1 and h2
in the ascending order and determining their relative degradedness, a successive decoding
strategy is illustrated in Table 3. In this table, Ap,q denotes the cell in the pth row and the
qth column, and it specifies the set of codebooks Upq to be decoded when the combined
channel state is (h2

1, h2
2) = (sq, sp). In this table, the codebooks set to be decoded in each

possible combined state is recursively related to the codebooks decoded in the weaker
channels. Specifically, the state corresponding to Ap−1,q−1 is degraded with respect to
states Ap,q−1 and Ap−1,q. Therefore, in the state Ap,q, the receiver decodes all streams from
states Ap−1,q−1 (included in Up−1,q−1), Ap,q−1 (included in Up,q−1), and Ap−1,q (included
in Up−1,q). Subsequently, these are followed by decoding one additional stream from each
user denoted by W1

pq and W2
qp. When both channel coefficients have the strongest possible

realizations, all the streams from both users will be decoded at the receiver.

Table 3. Successive decoding order for the `-state MAC.

h2
2

h2
1 s1 s2 . . sq . . s`

s1
W1

11 , W2
11

U11
W1

12 , W2
21

. . . . . U1(`−1)
W1

1` , W2
`1

s2 U11
W1

21 , W2
12

U11 , U12 , U21
W1

22 , W2
22

. . . . . U1(`−1) , U2(`−1) , U1l
W1

2l , W2
l2

. . . . . . . . .

sp . . . . U(p−1)(q−1),Up(q−1),U(p−1)q,
W1

pq , W2
qp

. . .

. . . . . . . . .

s` U(`−1)1
W1

`1 , W2
1`

U(`−1)1,U`1,U(`−1)2,
W1

`2,W2
2`

. . . . . U(`−1)(`−1) , U`(`−1) , U(`−1)`
W1

`` , W2
``

Next, the rate region achieved is presented in Theorem 7 for the general multi-state
channel. It can be verified that the region characterized by Theorem 4 is subsumed by this
general rate region. Similarly to the two-state channel settings, define Ri

uv as the rate of
codebook Wi

uv for i ∈ {1, 2} and u, v ∈ {1, . . . , `}. Furthermore, define βuv ∈ [0, 1] as the
fraction of the power allocated to the codebook Wi

uv, where ∑`
u=1 ∑`

v=1 βuv = 1. For the
simplicity in notations and for emphasizing the interplay among the rates, we focus on the
symmetric case in which Ruv = R1

uv = R2
uv.

Theorem 7 ([90]). A region of simultaneously achievable rates

{Ruv : u < v and u, v ∈ {1, . . . , `}}
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for an `-state two-user multiple access channel is characterized as the set of all rates satisfying:

Ruv ≤ min
{

b1(u, v), b2(u, v),
b3(u, v)

2

}
(180)

Rvu ≤ min
{

b4(u, v),
b5(u, v)

2

}
(181)

Ruv + Rvu ≤ min
{

b6(u, v), b7(u, v),
b8(u, v)

2

}
(182)

2Ruv + Rvu ≤ b9(u, v) (183)

Ruv + 2Rvu ≤ b10(u, v) (184)

Ruu ≤ min
{

b11(u),
b12(u)

2

}
, (185)

where constants {bi : i ∈ {1, . . . , 12}} are specified in Appendix A.

3.8. MAC with Local CSIT—Two-State Channels: Fixed Layering

Next, we turn to the setting in which the transmitters have local CSI. Specifically,
each channel randomly takes one of a finite number of states, and each transmitter only
knows the state of its direct channel to the receiver perfectly, along with the probability
distribution of the state of the other transmitter’s channel. This model was first studied
in [114], in which a single-user broadcast approach is directly applied to the MAC. In this
approach, each transmitter generates two coded layers, where each layer is adapted to one
of the states of the channel linking the other transmitter to its receiver. This transmission
approach is followed by successive decoding at the receiver in which there exists a pre-
specified order of decoding of the information layers.

This scheme assigns codebooks based on channels’ strengths such that it reserves one
additional information layer as the channel state gets stronger. In this scheme, the number
of transmitted layers and the decoding order are fixed and independent of the actual
channel state. In the two-state channel model, when a transmitter i experiences the channel
state sm, it splits its message to two information layers via two independent codebooks
denoted by Ti

m1 and Ti
m2. The rate of layer Ti

m1 is adapted to the weak channel state of
the other user while the rate of layer Ti

m2 is adapted to the strong channel state. Thus,
each transmitter encodes its information stream by two layers and adapts the power
distribution between them according to its channel state. Subsequently, the receiver
implements a successive decoding scheme according to which it decodes one layer from
transmitter 1 followed by one layer from transmitter 2, and then the remaining layer of
transmitter 1, and finally the remaining layer of transmitter 2. This order is pre-fixed and is
used in all channel states. This scheme is summarized in Table 4.

Table 4. Successive decoding scheme in [114].

(h1, h2) Stage 1 Stage 2 Stage 3 Stage 4

(s1, s1) T1
11 T2

11 T1
12 T2

12

(s1, s2) T1
11 T2

21 T1
12 T2

22

(s2, s1) T1
21 T2

11 T1
22 T2

12

(s2, s2) T1
21 T2

21 T1
22 T2

22

The following theorem characterizes an outer bound on the average rate region.
For this purpose, define Ri(h1, h2) as the rate of transmitter i for the state pair (h1, h2).
Accordingly, define R̄i = Eh1,h2 [Ri(h1, h2)] as the average rate of transmitter i, where the
expected value is with respect to the distributions of h1 and h2.
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Theorem 8 ([114]). When the transmitters have local CSIT, an outer bound on the expected
capacity region contains rates (R̄1, R̄2) satisfying

R̄1 ≤ q1C(s1, 0) + (1− q1)C(s2, 0) (186)

R̄1 ≤ q2C(s1, 0) + (1− q2)C(s2, 0) (187)

R̄1 + R̄2 ≤ q1q2C(2s1, 0) + (q1 + q2 − 2q1q2)C(s1 + s2, 0) + (1− q1)(1− q2)C(2s2, 0) . (188)

3.9. MAC with Local CSIT—Two-State Channels: State-Dependent Layering

Next, we present another scheme for the MAC with local CSIT that generalizes the
scheme of Section 3.8 via adapting information layering to the combined states of the
channel. The underlying motivation guiding this generalization is that we need to account
for both the direct and interfering roles that each transmitter plays. Hence, the transmission
rates of different layers should be adapted to the combined state of the entire network.
The major difference between this approach and that in Section 3.8 is that this scheme
relies on the available local CSIT available to the individual transmitters such that each
transmitter adapts its layers and their associated raters to the instantaneous state of the
channel. This facilitates opportunistically sustaining higher rates.

State-dependent Layering. In this approach, each transmitter, depending on the
instantaneous state of the local CSI available to it, splits its message into independent
information layers. Formally, when transmitter i ∈ {1, 2} is in the weak state, it en-
codes its message by only one layer, which we denote by Ui

11. On the other contrary,
when transmitter i ∈ {1, 2} is in the strong state, it divides its message into two
information layers, which we denote by Ui

12, and Ui
22. Hence, transmitter i adapts the

codebook Ui
12 (or Ui

22) to the state in which the other transmitter experiences a weak
(or strong) channel. A summary of the layering scheme and the assignment of the
codebooks to different network states is provided in Figure 14. In this table, the cell
associated with the state (sm, sn) for m, n ∈ {1, 2} specifies the codebook adapted to
this state.

Decoding Scheme. A successive decoding scheme is designed based on the premise
that as the combined channel state becomes stronger, more layers are decoded. Based
on this, the total number of codebooks decoded increases as one of the two channels
becomes stronger. In this decoding scheme, the combination of codebooks decoded
in different states is as follows (and it is summarizes in Table 5):

• State (s1, s1): In this state, both transmitters experience weak states, and they generate
codebooks {U1

11, U2
11} according to Figure 14. In this state, the receiver jointly decodes

the baseline layers U1
11 and U2

11.
• State (s2, s1): When the channel of transmitter 1 is strong and the channel of trans-

mitter 2 is weak, three codebooks {U1
12, U1

22, U2
11} are generated and transmitted.

As specified by Table 5, the receiver jointly decodes {U1
12, U2

11}. This is followed by
decoding the remaining codebook, i.e., U1

22.
• State (s1, s2): In this state, codebook generation and decoding are similar to those in

the state (s2, s1), except that the roles of transmitters 1 and 2 are interchanged.
• State (s2, s2): Finally, when both transmitters experience strong channels, the receiver

decodes four codebooks in the order specified by the last row of Table 5. Specifically,
the receiver first jointly decodes the baseline layers {U1

12, U2
12}, followed by jointly

decoding the remaining codebooks {U1
22, U2

22}.
Compared to the setting without any CSIT at the transmitter (i.e., the setting dis-

cussed in Section 3.6), the key difference is that the transmitters have distinct transmission
strategies when they are experiencing different channel states. Specifically, each transmitter
dynamically chooses its layering scheme based on the instantaneous channel state known
to it. Furthermore, the major difference with the scheme of Section 3.8 is that this scheme
adapts the number of encoded layers proportionately to the strength of the combined
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channel state. Such adaptation of the number of encoded layers results in two advantages.
The first one is that adapting the number of layers leads to overall fewer information
layers to be generated and transmitted. This, in turn, results in decoding overall fewer
codebooks and reduced decoding complexity. The second advantage pertains to providing
the receiver with the flexibility to vary the decoding order according to the combined
channel state. This allows for a higher degree of freedom in optimizing power allocation,
and subsequently, larger achievable rate regions. In support of these observations, the nu-
merical evaluations in Figure 15, the achievable rate region subsumes that of Section 3.8.
Furthermore, as the number of channel states increases, the sum-rate gap between these
two schemes becomes more significant. Finally, depending on the actual channel state,
the scheme in this section decodes between 2 and `(`+1)

2 codebooks, whereas the scheme of
Section 3.8 always decodes `2 codebooks.

User 1 User 2

h2
1

h2
2

h2
2

h2
1

s2

s2

s1

s1

s2

s2

s1

s1U1
11 U1

12

U1
22 U2

22

U2
12U2

11

Figure 14. Layering and codebook assignments.

Table 5. Decoding scheme.

(h2
1, h2

2) Stage 1 Stage 2

(s1, s1) U1
11, U2

11

(s2, s1) U1
12, U2

11 U1
22

(s1, s2) U1
11, U2

12 U2
22

(s2, s2) U1
12, U2

12 U1
22, U2

22

Figure 15. Average rate regions for ` = 2.

It is noteworthy that when in the two-state channel model of Figure 16 the channel
states are s1 = 0 and s2 = 1, this model simplifies to the two-user random access channel
investigated in Section 3.5. In this special case, reserving one codebook to be decoded exclu-
sively in each of the interference-free states, i.e., (s1, s2) and (s2, s1), enlarges the achievable
rate region. Hence, it is beneficial in this special case to treat codebooks (U1

22, U2
22) as inter-

ference whenever both users are active, i.e., when the channel state is (s2, s2). In general,
however, when the channel gain s1 is non-zero, i.e., s1 > 0, reserving two codebooks to be
decoded exclusively in these two channel states limits the average achievable rate region.
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Achievable Rate Region. Next, we provide an inner bound on the average capacity
region. Recall that the average rate of transmitter i is denoted by R̄i = Eh1,h2 [Ri(h1, h2)],
where the expectation is with respect to the random variables h1 and h2. Hence,
the average capacity region is the convex hull of all simultaneously achievable average
rates (R̄1, R̄2). Furthermore, we define βk

ij ∈ [0, 1] as the ratio of the total power P

assigned to information layer Uk
ij, where we have

j

∑
i=1

βk
ij = 1

for all j, k ∈ {1, 2}. The next theorem characterizes an average achievable rate region.

Theorem 9 ([89]). For the codebook assignment in Figure 14, and the decoding scheme in Table 5,
for any given set of power allocation factors {βk

ij}, the average achievable rate region {R̄1, R̄2} is
the set of all rates that satisfy

R̄1 ≤ q1C
(

s1, s2β2
22

)
+ q2

(
C
(

s2β1
12, s2β1

22 + s2β2
22

)
+C
(

s2β1
22, 0

))
, (189)

R̄2 ≤ p1C(s1, s2β1
22) + p2

(
C
(

s2β2
12, s2β1

22 + s2β2
22

)
+C
(

s2β2
22, 0

))
, (190)

R̄1 + R̄2 ≤ q1 p1C(2s1, 0)

+ q1 p2C
(

s1 + s2β2
12 + s2β2

22, 0
)

+ q2 p1C
(

s1 + s2β1
12 + s2β1

22, 0
)

+ q2 p2C
(

s2β1
12 + s2β2

12 + s2β1
22 + s2β2

22, 0
)

. (191)

Achieving the average rate region specified in this theorem requires decoding the
codebooks in the order specified by Table 5. Specifically, the receiver adopts a multi-state
decoding scheme where in each state it decodes at most two codebooks. This decoding
scheme continues until all the codebooks from both transmitters are decoded. Even though
limiting the number of codebooks to be decoded at each stage is expected to result in a
reduced rate region, it can be readily verified that the rate region that is achieved by em-
ploying a fully joint decoding scheme can be recovered via time-sharing among the average
achievable rates corresponding to all possible decoding orders in each channel state.

Outer Bound. Next, we provide outer bounds on the average capacity region, and we
compare them with the achievable rate region specified by Theorem 9.
Outer bound 1: The first outer bound is the average capacity region corresponding
to the two-user MAC in which the transmitters have complete access to the CSI [116].
This region is specified by OTVYZO in Figure 17.
Outer bound 2: The second outer bound is the average capacity region of the two-
user MAC with local CSI at transmitter 1 and full CSI at transmitter 2. Outer bound 2
is formally characterized in the following theorem.

Theorem 10 ([89]). For the two-user MAC with local CSI at transmitter 1 and full CSI at
transmitter 2, the average capacity region is the set of all average rates enclosed by the region
OTUWYZO shown in Figure 17, where the corner points are specified in Appendix B.

For the case of available local CSI at transmitter 1 and full CSI at transmitter 2,
it can be shown that deploying the discussed layering scheme at transmitter 1 (with local
CSIT) achieves the average sum-rate capacity of Outer bound 1. This is formalized in the
following theorem.
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Theorem 11 ([89]). With local CSI at transmitter 1 and full CSI at transmitter 2, an average
achievable rate region is the region OTUXYZO shown in Figure 17. The average capacity region
is achieved along TU and YZ, and the sum-rate capacity is achieved on XY. The corner points are
specified in Appendix B.

Figure 17 illustrates the relative representations of the inner and outer bounds on the
average capacity region. Specifically, the region specified by OTVYZO is the average capacity
region of a two-user MAC with full CSI at each transmitter, which serves as Outer Bound 1
specified earlier. This region encompasses Outer Bound 2 denoted by OTUWYZ. Segments
TU and XYZ of the boundary of Outer Bound 1 coincide with the average capacity region
of the case of the two-user MAC with full CSIT.

Figure 15 demonstrates the average rate region for the two-state channel. For this
region we have P = P1 = P2 = 10 dB, and select the channel gains as s1 = 0.25 and s2 = 1.
Accordingly, the channel probability parameters are set to q1 = p1 = 0.5. The main observa-
tion is that the average achievable rate region coincides with average rate region achieved
when the receiver adopts joint decoding. It can be shown that when the transmitters have
local CSIT, it is possible to achieve an average sum-rate that is close to outer bound 1, and
that the average the sum-rate capacity can be achieved asymptotically in the low and high
power regimes. This observation is formalized in the next theorem.

Theorem 12 ([89]). By adopting the codebook assignment presented and setting β1
22 = β2

22 = s1
s2

,
the sum-rate capacity of a two-user MAC with full CSIT is achievable asymptotically as P→ 0 or
P→ ∞.

+

+

+

+

U1
11

<latexit sha1_base64="/DohcrqK9uNJ+rgS2CS2zDbgrqw=">AAAB73icbVBNSwMxEJ34WetX1aOXYBE8SNmIoMeCF48V3LbQriWbZtvQbHZNskJZ+ie8eFDEq3/Hm//GtN2Dtj4YeLw3w8y8MJXCWM/7Riura+sbm6Wt8vbO7t5+5eCwaZJMM+6zRCa6HVLDpVDct8JK3k41p3EoeSsc3Uz91hPXRiTq3o5THsR0oEQkGLVOavsPpJcTMulVql7NmwEvE1KQKhRo9Cpf3X7CspgryyQ1pkO81AY51VYwySflbmZ4StmIDnjHUUVjboJ8du8Enzqlj6NEu1IWz9TfEzmNjRnHoeuMqR2aRW8q/ud1MhtdB7lQaWa5YvNFUSaxTfD0edwXmjMrx45QpoW7FbMh1ZRZF1HZhUAWX14mzYsa8Wrk7rJaPy/iKMExnMAZELiCOtxCA3xgIOEZXuENPaIX9I4+5q0rqJg5gj9Anz8rXI9R</latexit><latexit sha1_base64="/DohcrqK9uNJ+rgS2CS2zDbgrqw=">AAAB73icbVBNSwMxEJ34WetX1aOXYBE8SNmIoMeCF48V3LbQriWbZtvQbHZNskJZ+ie8eFDEq3/Hm//GtN2Dtj4YeLw3w8y8MJXCWM/7Riura+sbm6Wt8vbO7t5+5eCwaZJMM+6zRCa6HVLDpVDct8JK3k41p3EoeSsc3Uz91hPXRiTq3o5THsR0oEQkGLVOavsPpJcTMulVql7NmwEvE1KQKhRo9Cpf3X7CspgryyQ1pkO81AY51VYwySflbmZ4StmIDnjHUUVjboJ8du8Enzqlj6NEu1IWz9TfEzmNjRnHoeuMqR2aRW8q/ud1MhtdB7lQaWa5YvNFUSaxTfD0edwXmjMrx45QpoW7FbMh1ZRZF1HZhUAWX14mzYsa8Wrk7rJaPy/iKMExnMAZELiCOtxCA3xgIOEZXuENPaIX9I4+5q0rqJg5gj9Anz8rXI9R</latexit><latexit sha1_base64="/DohcrqK9uNJ+rgS2CS2zDbgrqw=">AAAB73icbVBNSwMxEJ34WetX1aOXYBE8SNmIoMeCF48V3LbQriWbZtvQbHZNskJZ+ie8eFDEq3/Hm//GtN2Dtj4YeLw3w8y8MJXCWM/7Riura+sbm6Wt8vbO7t5+5eCwaZJMM+6zRCa6HVLDpVDct8JK3k41p3EoeSsc3Uz91hPXRiTq3o5THsR0oEQkGLVOavsPpJcTMulVql7NmwEvE1KQKhRo9Cpf3X7CspgryyQ1pkO81AY51VYwySflbmZ4StmIDnjHUUVjboJ8du8Enzqlj6NEu1IWz9TfEzmNjRnHoeuMqR2aRW8q/ud1MhtdB7lQaWa5YvNFUSaxTfD0edwXmjMrx45QpoW7FbMh1ZRZF1HZhUAWX14mzYsa8Wrk7rJaPy/iKMExnMAZELiCOtxCA3xgIOEZXuENPaIX9I4+5q0rqJg5gj9Anz8rXI9R</latexit><latexit sha1_base64="/DohcrqK9uNJ+rgS2CS2zDbgrqw=">AAAB73icbVBNSwMxEJ34WetX1aOXYBE8SNmIoMeCF48V3LbQriWbZtvQbHZNskJZ+ie8eFDEq3/Hm//GtN2Dtj4YeLw3w8y8MJXCWM/7Riura+sbm6Wt8vbO7t5+5eCwaZJMM+6zRCa6HVLDpVDct8JK3k41p3EoeSsc3Uz91hPXRiTq3o5THsR0oEQkGLVOavsPpJcTMulVql7NmwEvE1KQKhRo9Cpf3X7CspgryyQ1pkO81AY51VYwySflbmZ4StmIDnjHUUVjboJ8du8Enzqlj6NEu1IWz9TfEzmNjRnHoeuMqR2aRW8q/ud1MhtdB7lQaWa5YvNFUSaxTfD0edwXmjMrx45QpoW7FbMh1ZRZF1HZhUAWX14mzYsa8Wrk7rJaPy/iKMExnMAZELiCOtxCA3xgIOEZXuENPaIX9I4+5q0rqJg5gj9Anz8rXI9R</latexit>

U1
12, U

1
22

<latexit sha1_base64="Tm0YoEn4CeaeXOMpN9a2wUByjaI=">AAAB+3icbZBPS8MwGMbT+W/Of3UevQSH4GGMZgh6HHjxOMFug62WNEu3sDQtSSqO0q/ixYMiXv0i3vw2Zl0PuvlA4Mfzvi/vmydIOFPacb6tysbm1vZOdbe2t39weGQf13sqTiWhLol5LAcBVpQzQV3NNKeDRFIcBZz2g9nNot5/pFKxWNzreUK9CE8ECxnB2li+XXcfkJ+hdt6EBbXbuW83nJZTCK4DKqEBSnV9+2s0jkkaUaEJx0oNkZNoL8NSM8JpXhuliiaYzPCEDg0KHFHlZcXtOTw3zhiGsTRPaFi4vycyHCk1jwLTGWE9Vau1hflfbZjq8NrLmEhSTQVZLgpTDnUMF0HAMZOUaD43gIlk5lZIplhiok1cNRMCWv3yOvTaLeS00N1lo9Ms46iCU3AGLgACV6ADbkEXuICAJ/AMXsGblVsv1rv1sWytWOXMCfgj6/MHqP6S0g==</latexit><latexit sha1_base64="Tm0YoEn4CeaeXOMpN9a2wUByjaI=">AAAB+3icbZBPS8MwGMbT+W/Of3UevQSH4GGMZgh6HHjxOMFug62WNEu3sDQtSSqO0q/ixYMiXv0i3vw2Zl0PuvlA4Mfzvi/vmydIOFPacb6tysbm1vZOdbe2t39weGQf13sqTiWhLol5LAcBVpQzQV3NNKeDRFIcBZz2g9nNot5/pFKxWNzreUK9CE8ECxnB2li+XXcfkJ+hdt6EBbXbuW83nJZTCK4DKqEBSnV9+2s0jkkaUaEJx0oNkZNoL8NSM8JpXhuliiaYzPCEDg0KHFHlZcXtOTw3zhiGsTRPaFi4vycyHCk1jwLTGWE9Vau1hflfbZjq8NrLmEhSTQVZLgpTDnUMF0HAMZOUaD43gIlk5lZIplhiok1cNRMCWv3yOvTaLeS00N1lo9Ms46iCU3AGLgACV6ADbkEXuICAJ/AMXsGblVsv1rv1sWytWOXMCfgj6/MHqP6S0g==</latexit><latexit sha1_base64="Tm0YoEn4CeaeXOMpN9a2wUByjaI=">AAAB+3icbZBPS8MwGMbT+W/Of3UevQSH4GGMZgh6HHjxOMFug62WNEu3sDQtSSqO0q/ixYMiXv0i3vw2Zl0PuvlA4Mfzvi/vmydIOFPacb6tysbm1vZOdbe2t39weGQf13sqTiWhLol5LAcBVpQzQV3NNKeDRFIcBZz2g9nNot5/pFKxWNzreUK9CE8ECxnB2li+XXcfkJ+hdt6EBbXbuW83nJZTCK4DKqEBSnV9+2s0jkkaUaEJx0oNkZNoL8NSM8JpXhuliiaYzPCEDg0KHFHlZcXtOTw3zhiGsTRPaFi4vycyHCk1jwLTGWE9Vau1hflfbZjq8NrLmEhSTQVZLgpTDnUMF0HAMZOUaD43gIlk5lZIplhiok1cNRMCWv3yOvTaLeS00N1lo9Ms46iCU3AGLgACV6ADbkEXuICAJ/AMXsGblVsv1rv1sWytWOXMCfgj6/MHqP6S0g==</latexit><latexit sha1_base64="Tm0YoEn4CeaeXOMpN9a2wUByjaI=">AAAB+3icbZBPS8MwGMbT+W/Of3UevQSH4GGMZgh6HHjxOMFug62WNEu3sDQtSSqO0q/ixYMiXv0i3vw2Zl0PuvlA4Mfzvi/vmydIOFPacb6tysbm1vZOdbe2t39weGQf13sqTiWhLol5LAcBVpQzQV3NNKeDRFIcBZz2g9nNot5/pFKxWNzreUK9CE8ECxnB2li+XXcfkJ+hdt6EBbXbuW83nJZTCK4DKqEBSnV9+2s0jkkaUaEJx0oNkZNoL8NSM8JpXhuliiaYzPCEDg0KHFHlZcXtOTw3zhiGsTRPaFi4vycyHCk1jwLTGWE9Vau1hflfbZjq8NrLmEhSTQVZLgpTDnUMF0HAMZOUaD43gIlk5lZIplhiok1cNRMCWv3yOvTaLeS00N1lo9Ms46iCU3AGLgACV6ADbkEXuICAJ/AMXsGblVsv1rv1sWytWOXMCfgj6/MHqP6S0g==</latexit>

U2
12, U

2
22

<latexit sha1_base64="4Y8/J6cG3ptx3ka5noc5zDcOY4U=">AAAB+3icbZDLSsNAFIZP6q3WW6xLN4NFcFFKEgRdFty4rGDaQhvDZDpth04uzEzEEvIqblwo4tYXcefbOE2z0NYfBj7+cw7nzB8knEllWd9GZWNza3unulvb2z84PDKP610Zp4JQl8Q8Fv0AS8pZRF3FFKf9RFAcBpz2gtnNot57pEKyOLpX84R6IZ5EbMwIVtryzbr74PiZ7eRNVJDj5L7ZsFpWIbQOdgkNKNXxza/hKCZpSCNFOJZyYFuJ8jIsFCOc5rVhKmmCyQxP6EBjhEMqvay4PUfn2hmhcSz0ixQq3N8TGQ6lnIeB7gyxmsrV2sL8rzZI1fjay1iUpIpGZLlonHKkYrQIAo2YoETxuQZMBNO3IjLFAhOl46rpEOzVL69D12nZVsu+u2y0m2UcVTiFM7gAG66gDbfQARcIPMEzvMKbkRsvxrvxsWytGOXMCfyR8fkDrBqS1A==</latexit><latexit sha1_base64="4Y8/J6cG3ptx3ka5noc5zDcOY4U=">AAAB+3icbZDLSsNAFIZP6q3WW6xLN4NFcFFKEgRdFty4rGDaQhvDZDpth04uzEzEEvIqblwo4tYXcefbOE2z0NYfBj7+cw7nzB8knEllWd9GZWNza3unulvb2z84PDKP610Zp4JQl8Q8Fv0AS8pZRF3FFKf9RFAcBpz2gtnNot57pEKyOLpX84R6IZ5EbMwIVtryzbr74PiZ7eRNVJDj5L7ZsFpWIbQOdgkNKNXxza/hKCZpSCNFOJZyYFuJ8jIsFCOc5rVhKmmCyQxP6EBjhEMqvay4PUfn2hmhcSz0ixQq3N8TGQ6lnIeB7gyxmsrV2sL8rzZI1fjay1iUpIpGZLlonHKkYrQIAo2YoETxuQZMBNO3IjLFAhOl46rpEOzVL69D12nZVsu+u2y0m2UcVTiFM7gAG66gDbfQARcIPMEzvMKbkRsvxrvxsWytGOXMCfyR8fkDrBqS1A==</latexit><latexit sha1_base64="4Y8/J6cG3ptx3ka5noc5zDcOY4U=">AAAB+3icbZDLSsNAFIZP6q3WW6xLN4NFcFFKEgRdFty4rGDaQhvDZDpth04uzEzEEvIqblwo4tYXcefbOE2z0NYfBj7+cw7nzB8knEllWd9GZWNza3unulvb2z84PDKP610Zp4JQl8Q8Fv0AS8pZRF3FFKf9RFAcBpz2gtnNot57pEKyOLpX84R6IZ5EbMwIVtryzbr74PiZ7eRNVJDj5L7ZsFpWIbQOdgkNKNXxza/hKCZpSCNFOJZyYFuJ8jIsFCOc5rVhKmmCyQxP6EBjhEMqvay4PUfn2hmhcSz0ixQq3N8TGQ6lnIeB7gyxmsrV2sL8rzZI1fjay1iUpIpGZLlonHKkYrQIAo2YoETxuQZMBNO3IjLFAhOl46rpEOzVL69D12nZVsu+u2y0m2UcVTiFM7gAG66gDbfQARcIPMEzvMKbkRsvxrvxsWytGOXMCfyR8fkDrBqS1A==</latexit><latexit sha1_base64="4Y8/J6cG3ptx3ka5noc5zDcOY4U=">AAAB+3icbZDLSsNAFIZP6q3WW6xLN4NFcFFKEgRdFty4rGDaQhvDZDpth04uzEzEEvIqblwo4tYXcefbOE2z0NYfBj7+cw7nzB8knEllWd9GZWNza3unulvb2z84PDKP610Zp4JQl8Q8Fv0AS8pZRF3FFKf9RFAcBpz2gtnNot57pEKyOLpX84R6IZ5EbMwIVtryzbr74PiZ7eRNVJDj5L7ZsFpWIbQOdgkNKNXxza/hKCZpSCNFOJZyYFuJ8jIsFCOc5rVhKmmCyQxP6EBjhEMqvay4PUfn2hmhcSz0ixQq3N8TGQ6lnIeB7gyxmsrV2sL8rzZI1fjay1iUpIpGZLlonHKkYrQIAo2YoETxuQZMBNO3IjLFAhOl46rpEOzVL69D12nZVsu+u2y0m2UcVTiFM7gAG66gDbfQARcIPMEzvMKbkRsvxrvxsWytGOXMCfyR8fkDrBqS1A==</latexit>

U2
11

<latexit sha1_base64="T/UawBI9Te0cBwXNwoKoU05Gmuo=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBg5RsEfRY8OKxgmkLbSyb7aZdutnE3Y0QQv+EFw+KePXvePPfuG1z0NYHA4/3ZpiZFySCa+O6305pbX1jc6u8XdnZ3ds/qB4etXWcKso8GotYdQOimeCSeYYbwbqJYiQKBOsEk5uZ33liSvNY3pssYX5ERpKHnBJjpa730BjkGE8H1Zpbd+dAqwQXpAYFWoPqV38Y0zRi0lBBtO5hNzF+TpThVLBppZ9qlhA6ISPWs1SSiGk/n987RWdWGaIwVrakQXP190ROIq2zKLCdETFjvezNxP+8XmrCaz/nMkkNk3SxKEwFMjGaPY+GXDFqRGYJoYrbWxEdE0WosRFVbAh4+eVV0m7UsVvHd5e15kURRxlO4BTOAcMVNOEWWuABBQHP8ApvzqPz4rw7H4vWklPMHMMfOJ8/LOWPUg==</latexit><latexit sha1_base64="T/UawBI9Te0cBwXNwoKoU05Gmuo=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBg5RsEfRY8OKxgmkLbSyb7aZdutnE3Y0QQv+EFw+KePXvePPfuG1z0NYHA4/3ZpiZFySCa+O6305pbX1jc6u8XdnZ3ds/qB4etXWcKso8GotYdQOimeCSeYYbwbqJYiQKBOsEk5uZ33liSvNY3pssYX5ERpKHnBJjpa730BjkGE8H1Zpbd+dAqwQXpAYFWoPqV38Y0zRi0lBBtO5hNzF+TpThVLBppZ9qlhA6ISPWs1SSiGk/n987RWdWGaIwVrakQXP190ROIq2zKLCdETFjvezNxP+8XmrCaz/nMkkNk3SxKEwFMjGaPY+GXDFqRGYJoYrbWxEdE0WosRFVbAh4+eVV0m7UsVvHd5e15kURRxlO4BTOAcMVNOEWWuABBQHP8ApvzqPz4rw7H4vWklPMHMMfOJ8/LOWPUg==</latexit><latexit sha1_base64="T/UawBI9Te0cBwXNwoKoU05Gmuo=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBg5RsEfRY8OKxgmkLbSyb7aZdutnE3Y0QQv+EFw+KePXvePPfuG1z0NYHA4/3ZpiZFySCa+O6305pbX1jc6u8XdnZ3ds/qB4etXWcKso8GotYdQOimeCSeYYbwbqJYiQKBOsEk5uZ33liSvNY3pssYX5ERpKHnBJjpa730BjkGE8H1Zpbd+dAqwQXpAYFWoPqV38Y0zRi0lBBtO5hNzF+TpThVLBppZ9qlhA6ISPWs1SSiGk/n987RWdWGaIwVrakQXP190ROIq2zKLCdETFjvezNxP+8XmrCaz/nMkkNk3SxKEwFMjGaPY+GXDFqRGYJoYrbWxEdE0WosRFVbAh4+eVV0m7UsVvHd5e15kURRxlO4BTOAcMVNOEWWuABBQHP8ApvzqPz4rw7H4vWklPMHMMfOJ8/LOWPUg==</latexit><latexit sha1_base64="T/UawBI9Te0cBwXNwoKoU05Gmuo=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBg5RsEfRY8OKxgmkLbSyb7aZdutnE3Y0QQv+EFw+KePXvePPfuG1z0NYHA4/3ZpiZFySCa+O6305pbX1jc6u8XdnZ3ds/qB4etXWcKso8GotYdQOimeCSeYYbwbqJYiQKBOsEk5uZ33liSvNY3pssYX5ERpKHnBJjpa730BjkGE8H1Zpbd+dAqwQXpAYFWoPqV38Y0zRi0lBBtO5hNzF+TpThVLBppZ9qlhA6ISPWs1SSiGk/n987RWdWGaIwVrakQXP190ROIq2zKLCdETFjvezNxP+8XmrCaz/nMkkNk3SxKEwFMjGaPY+GXDFqRGYJoYrbWxEdE0WosRFVbAh4+eVV0m7UsVvHd5e15kURRxlO4BTOAcMVNOEWWuABBQHP8ApvzqPz4rw7H4vWklPMHMMfOJ8/LOWPUg==</latexit>

U1
11

<latexit sha1_base64="/DohcrqK9uNJ+rgS2CS2zDbgrqw=">AAAB73icbVBNSwMxEJ34WetX1aOXYBE8SNmIoMeCF48V3LbQriWbZtvQbHZNskJZ+ie8eFDEq3/Hm//GtN2Dtj4YeLw3w8y8MJXCWM/7Riura+sbm6Wt8vbO7t5+5eCwaZJMM+6zRCa6HVLDpVDct8JK3k41p3EoeSsc3Uz91hPXRiTq3o5THsR0oEQkGLVOavsPpJcTMulVql7NmwEvE1KQKhRo9Cpf3X7CspgryyQ1pkO81AY51VYwySflbmZ4StmIDnjHUUVjboJ8du8Enzqlj6NEu1IWz9TfEzmNjRnHoeuMqR2aRW8q/ud1MhtdB7lQaWa5YvNFUSaxTfD0edwXmjMrx45QpoW7FbMh1ZRZF1HZhUAWX14mzYsa8Wrk7rJaPy/iKMExnMAZELiCOtxCA3xgIOEZXuENPaIX9I4+5q0rqJg5gj9Anz8rXI9R</latexit><latexit sha1_base64="/DohcrqK9uNJ+rgS2CS2zDbgrqw=">AAAB73icbVBNSwMxEJ34WetX1aOXYBE8SNmIoMeCF48V3LbQriWbZtvQbHZNskJZ+ie8eFDEq3/Hm//GtN2Dtj4YeLw3w8y8MJXCWM/7Riura+sbm6Wt8vbO7t5+5eCwaZJMM+6zRCa6HVLDpVDct8JK3k41p3EoeSsc3Uz91hPXRiTq3o5THsR0oEQkGLVOavsPpJcTMulVql7NmwEvE1KQKhRo9Cpf3X7CspgryyQ1pkO81AY51VYwySflbmZ4StmIDnjHUUVjboJ8du8Enzqlj6NEu1IWz9TfEzmNjRnHoeuMqR2aRW8q/ud1MhtdB7lQaWa5YvNFUSaxTfD0edwXmjMrx45QpoW7FbMh1ZRZF1HZhUAWX14mzYsa8Wrk7rJaPy/iKMExnMAZELiCOtxCA3xgIOEZXuENPaIX9I4+5q0rqJg5gj9Anz8rXI9R</latexit><latexit sha1_base64="/DohcrqK9uNJ+rgS2CS2zDbgrqw=">AAAB73icbVBNSwMxEJ34WetX1aOXYBE8SNmIoMeCF48V3LbQriWbZtvQbHZNskJZ+ie8eFDEq3/Hm//GtN2Dtj4YeLw3w8y8MJXCWM/7Riura+sbm6Wt8vbO7t5+5eCwaZJMM+6zRCa6HVLDpVDct8JK3k41p3EoeSsc3Uz91hPXRiTq3o5THsR0oEQkGLVOavsPpJcTMulVql7NmwEvE1KQKhRo9Cpf3X7CspgryyQ1pkO81AY51VYwySflbmZ4StmIDnjHUUVjboJ8du8Enzqlj6NEu1IWz9TfEzmNjRnHoeuMqR2aRW8q/ud1MhtdB7lQaWa5YvNFUSaxTfD0edwXmjMrx45QpoW7FbMh1ZRZF1HZhUAWX14mzYsa8Wrk7rJaPy/iKMExnMAZELiCOtxCA3xgIOEZXuENPaIX9I4+5q0rqJg5gj9Anz8rXI9R</latexit><latexit sha1_base64="/DohcrqK9uNJ+rgS2CS2zDbgrqw=">AAAB73icbVBNSwMxEJ34WetX1aOXYBE8SNmIoMeCF48V3LbQriWbZtvQbHZNskJZ+ie8eFDEq3/Hm//GtN2Dtj4YeLw3w8y8MJXCWM/7Riura+sbm6Wt8vbO7t5+5eCwaZJMM+6zRCa6HVLDpVDct8JK3k41p3EoeSsc3Uz91hPXRiTq3o5THsR0oEQkGLVOavsPpJcTMulVql7NmwEvE1KQKhRo9Cpf3X7CspgryyQ1pkO81AY51VYwySflbmZ4StmIDnjHUUVjboJ8du8Enzqlj6NEu1IWz9TfEzmNjRnHoeuMqR2aRW8q/ud1MhtdB7lQaWa5YvNFUSaxTfD0edwXmjMrx45QpoW7FbMh1ZRZF1HZhUAWX14mzYsa8Wrk7rJaPy/iKMExnMAZELiCOtxCA3xgIOEZXuENPaIX9I4+5q0rqJg5gj9Anz8rXI9R</latexit>

U2
11

<latexit sha1_base64="T/UawBI9Te0cBwXNwoKoU05Gmuo=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBg5RsEfRY8OKxgmkLbSyb7aZdutnE3Y0QQv+EFw+KePXvePPfuG1z0NYHA4/3ZpiZFySCa+O6305pbX1jc6u8XdnZ3ds/qB4etXWcKso8GotYdQOimeCSeYYbwbqJYiQKBOsEk5uZ33liSvNY3pssYX5ERpKHnBJjpa730BjkGE8H1Zpbd+dAqwQXpAYFWoPqV38Y0zRi0lBBtO5hNzF+TpThVLBppZ9qlhA6ISPWs1SSiGk/n987RWdWGaIwVrakQXP190ROIq2zKLCdETFjvezNxP+8XmrCaz/nMkkNk3SxKEwFMjGaPY+GXDFqRGYJoYrbWxEdE0WosRFVbAh4+eVV0m7UsVvHd5e15kURRxlO4BTOAcMVNOEWWuABBQHP8ApvzqPz4rw7H4vWklPMHMMfOJ8/LOWPUg==</latexit><latexit sha1_base64="T/UawBI9Te0cBwXNwoKoU05Gmuo=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBg5RsEfRY8OKxgmkLbSyb7aZdutnE3Y0QQv+EFw+KePXvePPfuG1z0NYHA4/3ZpiZFySCa+O6305pbX1jc6u8XdnZ3ds/qB4etXWcKso8GotYdQOimeCSeYYbwbqJYiQKBOsEk5uZ33liSvNY3pssYX5ERpKHnBJjpa730BjkGE8H1Zpbd+dAqwQXpAYFWoPqV38Y0zRi0lBBtO5hNzF+TpThVLBppZ9qlhA6ISPWs1SSiGk/n987RWdWGaIwVrakQXP190ROIq2zKLCdETFjvezNxP+8XmrCaz/nMkkNk3SxKEwFMjGaPY+GXDFqRGYJoYrbWxEdE0WosRFVbAh4+eVV0m7UsVvHd5e15kURRxlO4BTOAcMVNOEWWuABBQHP8ApvzqPz4rw7H4vWklPMHMMfOJ8/LOWPUg==</latexit><latexit sha1_base64="T/UawBI9Te0cBwXNwoKoU05Gmuo=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBg5RsEfRY8OKxgmkLbSyb7aZdutnE3Y0QQv+EFw+KePXvePPfuG1z0NYHA4/3ZpiZFySCa+O6305pbX1jc6u8XdnZ3ds/qB4etXWcKso8GotYdQOimeCSeYYbwbqJYiQKBOsEk5uZ33liSvNY3pssYX5ERpKHnBJjpa730BjkGE8H1Zpbd+dAqwQXpAYFWoPqV38Y0zRi0lBBtO5hNzF+TpThVLBppZ9qlhA6ISPWs1SSiGk/n987RWdWGaIwVrakQXP190ROIq2zKLCdETFjvezNxP+8XmrCaz/nMkkNk3SxKEwFMjGaPY+GXDFqRGYJoYrbWxEdE0WosRFVbAh4+eVV0m7UsVvHd5e15kURRxlO4BTOAcMVNOEWWuABBQHP8ApvzqPz4rw7H4vWklPMHMMfOJ8/LOWPUg==</latexit><latexit sha1_base64="T/UawBI9Te0cBwXNwoKoU05Gmuo=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBg5RsEfRY8OKxgmkLbSyb7aZdutnE3Y0QQv+EFw+KePXvePPfuG1z0NYHA4/3ZpiZFySCa+O6305pbX1jc6u8XdnZ3ds/qB4etXWcKso8GotYdQOimeCSeYYbwbqJYiQKBOsEk5uZ33liSvNY3pssYX5ERpKHnBJjpa730BjkGE8H1Zpbd+dAqwQXpAYFWoPqV38Y0zRi0lBBtO5hNzF+TpThVLBppZ9qlhA6ISPWs1SSiGk/n987RWdWGaIwVrakQXP190ROIq2zKLCdETFjvezNxP+8XmrCaz/nMkkNk3SxKEwFMjGaPY+GXDFqRGYJoYrbWxEdE0WosRFVbAh4+eVV0m7UsVvHd5e15kURRxlO4BTOAcMVNOEWWuABBQHP8ApvzqPz4rw7H4vWklPMHMMfOJ8/LOWPUg==</latexit>

U2
11

<latexit sha1_base64="T/UawBI9Te0cBwXNwoKoU05Gmuo=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBg5RsEfRY8OKxgmkLbSyb7aZdutnE3Y0QQv+EFw+KePXvePPfuG1z0NYHA4/3ZpiZFySCa+O6305pbX1jc6u8XdnZ3ds/qB4etXWcKso8GotYdQOimeCSeYYbwbqJYiQKBOsEk5uZ33liSvNY3pssYX5ERpKHnBJjpa730BjkGE8H1Zpbd+dAqwQXpAYFWoPqV38Y0zRi0lBBtO5hNzF+TpThVLBppZ9qlhA6ISPWs1SSiGk/n987RWdWGaIwVrakQXP190ROIq2zKLCdETFjvezNxP+8XmrCaz/nMkkNk3SxKEwFMjGaPY+GXDFqRGYJoYrbWxEdE0WosRFVbAh4+eVV0m7UsVvHd5e15kURRxlO4BTOAcMVNOEWWuABBQHP8ApvzqPz4rw7H4vWklPMHMMfOJ8/LOWPUg==</latexit><latexit sha1_base64="T/UawBI9Te0cBwXNwoKoU05Gmuo=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBg5RsEfRY8OKxgmkLbSyb7aZdutnE3Y0QQv+EFw+KePXvePPfuG1z0NYHA4/3ZpiZFySCa+O6305pbX1jc6u8XdnZ3ds/qB4etXWcKso8GotYdQOimeCSeYYbwbqJYiQKBOsEk5uZ33liSvNY3pssYX5ERpKHnBJjpa730BjkGE8H1Zpbd+dAqwQXpAYFWoPqV38Y0zRi0lBBtO5hNzF+TpThVLBppZ9qlhA6ISPWs1SSiGk/n987RWdWGaIwVrakQXP190ROIq2zKLCdETFjvezNxP+8XmrCaz/nMkkNk3SxKEwFMjGaPY+GXDFqRGYJoYrbWxEdE0WosRFVbAh4+eVV0m7UsVvHd5e15kURRxlO4BTOAcMVNOEWWuABBQHP8ApvzqPz4rw7H4vWklPMHMMfOJ8/LOWPUg==</latexit><latexit sha1_base64="T/UawBI9Te0cBwXNwoKoU05Gmuo=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBg5RsEfRY8OKxgmkLbSyb7aZdutnE3Y0QQv+EFw+KePXvePPfuG1z0NYHA4/3ZpiZFySCa+O6305pbX1jc6u8XdnZ3ds/qB4etXWcKso8GotYdQOimeCSeYYbwbqJYiQKBOsEk5uZ33liSvNY3pssYX5ERpKHnBJjpa730BjkGE8H1Zpbd+dAqwQXpAYFWoPqV38Y0zRi0lBBtO5hNzF+TpThVLBppZ9qlhA6ISPWs1SSiGk/n987RWdWGaIwVrakQXP190ROIq2zKLCdETFjvezNxP+8XmrCaz/nMkkNk3SxKEwFMjGaPY+GXDFqRGYJoYrbWxEdE0WosRFVbAh4+eVV0m7UsVvHd5e15kURRxlO4BTOAcMVNOEWWuABBQHP8ApvzqPz4rw7H4vWklPMHMMfOJ8/LOWPUg==</latexit><latexit sha1_base64="T/UawBI9Te0cBwXNwoKoU05Gmuo=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBg5RsEfRY8OKxgmkLbSyb7aZdutnE3Y0QQv+EFw+KePXvePPfuG1z0NYHA4/3ZpiZFySCa+O6305pbX1jc6u8XdnZ3ds/qB4etXWcKso8GotYdQOimeCSeYYbwbqJYiQKBOsEk5uZ33liSvNY3pssYX5ERpKHnBJjpa730BjkGE8H1Zpbd+dAqwQXpAYFWoPqV38Y0zRi0lBBtO5hNzF+TpThVLBppZ9qlhA6ISPWs1SSiGk/n987RWdWGaIwVrakQXP190ROIq2zKLCdETFjvezNxP+8XmrCaz/nMkkNk3SxKEwFMjGaPY+GXDFqRGYJoYrbWxEdE0WosRFVbAh4+eVV0m7UsVvHd5e15kURRxlO4BTOAcMVNOEWWuABBQHP8ApvzqPz4rw7H4vWklPMHMMfOJ8/LOWPUg==</latexit>

U1
12, U

1
22

<latexit sha1_base64="Tm0YoEn4CeaeXOMpN9a2wUByjaI=">AAAB+3icbZBPS8MwGMbT+W/Of3UevQSH4GGMZgh6HHjxOMFug62WNEu3sDQtSSqO0q/ixYMiXv0i3vw2Zl0PuvlA4Mfzvi/vmydIOFPacb6tysbm1vZOdbe2t39weGQf13sqTiWhLol5LAcBVpQzQV3NNKeDRFIcBZz2g9nNot5/pFKxWNzreUK9CE8ECxnB2li+XXcfkJ+hdt6EBbXbuW83nJZTCK4DKqEBSnV9+2s0jkkaUaEJx0oNkZNoL8NSM8JpXhuliiaYzPCEDg0KHFHlZcXtOTw3zhiGsTRPaFi4vycyHCk1jwLTGWE9Vau1hflfbZjq8NrLmEhSTQVZLgpTDnUMF0HAMZOUaD43gIlk5lZIplhiok1cNRMCWv3yOvTaLeS00N1lo9Ms46iCU3AGLgACV6ADbkEXuICAJ/AMXsGblVsv1rv1sWytWOXMCfgj6/MHqP6S0g==</latexit><latexit sha1_base64="Tm0YoEn4CeaeXOMpN9a2wUByjaI=">AAAB+3icbZBPS8MwGMbT+W/Of3UevQSH4GGMZgh6HHjxOMFug62WNEu3sDQtSSqO0q/ixYMiXv0i3vw2Zl0PuvlA4Mfzvi/vmydIOFPacb6tysbm1vZOdbe2t39weGQf13sqTiWhLol5LAcBVpQzQV3NNKeDRFIcBZz2g9nNot5/pFKxWNzreUK9CE8ECxnB2li+XXcfkJ+hdt6EBbXbuW83nJZTCK4DKqEBSnV9+2s0jkkaUaEJx0oNkZNoL8NSM8JpXhuliiaYzPCEDg0KHFHlZcXtOTw3zhiGsTRPaFi4vycyHCk1jwLTGWE9Vau1hflfbZjq8NrLmEhSTQVZLgpTDnUMF0HAMZOUaD43gIlk5lZIplhiok1cNRMCWv3yOvTaLeS00N1lo9Ms46iCU3AGLgACV6ADbkEXuICAJ/AMXsGblVsv1rv1sWytWOXMCfgj6/MHqP6S0g==</latexit><latexit sha1_base64="Tm0YoEn4CeaeXOMpN9a2wUByjaI=">AAAB+3icbZBPS8MwGMbT+W/Of3UevQSH4GGMZgh6HHjxOMFug62WNEu3sDQtSSqO0q/ixYMiXv0i3vw2Zl0PuvlA4Mfzvi/vmydIOFPacb6tysbm1vZOdbe2t39weGQf13sqTiWhLol5LAcBVpQzQV3NNKeDRFIcBZz2g9nNot5/pFKxWNzreUK9CE8ECxnB2li+XXcfkJ+hdt6EBbXbuW83nJZTCK4DKqEBSnV9+2s0jkkaUaEJx0oNkZNoL8NSM8JpXhuliiaYzPCEDg0KHFHlZcXtOTw3zhiGsTRPaFi4vycyHCk1jwLTGWE9Vau1hflfbZjq8NrLmEhSTQVZLgpTDnUMF0HAMZOUaD43gIlk5lZIplhiok1cNRMCWv3yOvTaLeS00N1lo9Ms46iCU3AGLgACV6ADbkEXuICAJ/AMXsGblVsv1rv1sWytWOXMCfgj6/MHqP6S0g==</latexit><latexit sha1_base64="Tm0YoEn4CeaeXOMpN9a2wUByjaI=">AAAB+3icbZBPS8MwGMbT+W/Of3UevQSH4GGMZgh6HHjxOMFug62WNEu3sDQtSSqO0q/ixYMiXv0i3vw2Zl0PuvlA4Mfzvi/vmydIOFPacb6tysbm1vZOdbe2t39weGQf13sqTiWhLol5LAcBVpQzQV3NNKeDRFIcBZz2g9nNot5/pFKxWNzreUK9CE8ECxnB2li+XXcfkJ+hdt6EBbXbuW83nJZTCK4DKqEBSnV9+2s0jkkaUaEJx0oNkZNoL8NSM8JpXhuliiaYzPCEDg0KHFHlZcXtOTw3zhiGsTRPaFi4vycyHCk1jwLTGWE9Vau1hflfbZjq8NrLmEhSTQVZLgpTDnUMF0HAMZOUaD43gIlk5lZIplhiok1cNRMCWv3yOvTaLeS00N1lo9Ms46iCU3AGLgACV6ADbkEXuICAJ/AMXsGblVsv1rv1sWytWOXMCfgj6/MHqP6S0g==</latexit>

U2
12, U

2
22

<latexit sha1_base64="4Y8/J6cG3ptx3ka5noc5zDcOY4U=">AAAB+3icbZDLSsNAFIZP6q3WW6xLN4NFcFFKEgRdFty4rGDaQhvDZDpth04uzEzEEvIqblwo4tYXcefbOE2z0NYfBj7+cw7nzB8knEllWd9GZWNza3unulvb2z84PDKP610Zp4JQl8Q8Fv0AS8pZRF3FFKf9RFAcBpz2gtnNot57pEKyOLpX84R6IZ5EbMwIVtryzbr74PiZ7eRNVJDj5L7ZsFpWIbQOdgkNKNXxza/hKCZpSCNFOJZyYFuJ8jIsFCOc5rVhKmmCyQxP6EBjhEMqvay4PUfn2hmhcSz0ixQq3N8TGQ6lnIeB7gyxmsrV2sL8rzZI1fjay1iUpIpGZLlonHKkYrQIAo2YoETxuQZMBNO3IjLFAhOl46rpEOzVL69D12nZVsu+u2y0m2UcVTiFM7gAG66gDbfQARcIPMEzvMKbkRsvxrvxsWytGOXMCfyR8fkDrBqS1A==</latexit><latexit sha1_base64="4Y8/J6cG3ptx3ka5noc5zDcOY4U=">AAAB+3icbZDLSsNAFIZP6q3WW6xLN4NFcFFKEgRdFty4rGDaQhvDZDpth04uzEzEEvIqblwo4tYXcefbOE2z0NYfBj7+cw7nzB8knEllWd9GZWNza3unulvb2z84PDKP610Zp4JQl8Q8Fv0AS8pZRF3FFKf9RFAcBpz2gtnNot57pEKyOLpX84R6IZ5EbMwIVtryzbr74PiZ7eRNVJDj5L7ZsFpWIbQOdgkNKNXxza/hKCZpSCNFOJZyYFuJ8jIsFCOc5rVhKmmCyQxP6EBjhEMqvay4PUfn2hmhcSz0ixQq3N8TGQ6lnIeB7gyxmsrV2sL8rzZI1fjay1iUpIpGZLlonHKkYrQIAo2YoETxuQZMBNO3IjLFAhOl46rpEOzVL69D12nZVsu+u2y0m2UcVTiFM7gAG66gDbfQARcIPMEzvMKbkRsvxrvxsWytGOXMCfyR8fkDrBqS1A==</latexit><latexit sha1_base64="4Y8/J6cG3ptx3ka5noc5zDcOY4U=">AAAB+3icbZDLSsNAFIZP6q3WW6xLN4NFcFFKEgRdFty4rGDaQhvDZDpth04uzEzEEvIqblwo4tYXcefbOE2z0NYfBj7+cw7nzB8knEllWd9GZWNza3unulvb2z84PDKP610Zp4JQl8Q8Fv0AS8pZRF3FFKf9RFAcBpz2gtnNot57pEKyOLpX84R6IZ5EbMwIVtryzbr74PiZ7eRNVJDj5L7ZsFpWIbQOdgkNKNXxza/hKCZpSCNFOJZyYFuJ8jIsFCOc5rVhKmmCyQxP6EBjhEMqvay4PUfn2hmhcSz0ixQq3N8TGQ6lnIeB7gyxmsrV2sL8rzZI1fjay1iUpIpGZLlonHKkYrQIAo2YoETxuQZMBNO3IjLFAhOl46rpEOzVL69D12nZVsu+u2y0m2UcVTiFM7gAG66gDbfQARcIPMEzvMKbkRsvxrvxsWytGOXMCfyR8fkDrBqS1A==</latexit><latexit sha1_base64="4Y8/J6cG3ptx3ka5noc5zDcOY4U=">AAAB+3icbZDLSsNAFIZP6q3WW6xLN4NFcFFKEgRdFty4rGDaQhvDZDpth04uzEzEEvIqblwo4tYXcefbOE2z0NYfBj7+cw7nzB8knEllWd9GZWNza3unulvb2z84PDKP610Zp4JQl8Q8Fv0AS8pZRF3FFKf9RFAcBpz2gtnNot57pEKyOLpX84R6IZ5EbMwIVtryzbr74PiZ7eRNVJDj5L7ZsFpWIbQOdgkNKNXxza/hKCZpSCNFOJZyYFuJ8jIsFCOc5rVhKmmCyQxP6EBjhEMqvay4PUfn2hmhcSz0ixQq3N8TGQ6lnIeB7gyxmsrV2sL8rzZI1fjay1iUpIpGZLlonHKkYrQIAo2YoETxuQZMBNO3IjLFAhOl46rpEOzVL69D12nZVsu+u2y0m2UcVTiFM7gAG66gDbfQARcIPMEzvMKbkRsvxrvxsWytGOXMCfyR8fkDrBqS1A==</latexit>

U1
11

<latexit sha1_base64="/DohcrqK9uNJ+rgS2CS2zDbgrqw=">AAAB73icbVBNSwMxEJ34WetX1aOXYBE8SNmIoMeCF48V3LbQriWbZtvQbHZNskJZ+ie8eFDEq3/Hm//GtN2Dtj4YeLw3w8y8MJXCWM/7Riura+sbm6Wt8vbO7t5+5eCwaZJMM+6zRCa6HVLDpVDct8JK3k41p3EoeSsc3Uz91hPXRiTq3o5THsR0oEQkGLVOavsPpJcTMulVql7NmwEvE1KQKhRo9Cpf3X7CspgryyQ1pkO81AY51VYwySflbmZ4StmIDnjHUUVjboJ8du8Enzqlj6NEu1IWz9TfEzmNjRnHoeuMqR2aRW8q/ud1MhtdB7lQaWa5YvNFUSaxTfD0edwXmjMrx45QpoW7FbMh1ZRZF1HZhUAWX14mzYsa8Wrk7rJaPy/iKMExnMAZELiCOtxCA3xgIOEZXuENPaIX9I4+5q0rqJg5gj9Anz8rXI9R</latexit><latexit sha1_base64="/DohcrqK9uNJ+rgS2CS2zDbgrqw=">AAAB73icbVBNSwMxEJ34WetX1aOXYBE8SNmIoMeCF48V3LbQriWbZtvQbHZNskJZ+ie8eFDEq3/Hm//GtN2Dtj4YeLw3w8y8MJXCWM/7Riura+sbm6Wt8vbO7t5+5eCwaZJMM+6zRCa6HVLDpVDct8JK3k41p3EoeSsc3Uz91hPXRiTq3o5THsR0oEQkGLVOavsPpJcTMulVql7NmwEvE1KQKhRo9Cpf3X7CspgryyQ1pkO81AY51VYwySflbmZ4StmIDnjHUUVjboJ8du8Enzqlj6NEu1IWz9TfEzmNjRnHoeuMqR2aRW8q/ud1MhtdB7lQaWa5YvNFUSaxTfD0edwXmjMrx45QpoW7FbMh1ZRZF1HZhUAWX14mzYsa8Wrk7rJaPy/iKMExnMAZELiCOtxCA3xgIOEZXuENPaIX9I4+5q0rqJg5gj9Anz8rXI9R</latexit><latexit sha1_base64="/DohcrqK9uNJ+rgS2CS2zDbgrqw=">AAAB73icbVBNSwMxEJ34WetX1aOXYBE8SNmIoMeCF48V3LbQriWbZtvQbHZNskJZ+ie8eFDEq3/Hm//GtN2Dtj4YeLw3w8y8MJXCWM/7Riura+sbm6Wt8vbO7t5+5eCwaZJMM+6zRCa6HVLDpVDct8JK3k41p3EoeSsc3Uz91hPXRiTq3o5THsR0oEQkGLVOavsPpJcTMulVql7NmwEvE1KQKhRo9Cpf3X7CspgryyQ1pkO81AY51VYwySflbmZ4StmIDnjHUUVjboJ8du8Enzqlj6NEu1IWz9TfEzmNjRnHoeuMqR2aRW8q/ud1MhtdB7lQaWa5YvNFUSaxTfD0edwXmjMrx45QpoW7FbMh1ZRZF1HZhUAWX14mzYsa8Wrk7rJaPy/iKMExnMAZELiCOtxCA3xgIOEZXuENPaIX9I4+5q0rqJg5gj9Anz8rXI9R</latexit><latexit sha1_base64="/DohcrqK9uNJ+rgS2CS2zDbgrqw=">AAAB73icbVBNSwMxEJ34WetX1aOXYBE8SNmIoMeCF48V3LbQriWbZtvQbHZNskJZ+ie8eFDEq3/Hm//GtN2Dtj4YeLw3w8y8MJXCWM/7Riura+sbm6Wt8vbO7t5+5eCwaZJMM+6zRCa6HVLDpVDct8JK3k41p3EoeSsc3Uz91hPXRiTq3o5THsR0oEQkGLVOavsPpJcTMulVql7NmwEvE1KQKhRo9Cpf3X7CspgryyQ1pkO81AY51VYwySflbmZ4StmIDnjHUUVjboJ8du8Enzqlj6NEu1IWz9TfEzmNjRnHoeuMqR2aRW8q/ud1MhtdB7lQaWa5YvNFUSaxTfD0edwXmjMrx45QpoW7FbMh1ZRZF1HZhUAWX14mzYsa8Wrk7rJaPy/iKMExnMAZELiCOtxCA3xgIOEZXuENPaIX9I4+5q0rqJg5gj9Anz8rXI9R</latexit>

U1
12, U

1
22

<latexit sha1_base64="Tm0YoEn4CeaeXOMpN9a2wUByjaI=">AAAB+3icbZBPS8MwGMbT+W/Of3UevQSH4GGMZgh6HHjxOMFug62WNEu3sDQtSSqO0q/ixYMiXv0i3vw2Zl0PuvlA4Mfzvi/vmydIOFPacb6tysbm1vZOdbe2t39weGQf13sqTiWhLol5LAcBVpQzQV3NNKeDRFIcBZz2g9nNot5/pFKxWNzreUK9CE8ECxnB2li+XXcfkJ+hdt6EBbXbuW83nJZTCK4DKqEBSnV9+2s0jkkaUaEJx0oNkZNoL8NSM8JpXhuliiaYzPCEDg0KHFHlZcXtOTw3zhiGsTRPaFi4vycyHCk1jwLTGWE9Vau1hflfbZjq8NrLmEhSTQVZLgpTDnUMF0HAMZOUaD43gIlk5lZIplhiok1cNRMCWv3yOvTaLeS00N1lo9Ms46iCU3AGLgACV6ADbkEXuICAJ/AMXsGblVsv1rv1sWytWOXMCfgj6/MHqP6S0g==</latexit><latexit sha1_base64="Tm0YoEn4CeaeXOMpN9a2wUByjaI=">AAAB+3icbZBPS8MwGMbT+W/Of3UevQSH4GGMZgh6HHjxOMFug62WNEu3sDQtSSqO0q/ixYMiXv0i3vw2Zl0PuvlA4Mfzvi/vmydIOFPacb6tysbm1vZOdbe2t39weGQf13sqTiWhLol5LAcBVpQzQV3NNKeDRFIcBZz2g9nNot5/pFKxWNzreUK9CE8ECxnB2li+XXcfkJ+hdt6EBbXbuW83nJZTCK4DKqEBSnV9+2s0jkkaUaEJx0oNkZNoL8NSM8JpXhuliiaYzPCEDg0KHFHlZcXtOTw3zhiGsTRPaFi4vycyHCk1jwLTGWE9Vau1hflfbZjq8NrLmEhSTQVZLgpTDnUMF0HAMZOUaD43gIlk5lZIplhiok1cNRMCWv3yOvTaLeS00N1lo9Ms46iCU3AGLgACV6ADbkEXuICAJ/AMXsGblVsv1rv1sWytWOXMCfgj6/MHqP6S0g==</latexit><latexit sha1_base64="Tm0YoEn4CeaeXOMpN9a2wUByjaI=">AAAB+3icbZBPS8MwGMbT+W/Of3UevQSH4GGMZgh6HHjxOMFug62WNEu3sDQtSSqO0q/ixYMiXv0i3vw2Zl0PuvlA4Mfzvi/vmydIOFPacb6tysbm1vZOdbe2t39weGQf13sqTiWhLol5LAcBVpQzQV3NNKeDRFIcBZz2g9nNot5/pFKxWNzreUK9CE8ECxnB2li+XXcfkJ+hdt6EBbXbuW83nJZTCK4DKqEBSnV9+2s0jkkaUaEJx0oNkZNoL8NSM8JpXhuliiaYzPCEDg0KHFHlZcXtOTw3zhiGsTRPaFi4vycyHCk1jwLTGWE9Vau1hflfbZjq8NrLmEhSTQVZLgpTDnUMF0HAMZOUaD43gIlk5lZIplhiok1cNRMCWv3yOvTaLeS00N1lo9Ms46iCU3AGLgACV6ADbkEXuICAJ/AMXsGblVsv1rv1sWytWOXMCfgj6/MHqP6S0g==</latexit><latexit sha1_base64="Tm0YoEn4CeaeXOMpN9a2wUByjaI=">AAAB+3icbZBPS8MwGMbT+W/Of3UevQSH4GGMZgh6HHjxOMFug62WNEu3sDQtSSqO0q/ixYMiXv0i3vw2Zl0PuvlA4Mfzvi/vmydIOFPacb6tysbm1vZOdbe2t39weGQf13sqTiWhLol5LAcBVpQzQV3NNKeDRFIcBZz2g9nNot5/pFKxWNzreUK9CE8ECxnB2li+XXcfkJ+hdt6EBbXbuW83nJZTCK4DKqEBSnV9+2s0jkkaUaEJx0oNkZNoL8NSM8JpXhuliiaYzPCEDg0KHFHlZcXtOTw3zhiGsTRPaFi4vycyHCk1jwLTGWE9Vau1hflfbZjq8NrLmEhSTQVZLgpTDnUMF0HAMZOUaD43gIlk5lZIplhiok1cNRMCWv3yOvTaLeS00N1lo9Ms46iCU3AGLgACV6ADbkEXuICAJ/AMXsGblVsv1rv1sWytWOXMCfgj6/MHqP6S0g==</latexit>
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Figure 16. Equivalent network for the two-user MAC (local CSIT).
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Figure 17. Outer bounds on the average achievable rate region.

3.10. MAC with Local CSIT—Multi-State Channels: State-Dependent Layering

In this section, we generalize the encoding and decoding strategy of Section 3.9 to
the general `-state channel. When the channels have ` possible states, each transmitter is
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allocated ` different sets of codebooks, one corresponding to each channel state. Specifically,
corresponding to channel state sm for m ∈ {1, . . . , `}, transmitter i encodes its message via
m information layers generated according to independent codebooks. This set of codebooks
is denoted byW i

m = {Ui
1m, . . . , Ui

mm}.
Table 6 specifies the designation of the codebooks to different combined channel states.

In this table, the channels are ordered in the ascending order. In particular, varying channels
for transmitter 1, the combined channel state (sq, sp) precedes all channel states (sk, sp) for
all k > q. Similarly, for transmitter 2 channel state (sq, sp) precedes the channel state (sq, sk),
for every k > p. Furthermore, according to this approach, when user i’s channel becomes
stronger, it decodes additional codebooks. The sequence of decoding the codebooks,
as shown in Table 6, is specified in three steps:

1. State (s1, s1): Start with the weakest channel combination (s1, s1), and reserve the
baseline codebooks U1

11, U2
11 to be the only codebooks to be decoded in this state.

Define V i
11 = {Ui

11} as the set of codebooks that the receiver decodes from transmitter
i when the channel state is (s1, s1).

2. States (s1, sq) and (sq, s1): Next, construct the first row of the table. For this purpose,

define V2
1q as the set of the codebooks that the receiver decodes from transmitter 2,

when the channel state is (s1, sq). Based on this, the set of codebooks in each state
can be specified recursively. Specifically, in the state (s1, sq), decode what has been
decoded in the preceding state (s1, sq−1), i.e., the set of codebooks V2

1(q−1), plus new

codebooks {U1
1q, . . . , U1

qq}. Then, construct the first column of the table in a similar
fashion, except that the roles of transmitter 1 and 2 are swapped.

3. States (sq, sp) for p, q > 1: By defining the set of codebooks that the receiver decodes

from transmitter i in the state (sq, sp) by V i
qp, the codebooks decoded in this state

are related to the ones decoded in two preceding states. Specifically, in state (sq, sp)
decode codebooks V1

(p−1)q and V1
p(q−1). For example, for ` = 3, the codebooks decoded

in (s2, s3) include those decoded for transmitter 1 in state (s2, s2) along with those
decoded for transmitter 2 in channel state (s1, s3).

Table 6. Successive decoding stages for `-state MAC with local CSIT.

h2

h1 s1 s2 · · · sq · · · s`

s1 U1
11

U2
11

U1
12, U1

22
V2

11

· · · · · · · U1
1`, . . . , U1

``
V2
(`−1)1

s2 V1
11

U2
12, U2

22

V1
12
V2

21

· · · · · · · V1
1`

V2
2(`−1)

· · · · · · · · · · ·
sp · · · · · V1

(p−1)q
V2

p(q−1)

· · · ·

· · · · · · · · · · ·
s` V1

(`−1)1
U2

1`, . . . , U2
``

V1
(`−1)2
V2

1`

· · · · · · · V1
(`−1)`
V2
(`−1)`

The decoding order in the general case is similar the one used for ` = 2 in Table 5.
In particular, in channel state (sq, sp) the receiver successively decodes q codebooks from
transmitter 1 along with p codebooks from transmitter 2. The set of decodable codebooks
in channel state (sq, sp) is related to set of codebooks decoded for transmitter 2 in state
(sq−1, sp) and those decoded for transmitter 1 (sq, sp−1). The average achievable rate region
for the codebook assignment and decoding strategy presented in this section is summarized
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in Theorem 13. Similar to the two-state channel case, define βi
mn ∈ [0, 1] as the fraction of

power allocated to the codebook Ui
mn such that ∑n

m=1 βi
mn = 1, ∀n ∈ {1, . . . .`}.

Theorem 13 ([89]). For the codebook assignment in this section and the decoding scheme in Table 6,
for any given set of power allocation factors {βi

mn}, the average achievable rate region {R̄1, R̄2} for
the `-state channel is the set of all rates that satisfy

R̄2 ≤ E[r1(n, m)] , (192)

R̄2 ≤ E[r2(n, m)] , (193)

R̄1 + R̄2 ≤ E[min{r3(n, m), r4(n, m)}] , (194)

where the functions {r1(n, m), . . . , r4(n, m)}, for all m, n ∈ {1, . . . , `} are defined as follows.

r1(n, m) =min
m

`

∑
j=1

c1(j, m) + c3(j, n, m) , (195)

r2(n, m) =min
m

`

∑
j=1

c2(j, m) + c4(j, n, m) , (196)

r3(n, m) = ∑
∀k<m

c5(m) + c7(m, n) + c9(k, m, n) , (197)

r4(n, m) = ∑
∀k<m

c5(m) + c6(m, n) + c8(k, m, n) , (198)

where

c1(j, m) = C(sjβ
1
jj, smC2(j, m)), ∀j ∈ {1, . . . , `}, m ∈ {j, . . . , `} , (199)

c2(j, i) = C(sjβ
2
jj, smC1(j, m)), ∀j ∈ {1, . . . , `} , (200)

c3(j, n, m) = C(snβ1
jn, snC1(j, n) + sjC2(j, j)), ∀n ∈ {j + 1, . . . , `}, m ∈ {j, . . . , `} , (201)

c4(j, n, m) = C(snβ2
jn, sjC1(j, m) + snC2(j, n)) , ∀n ∈ {j + 1, . . . , `} , (202)

c5(m) = C(smβ1
mm + snβ2

mm), ∀m ∈ {1, . . . , `} , (203)

c6(m, n) = C(smβ1
mm + snβ2

mn, snC2(m, n)), ∀m < n, ∀n ∈ {m + 1, . . . , `} , (204)

c7(m, n) = C(snβ1
mn + smβ2

mm, snC1(m, n)), ∀m < n, ∀n ∈ {m + 1, . . . , `} , (205)

c8(k, m, n) = C
(

smβ1
km + snβ2

kn, smC1(k, m) + snC2(k, n)
)

, ∀k < m, ∀n ∈ {m, . . . , `} , (206)

c9(k, m, n) = C
(

snβ1
kn + smβ2

km, anC1(k, n) + smC2(k, m)
)

, ∀ k < m, ∀n ∈ {m, . . . , `} , (207)

and we have defined C1(m, n) = 1−∑m
i=1 β1

in and C2(m, n) = 1−∑m
i=1 β2

in, for all m < n and
n ∈ {m + 1, . . . , `}.

Figure 18 demonstrates the average rate region for the three-state channel, in which
the channel gains are s1 = 0.04, s2 = 0.25, s3 = 1, and channel probability parameters
q1 = 0.3, q2 = 0.4 for transmitter 1, and p1 = 0.6, p2 = 0.1 for transmitter 2. Furthermore,
the region in Theorem 11 is evaluated in Figure 19. Specifically, the average achievable rate
region OTUXYZ specified in Figure 17 is evaluated for three scenarios S1,S2,S3. In all three
scenarios, the average power constraint is set to 10 dB, i.e., P1 = P2 = P = 10 dB, and the
channel states are (s1, s2) = (0.3, 1). Evaluations are carried out for the symmetric setting
Ŝ1 with the probability distribution q1 = p1 = 0.5, and the asymmetric cases Ŝ1, Ŝ2 with
probability distributions q1 = 0.2, p1 = 0.8 and q1 = 0.4, p1 = 0.5. This figures illustrate
that the average capacity region of the two-user MAC with full CSIT can be partially
achieved when only one user has full CSIT.
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Figure 18. Average rate regions for ` = 3.

Figure 19. Average rate regions in Theorem 11.

4. The Interference Channel
4.1. Overview

In this section, we turn the focus to the interference channel as a key building block in
interference-limited wireless networks. In this channel, multiple transmitters communicate
with their designated receivers, imposing interference on one another. Designing and
analyzing interference management schemes has a rich literature. Irrespective of their
discrepancies, the existing approaches often rely on the accurate availability of the CSIT and
CSIR. We discuss how the broadcast approach can be viewed as a distributed interference
management scheme, rendering a practical approach to have effective communication in
the interference channel in the face of unknown CSIT.

While the literature on assessing the communication reliability limits of the interfer-
ence channel and the attendant interference management schemes is rich, a significant focus
is on the channels with perfect availability of the CSIT at all transmitters. Representative
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known results in the asymptote of high SNR regime include the degrees-of-freedom (DoF)
region achievable by interference alignment [117,118]. In the non-asymptotic SNR regime
of particular note is the achievable rate region due to Han–Kobayashi (HK) [119,120],
which is shown to achieve rates within one bit of the capacity region for the Gaussian inter-
ference channel [121]. While unknown in its general form, the capacity region is known
in special cases, including the strong interference channel [122,123], the discrete additive
degraded interference channel [124], certain classes of the deterministic interference chan-
nel [125–128], and opportunistic communication under bursty interference, which is a form
of the broadcast approach and is studied under different assumptions on the non-causal
availability of the CSI at the transmitters and receivers [129]. some other examples of
interference channel and broadcast approach are found in [130,131]. There are extensive
studies on circumventing the challenges associated with analyzing and optimal resource
allocation over the HK region [130,132–138]. A more detailed and thorough overview of
these can be found in [94].

Interference management without CSIT has also been the subject of intense studies
more recently, with more focus on the high SNR regime. Representative studies in the
high SNR regime include characterizing the DoF region for the two-user multi-antenna
interference channel in [139–145]; blind interference alignment in [146–155]; interference
management via leveraging network topologies in [156,157]; and ergodic interference
channels in [158–160]. In the non-asymptotic SNR regime, the studies are more limited, and
they include analysis on the capacity region of the erasure interference channel in [161,162];
the compound interference channel in [163]; ergodic capacity for the Z-interference channel
in [164]; ergodic capacity of the strong and very strong interference channels in [165,166];
and approximate capacity region for the fast-fading channels [167,168].

In this section, conductive to relieving dependency on full CSIT, we discuss how
the broadcast approach can be viewed as a distributed interference management solution
for circumventing the lack of CSIT in the multiuser interference channel. One significant
intuition provided by the HK scheme is that even with full CSIT, layering and superposition
coding is necessary. Built upon this intuition, the broadcast approach is a natural evolution
of the HK scheme. We focus on the two-user and finite-state Gaussian interference channel
to convey the key ideas in rate-splitting, codebook assignments, and decoding schemes.
The remainder of this section is organized as follows. This section focuses primarily on
the two-user Gaussian interference channel, for which we provide a model in Section 4.2.
We start by discussing the setting in which the receiver has full CSI, and the transmitters
have only the statistical model of the CSI and review the application of the broadcast
approach in this setting in Section 4.3 for the two-user channel and in Section 4.4 for
the multiuser channel. Finally, we will review the interference channel with local CSIT
in Sections 4.5. Under the setting with local CSIT, we consider two scenarios in which
each transmitter either knows the level of the interference that their respective receiver
experiences, or the level of interference they impose on the unintended receiver. We discuss
how the broadcast approach can be designed for each of these two scenarios.

4.2. Broadcast Approach in the Interference Channel—Preliminaries

Consider the two-user slowly-fading Gaussian interference channel, in which the coef-
ficient of the channel connecting transmitter i to receiver j is denoted by h∗ij for i, j ∈ {1, 2}.
We refer to h∗ii and h∗ij as the direct and cross channel coefficients, respectively, ∀ i 6= j.
The signal received by receiver i is denoted by

y∗i = h∗ii x∗i + h∗ij x∗j + n∗i , (208)

where x∗i denotes the signal transmitted by transmitter i, and n∗i accounts for the AWGN
distributed according to N (0, Ni). The transmitted symbol x∗i is subject to the average
power constraint P∗i , i.e., E[|x∗i |2] ≤ P∗i . Each channel is assumed to follow a block fading
model in which the channel coefficients remain constant for the duration of a transmission
block of length n, and randomly change to another state afterward. We consider an `-state
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channel model in which each channel coefficient h∗ij randomly and independently of the
rest of the channels takes one of the ` possible states {√si : i ∈ {1, . . . , `}}. Without
loss of generality, we assume that 0 < s1 < · · · < s` < +∞. The `-state interference
channel in (208) gives rise to an interference channel with `2 different states. The entire
channel states are assumed to be fully known to the receivers while being unknown to the
transmitters. A statistically equivalent form of the `-state interference channel in (208) is
the standard interference channel model given by [169,170]

y1 = x1 +
√

a1x2 + n1 , and y2 =
√

a2x1 + x2 + n2 , (209)

and the inputs satisfy E[|x∗i |2] ≤ P∗i , where we have defined

a1 =

(
h∗12
h∗22

)2
· N2

N1
, a2 =

(
h∗21
h∗11

)2
· N1

N2
, and Pi =

(h∗ii)
2

Ni
· P∗i . (210)

and the terms n1 and n2 are the additive noise terms distributed according to N (0, 1). The
equivalence between (208) and (209) can be established by setting

yi =
y∗i√
Ni

, xi =
h∗ii√
Ni

x∗i , ni =
n∗i√
Ni

. (211)

Channel gains a1 and a2 are statistically independent, inheriting their independence
from that of the channel coefficients. By invoking the normalization in (210), it can be
readily verified that the cross channel gains ai take one of K = `(`− 1) + 1 possible states,
which we denote by {β1, . . . , βK}. Without loss of generality we assume they are in the
ascending order. For the two-state channel, the cross channel gain takes one of the three
states β1 = s1

s2
, β2 = 1, and β3 = 1

β1
. Hence, the state of the network is specified by two

cross links, rendering K2 states for the network. We say that the network is in the state
(βs, βt) when (a1, a2) = (βs, βt). To distinguish different states, in the network state (βs, βt),
we denote the outputs by

ys
1 = x1 +

√
βs x2 + n1 , and yt

2 =
√

βt x1 + x2 + n2 . (212)

Hence, this interference channel can be equivalently presented as a network with two
transmitters and K2 receiver pairs, where each receiver pair corresponds to one possible
channel state. In the case of the symmetric interference channel, we have a1 = a2, and the
number of possible channel combinations reduces to K, rending an equivalent network
with two transmitters and 2K receivers. Figure 20 depicts such a symmetric network for
the two-state channel. Finally, we define

qs
1 = P(a1 = βs) and qs

2 = P(a2 = βs) . (213)

4.3. Two-User Interference Channel without CSIT

Effective interference management in the interference channel hinges on how a trans-
mitter can balance the two opposing roles that it has as both an information source and an
interferer. Striking such a balance requires designating a proper notion of degradedness
according to which different realizations of the network can be distinguished and ordered.
Hence, specifying an order of degradedness plays a central role in assigning codebooks
and designing the decoding schemes. We adopt the same notion of degradedness that was
used for the MAC with proper modifications.

When each channel has ` possible states, the cross channels take one of the
K = `(`− 1) + 1. Hence, by adopting the broadcast approach, this two-user interference
channel becomes equivalent to a multiuser network consisting of two transmitters and
K2 receivers. The transmitters and each of these receivers form a MAC, in which the
receiver is interested in decoding as many information layers as possible. To this end and
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by following the same line of arguments we had for the MAC, we use the capacity region
of the individual MACs to designate degradedness among distinct network states.
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2<latexit sha1_base64="havrt0EMTXUnILliAJhD0kQXWVk=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTFtoY9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST27nfeeLaiEQ94DTlQUxHSkSCUbSSP330Bo1BtebW3QXIOvEKUoMCrUH1qz9MWBZzhUxSY3qem2KQU42CST6r9DPDU8omdMR7lioacxPki2Nn5MIqQxIl2pZCslB/T+Q0NmYah7Yzpjg2q95c/M/rZRjdBLlQaYZcseWiKJMEEzL/nAyF5gzl1BLKtLC3EjammjK0+VRsCN7qy+uk3ah7bt27v6o1G0UcZTiDc7gED66hCXfQAh8YCHiGV3hzlPPivDsfy9aSU8ycwh84nz8u9Y41</latexit><latexit sha1_base64="havrt0EMTXUnILliAJhD0kQXWVk=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTFtoY9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST27nfeeLaiEQ94DTlQUxHSkSCUbSSP330Bo1BtebW3QXIOvEKUoMCrUH1qz9MWBZzhUxSY3qem2KQU42CST6r9DPDU8omdMR7lioacxPki2Nn5MIqQxIl2pZCslB/T+Q0NmYah7Yzpjg2q95c/M/rZRjdBLlQaYZcseWiKJMEEzL/nAyF5gzl1BLKtLC3EjammjK0+VRsCN7qy+uk3ah7bt27v6o1G0UcZTiDc7gED66hCXfQAh8YCHiGV3hzlPPivDsfy9aSU8ycwh84nz8u9Y41</latexit><latexit sha1_base64="havrt0EMTXUnILliAJhD0kQXWVk=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTFtoY9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST27nfeeLaiEQ94DTlQUxHSkSCUbSSP330Bo1BtebW3QXIOvEKUoMCrUH1qz9MWBZzhUxSY3qem2KQU42CST6r9DPDU8omdMR7lioacxPki2Nn5MIqQxIl2pZCslB/T+Q0NmYah7Yzpjg2q95c/M/rZRjdBLlQaYZcseWiKJMEEzL/nAyF5gzl1BLKtLC3EjammjK0+VRsCN7qy+uk3ah7bt27v6o1G0UcZTiDc7gED66hCXfQAh8YCHiGV3hzlPPivDsfy9aSU8ycwh84nz8u9Y41</latexit><latexit sha1_base64="havrt0EMTXUnILliAJhD0kQXWVk=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTFtoY9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST27nfeeLaiEQ94DTlQUxHSkSCUbSSP330Bo1BtebW3QXIOvEKUoMCrUH1qz9MWBZzhUxSY3qem2KQU42CST6r9DPDU8omdMR7lioacxPki2Nn5MIqQxIl2pZCslB/T+Q0NmYah7Yzpjg2q95c/M/rZRjdBLlQaYZcseWiKJMEEzL/nAyF5gzl1BLKtLC3EjammjK0+VRsCN7qy+uk3ah7bt27v6o1G0UcZTiDc7gED66hCXfQAh8YCHiGV3hzlPPivDsfy9aSU8ycwh84nz8u9Y41</latexit>

y2
2<latexit sha1_base64="fzOQt4bAmlpZtKhRI0z4srZbfXI=">AAAB7HicbVBNS8NAEJ2tX7V+VT16WSyCp5IEQY8FLx4rmLbQxrLZbtqlm03Y3Qgh9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSq4No7zjSobm1vbO9Xd2t7+weFR/fiko5NMUebTRCSqFxLNBJfMN9wI1ksVI3EoWDec3s797hNTmifyweQpC2IyljzilBgr+fmjN/SG9YbTdBbA68QtSQNKtIf1r8EooVnMpKGCaN13ndQEBVGGU8FmtUGmWUrolIxZ31JJYqaDYnHsDF9YZYSjRNmSBi/U3xMFibXO49B2xsRM9Ko3F//z+pmJboKCyzQzTNLloigT2CR4/jkeccWoEbklhCpub8V0QhShxuZTsyG4qy+vk47XdJ2me3/VaHllHFU4g3O4BBeuoQV30AYfKHB4hld4QxK9oHf0sWytoHLmFP4Aff4AMHuONg==</latexit><latexit sha1_base64="fzOQt4bAmlpZtKhRI0z4srZbfXI=">AAAB7HicbVBNS8NAEJ2tX7V+VT16WSyCp5IEQY8FLx4rmLbQxrLZbtqlm03Y3Qgh9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSq4No7zjSobm1vbO9Xd2t7+weFR/fiko5NMUebTRCSqFxLNBJfMN9wI1ksVI3EoWDec3s797hNTmifyweQpC2IyljzilBgr+fmjN/SG9YbTdBbA68QtSQNKtIf1r8EooVnMpKGCaN13ndQEBVGGU8FmtUGmWUrolIxZ31JJYqaDYnHsDF9YZYSjRNmSBi/U3xMFibXO49B2xsRM9Ko3F//z+pmJboKCyzQzTNLloigT2CR4/jkeccWoEbklhCpub8V0QhShxuZTsyG4qy+vk47XdJ2me3/VaHllHFU4g3O4BBeuoQV30AYfKHB4hld4QxK9oHf0sWytoHLmFP4Aff4AMHuONg==</latexit><latexit sha1_base64="fzOQt4bAmlpZtKhRI0z4srZbfXI=">AAAB7HicbVBNS8NAEJ2tX7V+VT16WSyCp5IEQY8FLx4rmLbQxrLZbtqlm03Y3Qgh9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSq4No7zjSobm1vbO9Xd2t7+weFR/fiko5NMUebTRCSqFxLNBJfMN9wI1ksVI3EoWDec3s797hNTmifyweQpC2IyljzilBgr+fmjN/SG9YbTdBbA68QtSQNKtIf1r8EooVnMpKGCaN13ndQEBVGGU8FmtUGmWUrolIxZ31JJYqaDYnHsDF9YZYSjRNmSBi/U3xMFibXO49B2xsRM9Ko3F//z+pmJboKCyzQzTNLloigT2CR4/jkeccWoEbklhCpub8V0QhShxuZTsyG4qy+vk47XdJ2me3/VaHllHFU4g3O4BBeuoQV30AYfKHB4hld4QxK9oHf0sWytoHLmFP4Aff4AMHuONg==</latexit><latexit sha1_base64="fzOQt4bAmlpZtKhRI0z4srZbfXI=">AAAB7HicbVBNS8NAEJ2tX7V+VT16WSyCp5IEQY8FLx4rmLbQxrLZbtqlm03Y3Qgh9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSq4No7zjSobm1vbO9Xd2t7+weFR/fiko5NMUebTRCSqFxLNBJfMN9wI1ksVI3EoWDec3s797hNTmifyweQpC2IyljzilBgr+fmjN/SG9YbTdBbA68QtSQNKtIf1r8EooVnMpKGCaN13ndQEBVGGU8FmtUGmWUrolIxZ31JJYqaDYnHsDF9YZYSjRNmSBi/U3xMFibXO49B2xsRM9Ko3F//z+pmJboKCyzQzTNLloigT2CR4/jkeccWoEbklhCpub8V0QhShxuZTsyG4qy+vk47XdJ2me3/VaHllHFU4g3O4BBeuoQV30AYfKHB4hld4QxK9oHf0sWytoHLmFP4Aff4AMHuONg==</latexit>

y3
2<latexit sha1_base64="07wwYB59fMEmHyMS0QQfmxwu74o=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fjw4rGCaQttLJvtpl262YTdiRBKf4MXD4p49Qd589+4bXPQ1gcDj/dmmJkXplIYdN1vZ219Y3Nru7RT3t3bPzisHB23TJJpxn2WyER3Qmq4FIr7KFDyTqo5jUPJ2+H4dua3n7g2IlEPmKc8iOlQiUgwilby88fLfr1fqbo1dw6ySryCVKFAs1/56g0SlsVcIZPUmK7nphhMqEbBJJ+We5nhKWVjOuRdSxWNuQkm82On5NwqAxIl2pZCMld/T0xobEweh7Yzpjgyy95M/M/rZhjdBBOh0gy5YotFUSYJJmT2ORkIzRnK3BLKtLC3EjaimjK0+ZRtCN7yy6ukVa95bs27v6o26kUcJTiFM7gAD66hAXfQBB8YCHiGV3hzlPPivDsfi9Y1p5g5gT9wPn8AMgGONw==</latexit><latexit sha1_base64="07wwYB59fMEmHyMS0QQfmxwu74o=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fjw4rGCaQttLJvtpl262YTdiRBKf4MXD4p49Qd589+4bXPQ1gcDj/dmmJkXplIYdN1vZ219Y3Nru7RT3t3bPzisHB23TJJpxn2WyER3Qmq4FIr7KFDyTqo5jUPJ2+H4dua3n7g2IlEPmKc8iOlQiUgwilby88fLfr1fqbo1dw6ySryCVKFAs1/56g0SlsVcIZPUmK7nphhMqEbBJJ+We5nhKWVjOuRdSxWNuQkm82On5NwqAxIl2pZCMld/T0xobEweh7Yzpjgyy95M/M/rZhjdBBOh0gy5YotFUSYJJmT2ORkIzRnK3BLKtLC3EjaimjK0+ZRtCN7yy6ukVa95bs27v6o26kUcJTiFM7gAD66hAXfQBB8YCHiGV3hzlPPivDsfi9Y1p5g5gT9wPn8AMgGONw==</latexit><latexit sha1_base64="07wwYB59fMEmHyMS0QQfmxwu74o=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fjw4rGCaQttLJvtpl262YTdiRBKf4MXD4p49Qd589+4bXPQ1gcDj/dmmJkXplIYdN1vZ219Y3Nru7RT3t3bPzisHB23TJJpxn2WyER3Qmq4FIr7KFDyTqo5jUPJ2+H4dua3n7g2IlEPmKc8iOlQiUgwilby88fLfr1fqbo1dw6ySryCVKFAs1/56g0SlsVcIZPUmK7nphhMqEbBJJ+We5nhKWVjOuRdSxWNuQkm82On5NwqAxIl2pZCMld/T0xobEweh7Yzpjgyy95M/M/rZhjdBBOh0gy5YotFUSYJJmT2ORkIzRnK3BLKtLC3EjaimjK0+ZRtCN7yy6ukVa95bs27v6o26kUcJTiFM7gAD66hAXfQBB8YCHiGV3hzlPPivDsfi9Y1p5g5gT9wPn8AMgGONw==</latexit><latexit sha1_base64="07wwYB59fMEmHyMS0QQfmxwu74o=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fjw4rGCaQttLJvtpl262YTdiRBKf4MXD4p49Qd589+4bXPQ1gcDj/dmmJkXplIYdN1vZ219Y3Nru7RT3t3bPzisHB23TJJpxn2WyER3Qmq4FIr7KFDyTqo5jUPJ2+H4dua3n7g2IlEPmKc8iOlQiUgwilby88fLfr1fqbo1dw6ySryCVKFAs1/56g0SlsVcIZPUmK7nphhMqEbBJJ+We5nhKWVjOuRdSxWNuQkm82On5NwqAxIl2pZCMld/T0xobEweh7Yzpjgyy95M/M/rZhjdBBOh0gy5YotFUSYJJmT2ORkIzRnK3BLKtLC3EjaimjK0+ZRtCN7yy6ukVa95bs27v6o26kUcJTiFM7gAD66hAXfQBB8YCHiGV3hzlPPivDsfi9Y1p5g5gT9wPn8AMgGONw==</latexit>

y3
1<latexit sha1_base64="seDe/ZAZtD1L1TN9SFPcI00KMzM=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fjw4rGCaQttLJvtpF262YTdjRBKf4MXD4p49Qd589+4bXPQ1gcDj/dmmJkXpoJr47rfztr6xubWdmmnvLu3f3BYOTpu6SRTDH2WiER1QqpRcIm+4UZgJ1VI41BgOxzfzvz2EyrNE/lg8hSDmA4ljzijxkp+/njZ9/qVqltz5yCrxCtIFQo0+5Wv3iBhWYzSMEG17npuaoIJVYYzgdNyL9OYUjamQ+xaKmmMOpjMj52Sc6sMSJQoW9KQufp7YkJjrfM4tJ0xNSO97M3E/7xuZqKbYMJlmhmUbLEoygQxCZl9TgZcITMit4Qyxe2thI2ooszYfMo2BG/55VXSqtc8t+bdX1Ub9SKOEpzCGVyAB9fQgDtogg8MODzDK7w50nlx3p2PReuaU8ycwB84nz8wfY42</latexit><latexit sha1_base64="seDe/ZAZtD1L1TN9SFPcI00KMzM=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fjw4rGCaQttLJvtpF262YTdjRBKf4MXD4p49Qd589+4bXPQ1gcDj/dmmJkXpoJr47rfztr6xubWdmmnvLu3f3BYOTpu6SRTDH2WiER1QqpRcIm+4UZgJ1VI41BgOxzfzvz2EyrNE/lg8hSDmA4ljzijxkp+/njZ9/qVqltz5yCrxCtIFQo0+5Wv3iBhWYzSMEG17npuaoIJVYYzgdNyL9OYUjamQ+xaKmmMOpjMj52Sc6sMSJQoW9KQufp7YkJjrfM4tJ0xNSO97M3E/7xuZqKbYMJlmhmUbLEoygQxCZl9TgZcITMit4Qyxe2thI2ooszYfMo2BG/55VXSqtc8t+bdX1Ub9SKOEpzCGVyAB9fQgDtogg8MODzDK7w50nlx3p2PReuaU8ycwB84nz8wfY42</latexit><latexit sha1_base64="seDe/ZAZtD1L1TN9SFPcI00KMzM=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fjw4rGCaQttLJvtpF262YTdjRBKf4MXD4p49Qd589+4bXPQ1gcDj/dmmJkXpoJr47rfztr6xubWdmmnvLu3f3BYOTpu6SRTDH2WiER1QqpRcIm+4UZgJ1VI41BgOxzfzvz2EyrNE/lg8hSDmA4ljzijxkp+/njZ9/qVqltz5yCrxCtIFQo0+5Wv3iBhWYzSMEG17npuaoIJVYYzgdNyL9OYUjamQ+xaKmmMOpjMj52Sc6sMSJQoW9KQufp7YkJjrfM4tJ0xNSO97M3E/7xuZqKbYMJlmhmUbLEoygQxCZl9TgZcITMit4Qyxe2thI2ooszYfMo2BG/55VXSqtc8t+bdX1Ub9SKOEpzCGVyAB9fQgDtogg8MODzDK7w50nlx3p2PReuaU8ycwB84nz8wfY42</latexit><latexit sha1_base64="seDe/ZAZtD1L1TN9SFPcI00KMzM=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fjw4rGCaQttLJvtpF262YTdjRBKf4MXD4p49Qd589+4bXPQ1gcDj/dmmJkXpoJr47rfztr6xubWdmmnvLu3f3BYOTpu6SRTDH2WiER1QqpRcIm+4UZgJ1VI41BgOxzfzvz2EyrNE/lg8hSDmA4ljzijxkp+/njZ9/qVqltz5yCrxCtIFQo0+5Wv3iBhWYzSMEG17npuaoIJVYYzgdNyL9OYUjamQ+xaKmmMOpjMj52Sc6sMSJQoW9KQufp7YkJjrfM4tJ0xNSO97M3E/7xuZqKbYMJlmhmUbLEoygQxCZl9TgZcITMit4Qyxe2thI2ooszYfMo2BG/55VXSqtc8t+bdX1Ub9SKOEpzCGVyAB9fQgDtogg8MODzDK7w50nlx3p2PReuaU8ycwB84nz8wfY42</latexit>

y2
1<latexit sha1_base64="0ADSahpeUnXenGh6zhauujbTGzY=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTFtoY9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST27nfeeLaiEQ94DTlQUxHSkSCUbSSP31sDLxBtebW3QXIOvEKUoMCrUH1qz9MWBZzhUxSY3qem2KQU42CST6r9DPDU8omdMR7lioacxPki2Nn5MIqQxIl2pZCslB/T+Q0NmYah7Yzpjg2q95c/M/rZRjdBLlQaYZcseWiKJMEEzL/nAyF5gzl1BLKtLC3EjammjK0+VRsCN7qy+uk3ah7bt27v6o1G0UcZTiDc7gED66hCXfQAh8YCHiGV3hzlPPivDsfy9aSU8ycwh84nz8u9441</latexit><latexit sha1_base64="0ADSahpeUnXenGh6zhauujbTGzY=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTFtoY9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST27nfeeLaiEQ94DTlQUxHSkSCUbSSP31sDLxBtebW3QXIOvEKUoMCrUH1qz9MWBZzhUxSY3qem2KQU42CST6r9DPDU8omdMR7lioacxPki2Nn5MIqQxIl2pZCslB/T+Q0NmYah7Yzpjg2q95c/M/rZRjdBLlQaYZcseWiKJMEEzL/nAyF5gzl1BLKtLC3EjammjK0+VRsCN7qy+uk3ah7bt27v6o1G0UcZTiDc7gED66hCXfQAh8YCHiGV3hzlPPivDsfy9aSU8ycwh84nz8u9441</latexit><latexit sha1_base64="0ADSahpeUnXenGh6zhauujbTGzY=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTFtoY9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST27nfeeLaiEQ94DTlQUxHSkSCUbSSP31sDLxBtebW3QXIOvEKUoMCrUH1qz9MWBZzhUxSY3qem2KQU42CST6r9DPDU8omdMR7lioacxPki2Nn5MIqQxIl2pZCslB/T+Q0NmYah7Yzpjg2q95c/M/rZRjdBLlQaYZcseWiKJMEEzL/nAyF5gzl1BLKtLC3EjammjK0+VRsCN7qy+uk3ah7bt27v6o1G0UcZTiDc7gED66hCXfQAh8YCHiGV3hzlPPivDsfy9aSU8ycwh84nz8u9441</latexit><latexit sha1_base64="0ADSahpeUnXenGh6zhauujbTGzY=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTFtoY9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST27nfeeLaiEQ94DTlQUxHSkSCUbSSP31sDLxBtebW3QXIOvEKUoMCrUH1qz9MWBZzhUxSY3qem2KQU42CST6r9DPDU8omdMR7lioacxPki2Nn5MIqQxIl2pZCslB/T+Q0NmYah7Yzpjg2q95c/M/rZRjdBLlQaYZcseWiKJMEEzL/nAyF5gzl1BLKtLC3EjammjK0+VRsCN7qy+uk3ah7bt27v6o1G0UcZTiDc7gED66hCXfQAh8YCHiGV3hzlPPivDsfy9aSU8ycwh84nz8u9441</latexit>

�2 = 1
<latexit sha1_base64="RBOGy2CQoXXJYaYlJ31Aw43o5gs=">AAAB8HicbVDLSgNBEJz1GeMr6tHLYBA8hd0g6EUIePEYwTwkWcLspDcZMjO7zPQKIeQrvHhQxKuf482/cZLsQRMLGoqqbrq7olQKi77/7a2tb2xubRd2irt7+weHpaPjpk0yw6HBE5mYdsQsSKGhgQIltFMDTEUSWtHodua3nsBYkegHHKcQKjbQIhacoZMeuxEg61Vvgl6p7Ff8OegqCXJSJjnqvdJXt5/wTIFGLpm1ncBPMZwwg4JLmBa7mYWU8REbQMdRzRTYcDI/eErPndKncWJcaaRz9ffEhClrxypynYrh0C57M/E/r5NhfB1OhE4zBM0Xi+JMUkzo7HvaFwY4yrEjjBvhbqV8yAzj6DIquhCC5ZdXSbNaCfxKcH9ZrlXzOArklJyRCxKQK1Ijd6ROGoQTRZ7JK3nzjPfivXsfi9Y1L585IX/gff4A3vqPuw==</latexit><latexit sha1_base64="RBOGy2CQoXXJYaYlJ31Aw43o5gs=">AAAB8HicbVDLSgNBEJz1GeMr6tHLYBA8hd0g6EUIePEYwTwkWcLspDcZMjO7zPQKIeQrvHhQxKuf482/cZLsQRMLGoqqbrq7olQKi77/7a2tb2xubRd2irt7+weHpaPjpk0yw6HBE5mYdsQsSKGhgQIltFMDTEUSWtHodua3nsBYkegHHKcQKjbQIhacoZMeuxEg61Vvgl6p7Ff8OegqCXJSJjnqvdJXt5/wTIFGLpm1ncBPMZwwg4JLmBa7mYWU8REbQMdRzRTYcDI/eErPndKncWJcaaRz9ffEhClrxypynYrh0C57M/E/r5NhfB1OhE4zBM0Xi+JMUkzo7HvaFwY4yrEjjBvhbqV8yAzj6DIquhCC5ZdXSbNaCfxKcH9ZrlXzOArklJyRCxKQK1Ijd6ROGoQTRZ7JK3nzjPfivXsfi9Y1L585IX/gff4A3vqPuw==</latexit><latexit sha1_base64="RBOGy2CQoXXJYaYlJ31Aw43o5gs=">AAAB8HicbVDLSgNBEJz1GeMr6tHLYBA8hd0g6EUIePEYwTwkWcLspDcZMjO7zPQKIeQrvHhQxKuf482/cZLsQRMLGoqqbrq7olQKi77/7a2tb2xubRd2irt7+weHpaPjpk0yw6HBE5mYdsQsSKGhgQIltFMDTEUSWtHodua3nsBYkegHHKcQKjbQIhacoZMeuxEg61Vvgl6p7Ff8OegqCXJSJjnqvdJXt5/wTIFGLpm1ncBPMZwwg4JLmBa7mYWU8REbQMdRzRTYcDI/eErPndKncWJcaaRz9ffEhClrxypynYrh0C57M/E/r5NhfB1OhE4zBM0Xi+JMUkzo7HvaFwY4yrEjjBvhbqV8yAzj6DIquhCC5ZdXSbNaCfxKcH9ZrlXzOArklJyRCxKQK1Ijd6ROGoQTRZ7JK3nzjPfivXsfi9Y1L585IX/gff4A3vqPuw==</latexit><latexit sha1_base64="RBOGy2CQoXXJYaYlJ31Aw43o5gs=">AAAB8HicbVDLSgNBEJz1GeMr6tHLYBA8hd0g6EUIePEYwTwkWcLspDcZMjO7zPQKIeQrvHhQxKuf482/cZLsQRMLGoqqbrq7olQKi77/7a2tb2xubRd2irt7+weHpaPjpk0yw6HBE5mYdsQsSKGhgQIltFMDTEUSWtHodua3nsBYkegHHKcQKjbQIhacoZMeuxEg61Vvgl6p7Ff8OegqCXJSJjnqvdJXt5/wTIFGLpm1ncBPMZwwg4JLmBa7mYWU8REbQMdRzRTYcDI/eErPndKncWJcaaRz9ffEhClrxypynYrh0C57M/E/r5NhfB1OhE4zBM0Xi+JMUkzo7HvaFwY4yrEjjBvhbqV8yAzj6DIquhCC5ZdXSbNaCfxKcH9ZrlXzOArklJyRCxKQK1Ijd6ROGoQTRZ7JK3nzjPfivXsfi9Y1L585IX/gff4A3vqPuw==</latexit>
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Figure 20. Equivalent network for the symmetric Gaussian interference channel (` = 2).

The network model in (212) is equivalent to a collection of MACs. The MAC asso-
ciated with receiver ys

i , for s < k, is degraded with respect to the MAC associated with
the receiver yk

i . Hence, receiver yk
i can successfully decode all the information layers

that are decoded by the receivers {y1
i , . . . , ys

i }. Driven by this approach to designating
degradedness, each transmitter splits its message into multiple independent codebooks,
where each is adapted to one combined state of the network and intended to be decoded
by specific receivers.

At receiver yk
i , decoding every additional layer form transmitter i directly increases

the achievable rate. In parallel, decoding each additional layer from the interfering other
transmitter indirectly increases the achievable rate by canceling a part of the interfering
signal. Driven by these two observations, transmitter i breaks its message into 2K layers
denoted by {Vk

i , Uk
i }K

k=1, each serving a specific purpose. Recall that in the canonical model
in (212), the direct channels remain unchanged and only the cross channels have varying
states. Hence, each of the 2K layers of each transmitter is designated to a specific cross
channel state and receiver.

• Transmitter 1 (or 2) reserves the information layer Vk
1 (or Vk

2 ) for adapting it to the
channel from transmitter 1 (or 2) to the unintended receiver yk

2 (or yk
1). Based on this

designation, the intended receivers {yk
1}K

k=1 (or {yk
2}K

k=1) will decode all codebooks
{Vk

1 }K
k=1 (or {Vk

2 }K
k=1), and the non-intended receivers {yk

2}K
k=1 (or {yk

1}K
k=1) will be

decoding a subset of these codebooks. The selection of the subsets depends on on
channel strengths of the receivers, such that the non-intended receiver yk

2 (or yk
1)

decodes only codebooks {Vs
1}k

s=1 (or {Vs
2}k

s=1).
• Transmitter 1 (or 2) reserves the layer Uk

1 (or Uk
2) for adapting it to the channel from

transmitter 2 (or 1) to the intended receiver yk
1 (or yk

2). Based on this designation,
the unintended receivers {yk

2}K
k=1 (or {yk

1}K
k=1) will not decode any of the codebooks

{Uk
1}K

k=1 (or {Uk
2}K

k=1), and the intended receivers {yk
1}K

k=1 (or {yk
2}K

k=1) will be decod-
ing a subset of these codebooks. The selection of these subsets depends on channel
strengths of the receives such that the intended receiver yk

1 (or yk
2) decodes only the

codebooks {Us
1}k

s=1 (or {Us
2}k

s=1).

Figure 21 specifies how the codebooks are assigned to transmitter 1 as we as the set of
codebooks decoded by each of the three receivers {yk

1}3
k=1 associated with transmitter 1.

4.3.1. Successive Decoding: Two-State Channel

We review a successive decoding scheme for the two-state channel. This scheme
will be then generalized in Section 4.3.2. In this decoding scheme, each codebook will be
decoded by a number of receivers. Therefore, the rate of each codebook will be limited
by the its most degraded channel state. The codebooks that are not decoded by a receiver
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will be treated as Gaussian noise. These codebooks impose interference on the receiver,
which compromises the achievable rate at the receiver. This observation guides designing
a successive decoding scheme that dynamically identifies (i) the set of the receivers that
decode a given codebook, and (ii) the order by which the codebooks are successively
decoded by each receiver.
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1<latexit sha1_base64="0ADSahpeUnXenGh6zhauujbTGzY=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTFtoY9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST27nfeeLaiEQ94DTlQUxHSkSCUbSSP31sDLxBtebW3QXIOvEKUoMCrUH1qz9MWBZzhUxSY3qem2KQU42CST6r9DPDU8omdMR7lioacxPki2Nn5MIqQxIl2pZCslB/T+Q0NmYah7Yzpjg2q95c/M/rZRjdBLlQaYZcseWiKJMEEzL/nAyF5gzl1BLKtLC3EjammjK0+VRsCN7qy+uk3ah7bt27v6o1G0UcZTiDc7gED66hCXfQAh8YCHiGV3hzlPPivDsfy9aSU8ycwh84nz8u9441</latexit><latexit sha1_base64="0ADSahpeUnXenGh6zhauujbTGzY=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTFtoY9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST27nfeeLaiEQ94DTlQUxHSkSCUbSSP31sDLxBtebW3QXIOvEKUoMCrUH1qz9MWBZzhUxSY3qem2KQU42CST6r9DPDU8omdMR7lioacxPki2Nn5MIqQxIl2pZCslB/T+Q0NmYah7Yzpjg2q95c/M/rZRjdBLlQaYZcseWiKJMEEzL/nAyF5gzl1BLKtLC3EjammjK0+VRsCN7qy+uk3ah7bt27v6o1G0UcZTiDc7gED66hCXfQAh8YCHiGV3hzlPPivDsfy9aSU8ycwh84nz8u9441</latexit><latexit sha1_base64="0ADSahpeUnXenGh6zhauujbTGzY=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTFtoY9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST27nfeeLaiEQ94DTlQUxHSkSCUbSSP31sDLxBtebW3QXIOvEKUoMCrUH1qz9MWBZzhUxSY3qem2KQU42CST6r9DPDU8omdMR7lioacxPki2Nn5MIqQxIl2pZCslB/T+Q0NmYah7Yzpjg2q95c/M/rZRjdBLlQaYZcseWiKJMEEzL/nAyF5gzl1BLKtLC3EjammjK0+VRsCN7qy+uk3ah7bt27v6o1G0UcZTiDc7gED66hCXfQAh8YCHiGV3hzlPPivDsfy9aSU8ycwh84nz8u9441</latexit><latexit sha1_base64="0ADSahpeUnXenGh6zhauujbTGzY=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeCF48VTFtoY9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74ST27nfeeLaiEQ94DTlQUxHSkSCUbSSP31sDLxBtebW3QXIOvEKUoMCrUH1qz9MWBZzhUxSY3qem2KQU42CST6r9DPDU8omdMR7lioacxPki2Nn5MIqQxIl2pZCslB/T+Q0NmYah7Yzpjg2q95c/M/rZRjdBLlQaYZcseWiKJMEEzL/nAyF5gzl1BLKtLC3EjammjK0+VRsCN7qy+uk3ah7bt27v6o1G0UcZTiDc7gED66hCXfQAh8YCHiGV3hzlPPivDsfy9aSU8ycwh84nz8u9441</latexit>

{U1
2 , U2

2 , U3
2 }

<latexit sha1_base64="tWl2jmsn73Qe/Wvbfn+w4McRNKM=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXEhJoqDLghuXFUxbaNMwmU7aoZNJmJkIJXbhr7hxoYhbf8Odf+MkzUJbD9zL4Zx7mTsnSBiVyrK+jcrK6tr6RnWztrW9s7tn7h+0ZZwKTFwcs1h0AyQJo5y4iipGuokgKAoY6QSTm9zvPBAhaczv1TQhXoRGnIYUI6Ul3zzqZ+7A9p1zd+AU/cJ3+rOab9athlUALhO7JHVQouWbX/1hjNOIcIUZkrJnW4nyMiQUxYzMav1UkgThCRqRnqYcRUR6WXH/DJ5qZQjDWOjiChbq740MRVJOo0BPRkiN5aKXi/95vVSF115GeZIqwvH8oTBlUMUwDwMOqSBYsakmCAuqb4V4jATCSkeWh2AvfnmZtJ2GbTXsu8t60ynjqIJjcALOgA2uQBPcghZwAQaP4Bm8gjfjyXgx3o2P+WjFKHcOwR8Ynz+8IJPr</latexit><latexit sha1_base64="tWl2jmsn73Qe/Wvbfn+w4McRNKM=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXEhJoqDLghuXFUxbaNMwmU7aoZNJmJkIJXbhr7hxoYhbf8Odf+MkzUJbD9zL4Zx7mTsnSBiVyrK+jcrK6tr6RnWztrW9s7tn7h+0ZZwKTFwcs1h0AyQJo5y4iipGuokgKAoY6QSTm9zvPBAhaczv1TQhXoRGnIYUI6Ul3zzqZ+7A9p1zd+AU/cJ3+rOab9athlUALhO7JHVQouWbX/1hjNOIcIUZkrJnW4nyMiQUxYzMav1UkgThCRqRnqYcRUR6WXH/DJ5qZQjDWOjiChbq740MRVJOo0BPRkiN5aKXi/95vVSF115GeZIqwvH8oTBlUMUwDwMOqSBYsakmCAuqb4V4jATCSkeWh2AvfnmZtJ2GbTXsu8t60ynjqIJjcALOgA2uQBPcghZwAQaP4Bm8gjfjyXgx3o2P+WjFKHcOwR8Ynz+8IJPr</latexit><latexit sha1_base64="tWl2jmsn73Qe/Wvbfn+w4McRNKM=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXEhJoqDLghuXFUxbaNMwmU7aoZNJmJkIJXbhr7hxoYhbf8Odf+MkzUJbD9zL4Zx7mTsnSBiVyrK+jcrK6tr6RnWztrW9s7tn7h+0ZZwKTFwcs1h0AyQJo5y4iipGuokgKAoY6QSTm9zvPBAhaczv1TQhXoRGnIYUI6Ul3zzqZ+7A9p1zd+AU/cJ3+rOab9athlUALhO7JHVQouWbX/1hjNOIcIUZkrJnW4nyMiQUxYzMav1UkgThCRqRnqYcRUR6WXH/DJ5qZQjDWOjiChbq740MRVJOo0BPRkiN5aKXi/95vVSF115GeZIqwvH8oTBlUMUwDwMOqSBYsakmCAuqb4V4jATCSkeWh2AvfnmZtJ2GbTXsu8t60ynjqIJjcALOgA2uQBPcghZwAQaP4Bm8gjfjyXgx3o2P+WjFKHcOwR8Ynz+8IJPr</latexit><latexit sha1_base64="tWl2jmsn73Qe/Wvbfn+w4McRNKM=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXEhJoqDLghuXFUxbaNMwmU7aoZNJmJkIJXbhr7hxoYhbf8Odf+MkzUJbD9zL4Zx7mTsnSBiVyrK+jcrK6tr6RnWztrW9s7tn7h+0ZZwKTFwcs1h0AyQJo5y4iipGuokgKAoY6QSTm9zvPBAhaczv1TQhXoRGnIYUI6Ul3zzqZ+7A9p1zd+AU/cJ3+rOab9athlUALhO7JHVQouWbX/1hjNOIcIUZkrJnW4nyMiQUxYzMav1UkgThCRqRnqYcRUR6WXH/DJ5qZQjDWOjiChbq740MRVJOo0BPRkiN5aKXi/95vVSF115GeZIqwvH8oTBlUMUwDwMOqSBYsakmCAuqb4V4jATCSkeWh2AvfnmZtJ2GbTXsu8t60ynjqIJjcALOgA2uQBPcghZwAQaP4Bm8gjfjyXgx3o2P+WjFKHcOwR8Ynz+8IJPr</latexit>

{U1
1 , U2

1 , U3
1 }

<latexit sha1_base64="iH7tcD0Nz4CIjmS75IiuRoCHaFI=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXEjJVEGXBTcuK5i20KRhMp20QyeTMDMRSuzCX3HjQhG3/oY7/8YkzUJbD9zL4Zx7mTvHjzlT2rK+jcrK6tr6RnWztrW9s7tn7h90VJRIQm0S8Uj2fKwoZ4LammlOe7GkOPQ57fqTm9zvPlCpWCTu9TSmbohHggWMYJ1JnnnkpPYAeejcHjSLfuEhZ1bzzLrVsArAZYJKUgcl2p755QwjkoRUaMKxUn1kxdpNsdSMcDqrOYmiMSYTPKL9jAocUuWmxf0zeJopQxhEMiuhYaH+3khxqNQ09LPJEOuxWvRy8T+vn+jg2k2ZiBNNBZk/FCQc6gjmYcAhk5RoPs0IJpJlt0IyxhITnUWWh4AWv7xMOs0Gshro7rLeapZxVMExOAFnAIEr0AK3oA1sQMAjeAav4M14Ml6Md+NjPloxyp1D8AfG5w+3eZPo</latexit><latexit sha1_base64="iH7tcD0Nz4CIjmS75IiuRoCHaFI=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXEjJVEGXBTcuK5i20KRhMp20QyeTMDMRSuzCX3HjQhG3/oY7/8YkzUJbD9zL4Zx7mTvHjzlT2rK+jcrK6tr6RnWztrW9s7tn7h90VJRIQm0S8Uj2fKwoZ4LammlOe7GkOPQ57fqTm9zvPlCpWCTu9TSmbohHggWMYJ1JnnnkpPYAeejcHjSLfuEhZ1bzzLrVsArAZYJKUgcl2p755QwjkoRUaMKxUn1kxdpNsdSMcDqrOYmiMSYTPKL9jAocUuWmxf0zeJopQxhEMiuhYaH+3khxqNQ09LPJEOuxWvRy8T+vn+jg2k2ZiBNNBZk/FCQc6gjmYcAhk5RoPs0IJpJlt0IyxhITnUWWh4AWv7xMOs0Gshro7rLeapZxVMExOAFnAIEr0AK3oA1sQMAjeAav4M14Ml6Md+NjPloxyp1D8AfG5w+3eZPo</latexit><latexit sha1_base64="iH7tcD0Nz4CIjmS75IiuRoCHaFI=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXEjJVEGXBTcuK5i20KRhMp20QyeTMDMRSuzCX3HjQhG3/oY7/8YkzUJbD9zL4Zx7mTvHjzlT2rK+jcrK6tr6RnWztrW9s7tn7h90VJRIQm0S8Uj2fKwoZ4LammlOe7GkOPQ57fqTm9zvPlCpWCTu9TSmbohHggWMYJ1JnnnkpPYAeejcHjSLfuEhZ1bzzLrVsArAZYJKUgcl2p755QwjkoRUaMKxUn1kxdpNsdSMcDqrOYmiMSYTPKL9jAocUuWmxf0zeJopQxhEMiuhYaH+3khxqNQ09LPJEOuxWvRy8T+vn+jg2k2ZiBNNBZk/FCQc6gjmYcAhk5RoPs0IJpJlt0IyxhITnUWWh4AWv7xMOs0Gshro7rLeapZxVMExOAFnAIEr0AK3oA1sQMAjeAav4M14Ml6Md+NjPloxyp1D8AfG5w+3eZPo</latexit><latexit sha1_base64="iH7tcD0Nz4CIjmS75IiuRoCHaFI=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXEjJVEGXBTcuK5i20KRhMp20QyeTMDMRSuzCX3HjQhG3/oY7/8YkzUJbD9zL4Zx7mTvHjzlT2rK+jcrK6tr6RnWztrW9s7tn7h90VJRIQm0S8Uj2fKwoZ4LammlOe7GkOPQ57fqTm9zvPlCpWCTu9TSmbohHggWMYJ1JnnnkpPYAeejcHjSLfuEhZ1bzzLrVsArAZYJKUgcl2p755QwjkoRUaMKxUn1kxdpNsdSMcDqrOYmiMSYTPKL9jAocUuWmxf0zeJopQxhEMiuhYaH+3khxqNQ09LPJEOuxWvRy8T+vn+jg2k2ZiBNNBZk/FCQc6gjmYcAhk5RoPs0IJpJlt0IyxhITnUWWh4AWv7xMOs0Gshro7rLeapZxVMExOAFnAIEr0AK3oA1sQMAjeAav4M14Ml6Md+NjPloxyp1D8AfG5w+3eZPo</latexit>

{V 1
1 , V 2

1 , V 3
1 }

<latexit sha1_base64="7MAUvTWGbc5/4h2Wijo3VVRJqqA=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXEjJVEGXBTcuK9i00KRhMp20QycPZiZCiV34K25cKOLW33Dn3zhJs9DWA/dyOOde5s7xE86ksqxvo7Kyura+Ud2sbW3v7O6Z+we2jFNBaIfEPBY9H0vKWUQ7iilOe4mgOPQ57fqTm9zvPlAhWRzdq2lC3RCPIhYwgpWWPPPIyewB8tC5PWgW/cJDzqzmmXWrYRWAywSVpA5KtD3zyxnGJA1ppAjHUvaRlSg3w0Ixwums5qSSJphM8Ij2NY1wSKWbFffP4KlWhjCIha5IwUL9vZHhUMpp6OvJEKuxXPRy8T+vn6rg2s1YlKSKRmT+UJByqGKYhwGHTFCi+FQTTATTt0IyxgITpSPLQ0CLX14mdrOBrAa6u6y3mmUcVXAMTsAZQOAKtMAtaIMOIOARPINX8GY8GS/Gu/ExH60Y5c4h+APj8we8LJPr</latexit><latexit sha1_base64="7MAUvTWGbc5/4h2Wijo3VVRJqqA=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXEjJVEGXBTcuK9i00KRhMp20QycPZiZCiV34K25cKOLW33Dn3zhJs9DWA/dyOOde5s7xE86ksqxvo7Kyura+Ud2sbW3v7O6Z+we2jFNBaIfEPBY9H0vKWUQ7iilOe4mgOPQ57fqTm9zvPlAhWRzdq2lC3RCPIhYwgpWWPPPIyewB8tC5PWgW/cJDzqzmmXWrYRWAywSVpA5KtD3zyxnGJA1ppAjHUvaRlSg3w0Ixwums5qSSJphM8Ij2NY1wSKWbFffP4KlWhjCIha5IwUL9vZHhUMpp6OvJEKuxXPRy8T+vn6rg2s1YlKSKRmT+UJByqGKYhwGHTFCi+FQTTATTt0IyxgITpSPLQ0CLX14mdrOBrAa6u6y3mmUcVXAMTsAZQOAKtMAtaIMOIOARPINX8GY8GS/Gu/ExH60Y5c4h+APj8we8LJPr</latexit><latexit sha1_base64="7MAUvTWGbc5/4h2Wijo3VVRJqqA=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXEjJVEGXBTcuK9i00KRhMp20QycPZiZCiV34K25cKOLW33Dn3zhJs9DWA/dyOOde5s7xE86ksqxvo7Kyura+Ud2sbW3v7O6Z+we2jFNBaIfEPBY9H0vKWUQ7iilOe4mgOPQ57fqTm9zvPlAhWRzdq2lC3RCPIhYwgpWWPPPIyewB8tC5PWgW/cJDzqzmmXWrYRWAywSVpA5KtD3zyxnGJA1ppAjHUvaRlSg3w0Ixwums5qSSJphM8Ij2NY1wSKWbFffP4KlWhjCIha5IwUL9vZHhUMpp6OvJEKuxXPRy8T+vn6rg2s1YlKSKRmT+UJByqGKYhwGHTFCi+FQTTATTt0IyxgITpSPLQ0CLX14mdrOBrAa6u6y3mmUcVXAMTsAZQOAKtMAtaIMOIOARPINX8GY8GS/Gu/ExH60Y5c4h+APj8we8LJPr</latexit><latexit sha1_base64="7MAUvTWGbc5/4h2Wijo3VVRJqqA=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXEjJVEGXBTcuK9i00KRhMp20QycPZiZCiV34K25cKOLW33Dn3zhJs9DWA/dyOOde5s7xE86ksqxvo7Kyura+Ud2sbW3v7O6Z+we2jFNBaIfEPBY9H0vKWUQ7iilOe4mgOPQ57fqTm9zvPlAhWRzdq2lC3RCPIhYwgpWWPPPIyewB8tC5PWgW/cJDzqzmmXWrYRWAywSVpA5KtD3zyxnGJA1ppAjHUvaRlSg3w0Ixwums5qSSJphM8Ij2NY1wSKWbFffP4KlWhjCIha5IwUL9vZHhUMpp6OvJEKuxXPRy8T+vn6rg2s1YlKSKRmT+UJByqGKYhwGHTFCi+FQTTATTt0IyxgITpSPLQ0CLX14mdrOBrAa6u6y3mmUcVXAMTsAZQOAKtMAtaIMOIOARPINX8GY8GS/Gu/ExH60Y5c4h+APj8we8LJPr</latexit>

{V 1
2 , V 2

2 , V 3
2 }

<latexit sha1_base64="/6LaLi7UkVG24jt9LuXDtiPqV+I=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXEhJoqDLghuXFWxaaNMwmU7aoZNJmJkIJXbhr7hxoYhbf8Odf+MkzUJbD9zL4Zx7mTsnSBiVyrK+jcrK6tr6RnWztrW9s7tn7h+4Mk4FJm0cs1h0AyQJo5y0FVWMdBNBUBQw0gkmN7nfeSBC0pjfq2lCvAiNOA0pRkpLvnnUz9yB7Tvn7sAp+oXv9Gc136xbDasAXCZ2SeqgRMs3v/rDGKcR4QozJGXPthLlZUgoihmZ1fqpJAnCEzQiPU05ioj0suL+GTzVyhCGsdDFFSzU3xsZiqScRoGejJAay0UvF//zeqkKr72M8iRVhOP5Q2HKoIphHgYcUkGwYlNNEBZU3wrxGAmElY4sD8Fe/PIycZ2GbTXsu8t60ynjqIJjcALOgA2uQBPcghZoAwwewTN4BW/Gk/FivBsf89GKUe4cgj8wPn8AwNOT7g==</latexit><latexit sha1_base64="/6LaLi7UkVG24jt9LuXDtiPqV+I=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXEhJoqDLghuXFWxaaNMwmU7aoZNJmJkIJXbhr7hxoYhbf8Odf+MkzUJbD9zL4Zx7mTsnSBiVyrK+jcrK6tr6RnWztrW9s7tn7h+4Mk4FJm0cs1h0AyQJo5y0FVWMdBNBUBQw0gkmN7nfeSBC0pjfq2lCvAiNOA0pRkpLvnnUz9yB7Tvn7sAp+oXv9Gc136xbDasAXCZ2SeqgRMs3v/rDGKcR4QozJGXPthLlZUgoihmZ1fqpJAnCEzQiPU05ioj0suL+GTzVyhCGsdDFFSzU3xsZiqScRoGejJAay0UvF//zeqkKr72M8iRVhOP5Q2HKoIphHgYcUkGwYlNNEBZU3wrxGAmElY4sD8Fe/PIycZ2GbTXsu8t60ynjqIJjcALOgA2uQBPcghZoAwwewTN4BW/Gk/FivBsf89GKUe4cgj8wPn8AwNOT7g==</latexit><latexit sha1_base64="/6LaLi7UkVG24jt9LuXDtiPqV+I=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXEhJoqDLghuXFWxaaNMwmU7aoZNJmJkIJXbhr7hxoYhbf8Odf+MkzUJbD9zL4Zx7mTsnSBiVyrK+jcrK6tr6RnWztrW9s7tn7h+4Mk4FJm0cs1h0AyQJo5y0FVWMdBNBUBQw0gkmN7nfeSBC0pjfq2lCvAiNOA0pRkpLvnnUz9yB7Tvn7sAp+oXv9Gc136xbDasAXCZ2SeqgRMs3v/rDGKcR4QozJGXPthLlZUgoihmZ1fqpJAnCEzQiPU05ioj0suL+GTzVyhCGsdDFFSzU3xsZiqScRoGejJAay0UvF//zeqkKr72M8iRVhOP5Q2HKoIphHgYcUkGwYlNNEBZU3wrxGAmElY4sD8Fe/PIycZ2GbTXsu8t60ynjqIJjcALOgA2uQBPcghZoAwwewTN4BW/Gk/FivBsf89GKUe4cgj8wPn8AwNOT7g==</latexit><latexit sha1_base64="/6LaLi7UkVG24jt9LuXDtiPqV+I=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXEhJoqDLghuXFWxaaNMwmU7aoZNJmJkIJXbhr7hxoYhbf8Odf+MkzUJbD9zL4Zx7mTsnSBiVyrK+jcrK6tr6RnWztrW9s7tn7h+4Mk4FJm0cs1h0AyQJo5y0FVWMdBNBUBQw0gkmN7nfeSBC0pjfq2lCvAiNOA0pRkpLvnnUz9yB7Tvn7sAp+oXv9Gc136xbDasAXCZ2SeqgRMs3v/rDGKcR4QozJGXPthLlZUgoihmZ1fqpJAnCEzQiPU05ioj0suL+GTzVyhCGsdDFFSzU3xsZiqScRoGejJAay0UvF//zeqkKr72M8iRVhOP5Q2HKoIphHgYcUkGwYlNNEBZU3wrxGAmElY4sD8Fe/PIycZ2GbTXsu8t60ynjqIJjcALOgA2uQBPcghZoAwwewTN4BW/Gk/FivBsf89GKUe4cgj8wPn8AwNOT7g==</latexit>

{V 1
1 , V 2

1 , V 3
1 }

<latexit sha1_base64="fq/BWXFNA15Bc1wplh5qVY4wodo=">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSxCF1IyVdBlwY3LCjYtNGmYTCft0MmDmYlQYhf+ihsXirj1N9z5N07SLLT1wL0czrmXuXP8hDOpLOvbWFldW9/YrGxVt3d29/bNg0NbxqkgtENiHouejyXlLKIdxRSnvURQHPqcdv3JTe53H6iQLI7u1TShbohHEQsYwUpLnnnsZPYAeejcHjSLfuEhZ1b1zJrVsArAZYJKUgMl2p755QxjkoY0UoRjKfvISpSbYaEY4XRWdVJJE0wmeET7mkY4pNLNivtn8EwrQxjEQlekYKH+3shwKOU09PVkiNVYLnq5+J/XT1Vw7WYsSlJFIzJ/KEg5VDHMw4BDJihRfKoJJoLpWyEZY4GJ0pHlIaDFLy8Tu9lAVgPdXdZa9TKOCjgBp6AOELgCLXAL2qADCHgEz+AVvBlPxovxbnzMR1eMcucI/IHx+QO5KpPh</latexit><latexit sha1_base64="fq/BWXFNA15Bc1wplh5qVY4wodo=">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSxCF1IyVdBlwY3LCjYtNGmYTCft0MmDmYlQYhf+ihsXirj1N9z5N07SLLT1wL0czrmXuXP8hDOpLOvbWFldW9/YrGxVt3d29/bNg0NbxqkgtENiHouejyXlLKIdxRSnvURQHPqcdv3JTe53H6iQLI7u1TShbohHEQsYwUpLnnnsZPYAeejcHjSLfuEhZ1b1zJrVsArAZYJKUgMl2p755QxjkoY0UoRjKfvISpSbYaEY4XRWdVJJE0wmeET7mkY4pNLNivtn8EwrQxjEQlekYKH+3shwKOU09PVkiNVYLnq5+J/XT1Vw7WYsSlJFIzJ/KEg5VDHMw4BDJihRfKoJJoLpWyEZY4GJ0pHlIaDFLy8Tu9lAVgPdXdZa9TKOCjgBp6AOELgCLXAL2qADCHgEz+AVvBlPxovxbnzMR1eMcucI/IHx+QO5KpPh</latexit><latexit sha1_base64="fq/BWXFNA15Bc1wplh5qVY4wodo=">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSxCF1IyVdBlwY3LCjYtNGmYTCft0MmDmYlQYhf+ihsXirj1N9z5N07SLLT1wL0czrmXuXP8hDOpLOvbWFldW9/YrGxVt3d29/bNg0NbxqkgtENiHouejyXlLKIdxRSnvURQHPqcdv3JTe53H6iQLI7u1TShbohHEQsYwUpLnnnsZPYAeejcHjSLfuEhZ1b1zJrVsArAZYJKUgMl2p755QxjkoY0UoRjKfvISpSbYaEY4XRWdVJJE0wmeET7mkY4pNLNivtn8EwrQxjEQlekYKH+3shwKOU09PVkiNVYLnq5+J/XT1Vw7WYsSlJFIzJ/KEg5VDHMw4BDJihRfKoJJoLpWyEZY4GJ0pHlIaDFLy8Tu9lAVgPdXdZa9TKOCjgBp6AOELgCLXAL2qADCHgEz+AVvBlPxovxbnzMR1eMcucI/IHx+QO5KpPh</latexit><latexit sha1_base64="fq/BWXFNA15Bc1wplh5qVY4wodo=">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSxCF1IyVdBlwY3LCjYtNGmYTCft0MmDmYlQYhf+ihsXirj1N9z5N07SLLT1wL0czrmXuXP8hDOpLOvbWFldW9/YrGxVt3d29/bNg0NbxqkgtENiHouejyXlLKIdxRSnvURQHPqcdv3JTe53H6iQLI7u1TShbohHEQsYwUpLnnnsZPYAeejcHjSLfuEhZ1b1zJrVsArAZYJKUgMl2p755QxjkoY0UoRjKfvISpSbYaEY4XRWdVJJE0wmeET7mkY4pNLNivtn8EwrQxjEQlekYKH+3shwKOU09PVkiNVYLnq5+J/XT1Vw7WYsSlJFIzJ/KEg5VDHMw4BDJihRfKoJJoLpWyEZY4GJ0pHlIaDFLy8Tu9lAVgPdXdZa9TKOCjgBp6AOELgCLXAL2qADCHgEz+AVvBlPxovxbnzMR1eMcucI/IHx+QO5KpPh</latexit>

{V 1
1 , V 2

1 , V 3
1 }

<latexit sha1_base64="fq/BWXFNA15Bc1wplh5qVY4wodo=">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSxCF1IyVdBlwY3LCjYtNGmYTCft0MmDmYlQYhf+ihsXirj1N9z5N07SLLT1wL0czrmXuXP8hDOpLOvbWFldW9/YrGxVt3d29/bNg0NbxqkgtENiHouejyXlLKIdxRSnvURQHPqcdv3JTe53H6iQLI7u1TShbohHEQsYwUpLnnnsZPYAeejcHjSLfuEhZ1b1zJrVsArAZYJKUgMl2p755QxjkoY0UoRjKfvISpSbYaEY4XRWdVJJE0wmeET7mkY4pNLNivtn8EwrQxjEQlekYKH+3shwKOU09PVkiNVYLnq5+J/XT1Vw7WYsSlJFIzJ/KEg5VDHMw4BDJihRfKoJJoLpWyEZY4GJ0pHlIaDFLy8Tu9lAVgPdXdZa9TKOCjgBp6AOELgCLXAL2qADCHgEz+AVvBlPxovxbnzMR1eMcucI/IHx+QO5KpPh</latexit><latexit sha1_base64="fq/BWXFNA15Bc1wplh5qVY4wodo=">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSxCF1IyVdBlwY3LCjYtNGmYTCft0MmDmYlQYhf+ihsXirj1N9z5N07SLLT1wL0czrmXuXP8hDOpLOvbWFldW9/YrGxVt3d29/bNg0NbxqkgtENiHouejyXlLKIdxRSnvURQHPqcdv3JTe53H6iQLI7u1TShbohHEQsYwUpLnnnsZPYAeejcHjSLfuEhZ1b1zJrVsArAZYJKUgMl2p755QxjkoY0UoRjKfvISpSbYaEY4XRWdVJJE0wmeET7mkY4pNLNivtn8EwrQxjEQlekYKH+3shwKOU09PVkiNVYLnq5+J/XT1Vw7WYsSlJFIzJ/KEg5VDHMw4BDJihRfKoJJoLpWyEZY4GJ0pHlIaDFLy8Tu9lAVgPdXdZa9TKOCjgBp6AOELgCLXAL2qADCHgEz+AVvBlPxovxbnzMR1eMcucI/IHx+QO5KpPh</latexit><latexit sha1_base64="fq/BWXFNA15Bc1wplh5qVY4wodo=">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSxCF1IyVdBlwY3LCjYtNGmYTCft0MmDmYlQYhf+ihsXirj1N9z5N07SLLT1wL0czrmXuXP8hDOpLOvbWFldW9/YrGxVt3d29/bNg0NbxqkgtENiHouejyXlLKIdxRSnvURQHPqcdv3JTe53H6iQLI7u1TShbohHEQsYwUpLnnnsZPYAeejcHjSLfuEhZ1b1zJrVsArAZYJKUgMl2p755QxjkoY0UoRjKfvISpSbYaEY4XRWdVJJE0wmeET7mkY4pNLNivtn8EwrQxjEQlekYKH+3shwKOU09PVkiNVYLnq5+J/XT1Vw7WYsSlJFIzJ/KEg5VDHMw4BDJihRfKoJJoLpWyEZY4GJ0pHlIaDFLy8Tu9lAVgPdXdZa9TKOCjgBp6AOELgCLXAL2qADCHgEz+AVvBlPxovxbnzMR1eMcucI/IHx+QO5KpPh</latexit><latexit sha1_base64="fq/BWXFNA15Bc1wplh5qVY4wodo=">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSxCF1IyVdBlwY3LCjYtNGmYTCft0MmDmYlQYhf+ihsXirj1N9z5N07SLLT1wL0czrmXuXP8hDOpLOvbWFldW9/YrGxVt3d29/bNg0NbxqkgtENiHouejyXlLKIdxRSnvURQHPqcdv3JTe53H6iQLI7u1TShbohHEQsYwUpLnnnsZPYAeejcHjSLfuEhZ1b1zJrVsArAZYJKUgMl2p755QxjkoY0UoRjKfvISpSbYaEY4XRWdVJJE0wmeET7mkY4pNLNivtn8EwrQxjEQlekYKH+3shwKOU09PVkiNVYLnq5+J/XT1Vw7WYsSlJFIzJ/KEg5VDHMw4BDJihRfKoJJoLpWyEZY4GJ0pHlIaDFLy8Tu9lAVgPdXdZa9TKOCjgBp6AOELgCLXAL2qADCHgEz+AVvBlPxovxbnzMR1eMcucI/IHx+QO5KpPh</latexit>

{V 1
1 , V 2

1 , V 3
1 }

<latexit sha1_base64="fq/BWXFNA15Bc1wplh5qVY4wodo=">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSxCF1IyVdBlwY3LCjYtNGmYTCft0MmDmYlQYhf+ihsXirj1N9z5N07SLLT1wL0czrmXuXP8hDOpLOvbWFldW9/YrGxVt3d29/bNg0NbxqkgtENiHouejyXlLKIdxRSnvURQHPqcdv3JTe53H6iQLI7u1TShbohHEQsYwUpLnnnsZPYAeejcHjSLfuEhZ1b1zJrVsArAZYJKUgMl2p755QxjkoY0UoRjKfvISpSbYaEY4XRWdVJJE0wmeET7mkY4pNLNivtn8EwrQxjEQlekYKH+3shwKOU09PVkiNVYLnq5+J/XT1Vw7WYsSlJFIzJ/KEg5VDHMw4BDJihRfKoJJoLpWyEZY4GJ0pHlIaDFLy8Tu9lAVgPdXdZa9TKOCjgBp6AOELgCLXAL2qADCHgEz+AVvBlPxovxbnzMR1eMcucI/IHx+QO5KpPh</latexit><latexit sha1_base64="fq/BWXFNA15Bc1wplh5qVY4wodo=">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSxCF1IyVdBlwY3LCjYtNGmYTCft0MmDmYlQYhf+ihsXirj1N9z5N07SLLT1wL0czrmXuXP8hDOpLOvbWFldW9/YrGxVt3d29/bNg0NbxqkgtENiHouejyXlLKIdxRSnvURQHPqcdv3JTe53H6iQLI7u1TShbohHEQsYwUpLnnnsZPYAeejcHjSLfuEhZ1b1zJrVsArAZYJKUgMl2p755QxjkoY0UoRjKfvISpSbYaEY4XRWdVJJE0wmeET7mkY4pNLNivtn8EwrQxjEQlekYKH+3shwKOU09PVkiNVYLnq5+J/XT1Vw7WYsSlJFIzJ/KEg5VDHMw4BDJihRfKoJJoLpWyEZY4GJ0pHlIaDFLy8Tu9lAVgPdXdZa9TKOCjgBp6AOELgCLXAL2qADCHgEz+AVvBlPxovxbnzMR1eMcucI/IHx+QO5KpPh</latexit><latexit sha1_base64="fq/BWXFNA15Bc1wplh5qVY4wodo=">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSxCF1IyVdBlwY3LCjYtNGmYTCft0MmDmYlQYhf+ihsXirj1N9z5N07SLLT1wL0czrmXuXP8hDOpLOvbWFldW9/YrGxVt3d29/bNg0NbxqkgtENiHouejyXlLKIdxRSnvURQHPqcdv3JTe53H6iQLI7u1TShbohHEQsYwUpLnnnsZPYAeejcHjSLfuEhZ1b1zJrVsArAZYJKUgMl2p755QxjkoY0UoRjKfvISpSbYaEY4XRWdVJJE0wmeET7mkY4pNLNivtn8EwrQxjEQlekYKH+3shwKOU09PVkiNVYLnq5+J/XT1Vw7WYsSlJFIzJ/KEg5VDHMw4BDJihRfKoJJoLpWyEZY4GJ0pHlIaDFLy8Tu9lAVgPdXdZa9TKOCjgBp6AOELgCLXAL2qADCHgEz+AVvBlPxovxbnzMR1eMcucI/IHx+QO5KpPh</latexit><latexit sha1_base64="fq/BWXFNA15Bc1wplh5qVY4wodo=">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSxCF1IyVdBlwY3LCjYtNGmYTCft0MmDmYlQYhf+ihsXirj1N9z5N07SLLT1wL0czrmXuXP8hDOpLOvbWFldW9/YrGxVt3d29/bNg0NbxqkgtENiHouejyXlLKIdxRSnvURQHPqcdv3JTe53H6iQLI7u1TShbohHEQsYwUpLnnnsZPYAeejcHjSLfuEhZ1b1zJrVsArAZYJKUgMl2p755QxjkoY0UoRjKfvISpSbYaEY4XRWdVJJE0wmeET7mkY4pNLNivtn8EwrQxjEQlekYKH+3shwKOU09PVkiNVYLnq5+J/XT1Vw7WYsSlJFIzJ/KEg5VDHMw4BDJihRfKoJJoLpWyEZY4GJ0pHlIaDFLy8Tu9lAVgPdXdZa9TKOCjgBp6AOELgCLXAL2qADCHgEz+AVvBlPxovxbnzMR1eMcucI/IHx+QO5KpPh</latexit>

U1
1

<latexit sha1_base64="U+ggmT5Q5x59SQ8llY53GGnJ7Z0=">AAAB7XicbVBNSwMxEJ31s9avqkcvwSL0VDYi6LHgxWMFty20a8mm2TY2myxJViil/8GLB0W8+n+8+W/MtnvQ1gcDj/dmmJkXpYIb6/vf3tr6xubWdmmnvLu3f3BYOTpuGZVpygKqhNKdiBgmuGSB5VawTqoZSSLB2tH4JvfbT0wbruS9naQsTMhQ8phTYp3UCh5wH5f7lapf9+dAqwQXpAoFmv3KV2+gaJYwaakgxnSxn9pwSrTlVLBZuZcZlhI6JkPWdVSShJlwOr92hs6dMkCx0q6kRXP198SUJMZMksh1JsSOzLKXi/953czG1+GUyzSzTNLFojgTyCqUv44GXDNqxcQRQjV3tyI6IppQ6wLKQ8DLL6+S1kUd+3V8d1lt1Io4SnAKZ1ADDFfQgFtoQgAUHuEZXuHNU96L9+59LFrXvGLmBP7A+/wBKNeOGg==</latexit><latexit sha1_base64="U+ggmT5Q5x59SQ8llY53GGnJ7Z0=">AAAB7XicbVBNSwMxEJ31s9avqkcvwSL0VDYi6LHgxWMFty20a8mm2TY2myxJViil/8GLB0W8+n+8+W/MtnvQ1gcDj/dmmJkXpYIb6/vf3tr6xubWdmmnvLu3f3BYOTpuGZVpygKqhNKdiBgmuGSB5VawTqoZSSLB2tH4JvfbT0wbruS9naQsTMhQ8phTYp3UCh5wH5f7lapf9+dAqwQXpAoFmv3KV2+gaJYwaakgxnSxn9pwSrTlVLBZuZcZlhI6JkPWdVSShJlwOr92hs6dMkCx0q6kRXP198SUJMZMksh1JsSOzLKXi/953czG1+GUyzSzTNLFojgTyCqUv44GXDNqxcQRQjV3tyI6IppQ6wLKQ8DLL6+S1kUd+3V8d1lt1Io4SnAKZ1ADDFfQgFtoQgAUHuEZXuHNU96L9+59LFrXvGLmBP7A+/wBKNeOGg==</latexit><latexit sha1_base64="U+ggmT5Q5x59SQ8llY53GGnJ7Z0=">AAAB7XicbVBNSwMxEJ31s9avqkcvwSL0VDYi6LHgxWMFty20a8mm2TY2myxJViil/8GLB0W8+n+8+W/MtnvQ1gcDj/dmmJkXpYIb6/vf3tr6xubWdmmnvLu3f3BYOTpuGZVpygKqhNKdiBgmuGSB5VawTqoZSSLB2tH4JvfbT0wbruS9naQsTMhQ8phTYp3UCh5wH5f7lapf9+dAqwQXpAoFmv3KV2+gaJYwaakgxnSxn9pwSrTlVLBZuZcZlhI6JkPWdVSShJlwOr92hs6dMkCx0q6kRXP198SUJMZMksh1JsSOzLKXi/953czG1+GUyzSzTNLFojgTyCqUv44GXDNqxcQRQjV3tyI6IppQ6wLKQ8DLL6+S1kUd+3V8d1lt1Io4SnAKZ1ADDFfQgFtoQgAUHuEZXuHNU96L9+59LFrXvGLmBP7A+/wBKNeOGg==</latexit><latexit sha1_base64="U+ggmT5Q5x59SQ8llY53GGnJ7Z0=">AAAB7XicbVBNSwMxEJ31s9avqkcvwSL0VDYi6LHgxWMFty20a8mm2TY2myxJViil/8GLB0W8+n+8+W/MtnvQ1gcDj/dmmJkXpYIb6/vf3tr6xubWdmmnvLu3f3BYOTpuGZVpygKqhNKdiBgmuGSB5VawTqoZSSLB2tH4JvfbT0wbruS9naQsTMhQ8phTYp3UCh5wH5f7lapf9+dAqwQXpAoFmv3KV2+gaJYwaakgxnSxn9pwSrTlVLBZuZcZlhI6JkPWdVSShJlwOr92hs6dMkCx0q6kRXP198SUJMZMksh1JsSOzLKXi/953czG1+GUyzSzTNLFojgTyCqUv44GXDNqxcQRQjV3tyI6IppQ6wLKQ8DLL6+S1kUd+3V8d1lt1Io4SnAKZ1ADDFfQgFtoQgAUHuEZXuHNU96L9+59LFrXvGLmBP7A+/wBKNeOGg==</latexit>

V 1
2

<latexit sha1_base64="6CD6QJCKZ+muGJ6MXZ/MXbSR9ww=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBahp5IUQY8FLx4r2LTQxrLZbtq1m92wuxFK6H/w4kERr/4fb/4bN20O2vpg4PHeDDPzwoQzbVz32yltbG5t75R3K3v7B4dH1eMTX8tUEdohkkvVC7GmnAnaMcxw2ksUxXHIaTec3uR+94kqzaS4N7OEBjEeCxYxgo2VfP/BGzYrw2rNbbgLoHXiFaQGBdrD6tdgJEkaU2EIx1r3PTcxQYaVYYTTeWWQappgMsVj2rdU4JjqIFtcO0cXVhmhSCpbwqCF+nsiw7HWszi0nTE2E73q5eJ/Xj810XWQMZGkhgqyXBSlHBmJ8tfRiClKDJ9Zgoli9lZEJlhhYmxAeQje6svrxG82PLfh3V3WWvUijjKcwTnUwYMraMEttKEDBB7hGV7hzZHOi/PufCxbS04xcwp/4Hz+ACvljhw=</latexit><latexit sha1_base64="6CD6QJCKZ+muGJ6MXZ/MXbSR9ww=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBahp5IUQY8FLx4r2LTQxrLZbtq1m92wuxFK6H/w4kERr/4fb/4bN20O2vpg4PHeDDPzwoQzbVz32yltbG5t75R3K3v7B4dH1eMTX8tUEdohkkvVC7GmnAnaMcxw2ksUxXHIaTec3uR+94kqzaS4N7OEBjEeCxYxgo2VfP/BGzYrw2rNbbgLoHXiFaQGBdrD6tdgJEkaU2EIx1r3PTcxQYaVYYTTeWWQappgMsVj2rdU4JjqIFtcO0cXVhmhSCpbwqCF+nsiw7HWszi0nTE2E73q5eJ/Xj810XWQMZGkhgqyXBSlHBmJ8tfRiClKDJ9Zgoli9lZEJlhhYmxAeQje6svrxG82PLfh3V3WWvUijjKcwTnUwYMraMEttKEDBB7hGV7hzZHOi/PufCxbS04xcwp/4Hz+ACvljhw=</latexit><latexit sha1_base64="6CD6QJCKZ+muGJ6MXZ/MXbSR9ww=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBahp5IUQY8FLx4r2LTQxrLZbtq1m92wuxFK6H/w4kERr/4fb/4bN20O2vpg4PHeDDPzwoQzbVz32yltbG5t75R3K3v7B4dH1eMTX8tUEdohkkvVC7GmnAnaMcxw2ksUxXHIaTec3uR+94kqzaS4N7OEBjEeCxYxgo2VfP/BGzYrw2rNbbgLoHXiFaQGBdrD6tdgJEkaU2EIx1r3PTcxQYaVYYTTeWWQappgMsVj2rdU4JjqIFtcO0cXVhmhSCpbwqCF+nsiw7HWszi0nTE2E73q5eJ/Xj810XWQMZGkhgqyXBSlHBmJ8tfRiClKDJ9Zgoli9lZEJlhhYmxAeQje6svrxG82PLfh3V3WWvUijjKcwTnUwYMraMEttKEDBB7hGV7hzZHOi/PufCxbS04xcwp/4Hz+ACvljhw=</latexit><latexit sha1_base64="6CD6QJCKZ+muGJ6MXZ/MXbSR9ww=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBahp5IUQY8FLx4r2LTQxrLZbtq1m92wuxFK6H/w4kERr/4fb/4bN20O2vpg4PHeDDPzwoQzbVz32yltbG5t75R3K3v7B4dH1eMTX8tUEdohkkvVC7GmnAnaMcxw2ksUxXHIaTec3uR+94kqzaS4N7OEBjEeCxYxgo2VfP/BGzYrw2rNbbgLoHXiFaQGBdrD6tdgJEkaU2EIx1r3PTcxQYaVYYTTeWWQappgMsVj2rdU4JjqIFtcO0cXVhmhSCpbwqCF+nsiw7HWszi0nTE2E73q5eJ/Xj810XWQMZGkhgqyXBSlHBmJ8tfRiClKDJ9Zgoli9lZEJlhhYmxAeQje6svrxG82PLfh3V3WWvUijjKcwTnUwYMraMEttKEDBB7hGV7hzZHOi/PufCxbS04xcwp/4Hz+ACvljhw=</latexit>

{U1
1 , U2

1 }
<latexit sha1_base64="LBjknY1S+dVUot2C7VmnleJE960=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBahBynZIuix4MVjBdMWmjRstpt26WYTdjeFEvpPvHhQxKv/xJv/xk2bg7Y+GHi8N8PMvDDlTGnH+bYqW9s7u3vV/drB4dHxiX161lVJJgl1ScIT2Q+xopwJ6mqmOe2nkuI45LQXTu8LvzejUrFEPOl5Sv0YjwWLGMHaSIFte7k7RAG6doetAHmLWmDXnaazBNwkqCR1UKIT2F/eKCFZTIUmHCs1QE6q/RxLzQini5qXKZpiMsVjOjBU4JgqP19evoBXRhnBKJGmhIZL9fdEjmOl5nFoOmOsJ2rdK8T/vEGmozs/ZyLNNBVktSjKONQJLGKAIyYp0XxuCCaSmVshmWCJiTZhFSGg9Zc3SbfVRE4TPd7U240yjiq4AJegARC4BW3wADrABQTMwDN4BW9Wbr1Y79bHqrVilTPn4A+szx87YZIA</latexit><latexit sha1_base64="LBjknY1S+dVUot2C7VmnleJE960=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBahBynZIuix4MVjBdMWmjRstpt26WYTdjeFEvpPvHhQxKv/xJv/xk2bg7Y+GHi8N8PMvDDlTGnH+bYqW9s7u3vV/drB4dHxiX161lVJJgl1ScIT2Q+xopwJ6mqmOe2nkuI45LQXTu8LvzejUrFEPOl5Sv0YjwWLGMHaSIFte7k7RAG6doetAHmLWmDXnaazBNwkqCR1UKIT2F/eKCFZTIUmHCs1QE6q/RxLzQini5qXKZpiMsVjOjBU4JgqP19evoBXRhnBKJGmhIZL9fdEjmOl5nFoOmOsJ2rdK8T/vEGmozs/ZyLNNBVktSjKONQJLGKAIyYp0XxuCCaSmVshmWCJiTZhFSGg9Zc3SbfVRE4TPd7U240yjiq4AJegARC4BW3wADrABQTMwDN4BW9Wbr1Y79bHqrVilTPn4A+szx87YZIA</latexit><latexit sha1_base64="LBjknY1S+dVUot2C7VmnleJE960=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBahBynZIuix4MVjBdMWmjRstpt26WYTdjeFEvpPvHhQxKv/xJv/xk2bg7Y+GHi8N8PMvDDlTGnH+bYqW9s7u3vV/drB4dHxiX161lVJJgl1ScIT2Q+xopwJ6mqmOe2nkuI45LQXTu8LvzejUrFEPOl5Sv0YjwWLGMHaSIFte7k7RAG6doetAHmLWmDXnaazBNwkqCR1UKIT2F/eKCFZTIUmHCs1QE6q/RxLzQini5qXKZpiMsVjOjBU4JgqP19evoBXRhnBKJGmhIZL9fdEjmOl5nFoOmOsJ2rdK8T/vEGmozs/ZyLNNBVktSjKONQJLGKAIyYp0XxuCCaSmVshmWCJiTZhFSGg9Zc3SbfVRE4TPd7U240yjiq4AJegARC4BW3wADrABQTMwDN4BW9Wbr1Y79bHqrVilTPn4A+szx87YZIA</latexit><latexit sha1_base64="LBjknY1S+dVUot2C7VmnleJE960=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBahBynZIuix4MVjBdMWmjRstpt26WYTdjeFEvpPvHhQxKv/xJv/xk2bg7Y+GHi8N8PMvDDlTGnH+bYqW9s7u3vV/drB4dHxiX161lVJJgl1ScIT2Q+xopwJ6mqmOe2nkuI45LQXTu8LvzejUrFEPOl5Sv0YjwWLGMHaSIFte7k7RAG6doetAHmLWmDXnaazBNwkqCR1UKIT2F/eKCFZTIUmHCs1QE6q/RxLzQini5qXKZpiMsVjOjBU4JgqP19evoBXRhnBKJGmhIZL9fdEjmOl5nFoOmOsJ2rdK8T/vEGmozs/ZyLNNBVktSjKONQJLGKAIyYp0XxuCCaSmVshmWCJiTZhFSGg9Zc3SbfVRE4TPd7U240yjiq4AJegARC4BW3wADrABQTMwDN4BW9Wbr1Y79bHqrVilTPn4A+szx87YZIA</latexit>
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Figure 21. Codebook assignments at transmitter 1 in the two-state channel.

For formalizing this decoding strategy, denote the set of receivers that decode code-
book Vk

i by V k
i , and denote the set of the receivers that decode Uk

i by U k
i . Therefore,

we have

V k
1 = {ys

1}3
s=1 ∪ {ys

2}3
s=k , V k

2 = {ys
2}3

s=1 ∪ {ys
1}3

s=k , and U k
i = {ys

i }3
s=k . (214)

The order of successively decoding the codebooks at receiver yk
i is specified in Table 7.

Table 7. Successive decoding order at the receivers.

Receiver Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6 Stage 7 Stage 8 Stage 9

y1
i V1

i V1
j V2

i V3
i U1

i

y2
i V1

i V1
j V2

i V2
j V3

i U1
i U2

i

y3
i V1

j V1
i V2

j V2
i V3

j V3
i U1

i U2
i U3

i

4.3.2. Successive Decoding: `-State Channel

In this section, we generalize the successive decoding scheme to the general multi-state
channels. Similarly to (214), we define

V k
1 = {ys

1}K
s=1 ∪ {ys

2}K
s=k , V k

2 = {ys
2}K

s=1 ∪ {ys
1}K

s=k , and U k
i = {ys

i }K
s=k . (215)

Each of the two receivers decodes a set of the codebooks. The choice of the set depends
on the channel states. Specifically, when the network state is (βq, βp), receiver 1 decodes
K + q codebooks from transmitter 1 and q codebooks from transmitters 2. These codebooks
are decoded successively in two stages in the following order:

• Receiver 1—stage 1 (Codebooks {Vs
i }

q
s=1): Receiver 1 decodes one information layer

from each transmitter in an alternating manner until all codebooks {Vs
1}

q
s=1 and

{Vs
2}

q
s=1 are decoded. The first layer to be decoded in this stage depends on the state

βq. If βq < 1, the receiver starts by decoding codebook V1
1 from transmitter 1, then it

decodes the respective layer V1
2 from transmitter 2, and continues alternating between

the two transmitters. Otherwise, if βq > 1, receiver 1 first decodes V1
2 from the

interfering transmitter 2, followed by V1
1 from transmitter 1, and continues alternating.

By the end of stage 1, receiver 1 has decoded q codebooks from each transmitter.
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• Receiver 1—stage 2 (Codebooks {Vs
1}K

s=q+1 and {Us
1}

q
s=1): In stage 2, receiver 1 carries

on decoding layers {Vs
1}K

s=q+1 from transmitter 1, in an ascending order of the index s.

Finally, receiver 1 decodes layers {Us
1}

q
s=1 specially adapted to receivers {ys

1}
q
s=1, in an

ascending order of index s. Throughout stage 2, receiver 1 has additionally decoded
K codebooks from its intended transmitter 1.

The decoding scheme at receiver 2 follows the same structure by swapping the roles of
the two transmitters. The set of codebooks decoded by receiver i in channel state (βq, βp) is
partly defined by the set of codebooks decoded by receiver i and the set decoded by receiver
j in state (βq−1, βp−1). The decoding scheme is summarized in Table 8. In this table, the
channels are ordered in the ascending order such that at receiver 1, state (βq, βp) precedes
all channel states (βk, βp) for all k > q. Similarly, at receiver 2, state (βq, βp) precedes
network state (βq, βk), for every k > p. Furthermore, according to this approach, when the
cross channel of receiver i becomes stronger, receiver i decodes additional codebooks from
both transmitters. In particular, in Table 8, every cell contains the codebooks decoded in
the combined channel state (βq, βp) where we mark the codebooks decoded by receiver
1 in blue color, while those decoded by receiver 2 in red color. To further highlight the
relationship between the decodable codebooks in different states, we denote by Ck

i the set
of codebooks decoded by the receiver i when ai = βk.

Table 8. Successive decoding for `-state channel.

a2

a1 β1 β2 · · · βq · · · βK

β1 {Vs
1}K

s=1, U1
1 , V1

2
{Vs

2}K
s=1, U1

2 , V1
1

C1
1 , U2

1 , V2
2

C1
2

· · · · · · · CK−1
1 , UK

1 , VK
2

C1
2

β2 C1
1

C1
2 , U2

2 , V2
1

C1
1 , U2

1 , V2
2

C1
2 , U2

2 , V2
1

· · · · · · · CK−1
1 , UK

1 , VK
2

C1
2 , U2

2 , V2
1

· · · · · · · · · · ·
βp · · · · · Cq−1

1 , Uq
1 , Vq

2
C p−1

2 , Up
2 , Vp

1

· · · ·

· · · · · · · · · · ·
βK C1

1
CK−1

2 , UK
2 , VK

1

C1
1 , U2

1 , V2
2

CK−1
2 , UK

2 , VK
1

· · · · · · · CK−1
1 , UK

1 , VK
2

CK−1
2 , UK

2 , VK
1

4.3.3. Average Achievable Rate Region

In this section, we provide an overview on the average achievable rate region. The av-
erage rates of the users are specified by the rates of codebooks {Vk

i , Uk
i }K

k=1, for i ∈ {1, 2}.
These rates should satisfy all the constraints imposes by different receivers in order for
them to successfully decode all their designated codebooks. Hence, the rates are bounded
by the smallest achievable rates by the receivers V k

i and U k
i . To formalize the rate regions,

define R(A) as the rate of codebook A ∈ {Vk
i , Uk

i : ∀i, k}, and define γ(A) as the fraction of
the power Pi allocated to the codebook A ∈ {Vk

i , Uk
i : ∀i, k}. Accordingly, define Ri(s, t) as

the total achievable rate of user i, when the network is in the state (βs, βt). Finally, denote
the average achievable rate at receiver i by R̄i = E[Ri(βs, βt)], where the expectation is
taken with respect to the probabilistic model of the channel. Note that the transmitters
collectively have 4K codebooks. Corresponding to the set S ⊆ R4K

+ , define the rate region
Rin(S) as the set of all average rate combinations (R̄1, R̄2) such that R(A) ∈ S for all
A ∈ {Vk

i , Uk
i : ∀i, k}, i.e.,

Rin(S) =
{
(R̄1, R̄2) : R(A) ∈ S , ∀A ∈ {Vk

i , Uk
i : ∀i, k

}
. (216)



Entropy 2021, 23, 120 60 of 137

Furthermore, corresponding to each receiver yk
i and codebook A ∈ {Uk

i , Vk
i : ∀i, k}

that should be decoded by yk
i , define Rk

i (A) as the maximum rate that we can sustain for
codebook A, while being decodable by yk

i . Accordingly, for user i, and corresponding to
s, t ∈ {1, . . . , K} define the rates

ri(s, t) =
K

∑
k=t+1

Rs
i (V

t
i ) +

s

∑
k=1

Rk
i (U

k
i ) + min

`∈{1,2}

t

∑
k=1

Rk
`(V

k
i ) , (217)

where the rates Rs
i (A) are defined as follows. First, define γ(A) as the fraction of Pi

allocated to A ∈ {Uk
i , Vk

i : ∀k}, and set

Γv(i, k) =
k

∑
j=1

γ(V j
i ) , and Γu(i, k) =

k

∑
j=1

γ(U j
i ) . (218)

Based on these definitions, if the codebook Vk
i is decoded by the receiver ys

i , then we have

If βs ≤ 1 , Rs
i (V

k
i ) = C

(
γ(Vk

i )Pi, (1− Γv(i, k))Pi + βk(1− Γv(j, s− 1))Pj

)
, (219)

If βs > 1 , Rs
i (V

k
i ) = C

(
γ(Vk

i )Pi, (1− Γv(i, k))Pi + βk(1− Γv(j, s))Pj

)
. (220)

Similarly, if the codebook Vk
i is decoded by the receiver ys

j , then we have

If βs ≤ 1 , Rs
j (V

k
i ) = C

(
βsγ(Vk

i )Pi, βk(1− Γv(i, k))Pi + (1− Γv(j, s))Pj

)
, (221)

If βs > 1 , Rs
j (V

k
i ) = C

(
βsγ(Vk

i )Pi, βk(1− Γv(i, k))Pi + (1− Γv(j, s− 1))Pj

)
. (222)

Finally, when codebook Uk
i is decoded by the receiver ys

i , then we have

Rs
i (U

k
i ) = C

(
γ(Uk

i )Pi, βk(1− Γv(1, s))Pj + (1− Γv(1, K)− Γu(1, s))Pi

)
. (223)

Theorem 14 ([171]). The average achievable rate region via sequential decoding is specified by

Rseq
in = {(R̄1, R̄2) : Ri(s, t) ≤ ri(s, t), ∀i ∈ 1, 2 , s, t ∈ {1, . . . , K}} . (224)

The average achievable rate region characterized in Theorem 14 is illustrated in
Figures 22 and 23. Figure 22 shows a general asymmetric setting for the following set of
parameters P1 = P2 = 10 dB, (q1

1, q2
1, q3

1) = (0.5, 0.3, 0.2), (q1
2, q2

2, q3
2) = (0.3, 0.3, 0.4), and the

weak channel state at each receiver is given by β1 = 0.5. Similarly, for ` = 3, Figure 23
evaluates the average rate region for an asymmetric channel with (q1

i , q2
i , q3

i , q4
i , q5

i , q6
i , q7

i ) =
(0.1, 0.1, 0.1, 0.2, 0.1, 0.1, 0.3), where the weak channel states at receivers 1 and 2 are set as
(β1, β2, β3) = (0.1, 0.2, 0.9) and (β1, β2, β3) = (0.1, 0.4, 0.7), respectively. Comparing these
figures indicates that increasing the number of states reduces the gap between the two
regions (broadcast approach and HK).

4.3.4. Sum-Rate Gap Analysis

Next, we provide an upper bound on the gap of the average achievable sum-rate to
the average sum-rate capacity of the interference channel in which the transmitters have
full CSI. To this end, we use the existing results on the gap between the sum-rate achievable
by the HK scheme and the sum-rate capacity. to present the main ideas and for simplicity
in notations, we present the results for the symmetric setting, i.e., when a1 = a2 = a,
symmetric average power constraints, i.e., when P1 = P2 = P, and symmetric probabilistic
models for the channels, i.e., when qs

1 = qs
2 = qs = 1

3 . Generalization of the results to the
non-symmetric settings is straightforward.
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Broadcast Approach, no CSIT
Han-Kobayashi, full CSIT

Figure 22. Average rate region (` = 2).

Broadcast Approach, no CSIT

Han-Kobayashi, full CSIT

Figure 23. Average rate region (` = 3).

In the symmetric settings, the channel in (212) simplifies to either a weak interference
channel (when a = β1), or to a strong interference channel (when a ∈ {β2, β3}). To assess
the average sum-rate gap, we start by analyzing the gap in the weak and strong interfer-
ence regimes separately. The average of these gaps provides the average sum-rate gap.
Throughout this discussions we set β = β3 = 1

β1
.

• Weak interference: In the weak interference regime, the capacity with full CSIT is in
unknown. In this regime, in order to quantify the gap of interest, we first evaluate the
gap of the sum-rate achieved by the scheme of Section 4.3.2 to the sum-rate achieved
by the HK scheme. By using this gap in conjunction with the known results on the
gap between the sum-rate of HK and the sum-rate capacity, we provide an upper
bound on the average sum-rate gap of interest.
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• Strong interference: In the strong interference regime, the sum-rate capacity with full
CSIT is known. It can be characterized by evaluating the sum-rate of the intersection
of two capacity regions corresponding to two multiple access channels formed by the
transmitters and each of the receivers [123].

By quantifying the two gaps above, and then aggregating them based on the proba-
bilistic model of the channel, the following theorem establishes upper bounds on the gap
between the average sum-rate achieved by the approach in Section 4.3.1 and the sum-rate
capacity. The gap is characterized in two distinct regimes of transmission power, denoted
by G1 and G2. Define R̄sum(Gi) as the minimum average sum-rate achievable under region
Gi, and denote the average sum-rate capacity with full CSIT by Csum(Gi). Finally, define the
gap ∆(Gi) = Csum(Gi)− R̄sum(Gi).

Theorem 15 ([171]). The average sum-rate achievable by the broadcast approach in Figure 21 and
Table 7 has the following gap with the sum-rate capacity of the symmetric Gaussian interference
channel with full CSIT:

(i) For P ∈ G1 = (0, β) ∪
(

β(β2 + β− 1),+∞
)

we have

∆(G1) ≤
1
3

[
1 + log

(
1 + P(1 + β)

1 + P(1 + 1
β )

)
+

1
2

log(2 + β)

]
. (225)

(ii) For P ∈ G2 =
[
β, β(β2 + β− 1)

]
we have

∆(G2) ≤
1
3

[
log

4
3
+ log

(
1 + P(1 + β)

1 + P/β + β

)
+ 3 log

(2 + β)2

1 + 2β

]
. (226)

Further analyzing the result in this theorem shows that the gap in the high SNR regime
is upper bounded by a constant (for fixed channel gains).

Theorem 16 ([171]). For any fixed network model (i.e., fixed β), when P is sufficiently large,
the gap between the sum-rate capacity of the symmetric Gaussian interference channel with full
CSIT and the average sum-rate achievable by the broadcast approach in Figure 21 and Table 7 is
upper bounded by

∆ ≤ 1
6

log
(

8β2 · β + 2
β + 1

)
. (227)

Figures 24 and 25 compare the maximum average sum-rate with that of the sum-rate
of the HK scheme. In both schemes, the average sum-rate is maximized over all possible
power allocation schemes over different codebooks. Figure 24 depicts the gap between
the two methods normalized by the sum-rate of HK. This signifies the relative sum-rate
loss that can be attributed, for the most part, to the lack of the CSI at the transmitters. It is
observed that the relative loss with respect to the HK peaks for moderate power regimes,
while in the small and large power regimes, it is diminishing. For the evaluations in
Figure 24, a two-state channel with a symmetric channel probability model (qs

1 = qs
1 = qs)

is considered, in which (q1, q2, q3) = (0.3, 0.6, 0.1). The results follow the same trend for
different values of β1. Figure 25 evaluates the bounds on the sum-rate gaps presented in
Theorem 15. The three plots in this figure correspond to those in Figure 24. Specifically,
the plots in Figure 25 depict the ∆(Gi) normalized by the HK sum-rate. This figure shows
that the bound on the gap becomes tighter as the power increases.
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Figure 25. Bound on sum-rate gap versus power.

4.4. N-User Interference Channel without CSIT

Finally, we provide a brief overview of a representative approach to generalizing
the approaches discussed thus far to the general N user channel. To this end, consider a
generalization of (209) to the N-user channel, in which for user m ∈ {1, . . . , N} we have

ym = xm + ∑
i 6=m

√
amixi + nm . (228)

Each of the channel coefficients aim takes one of the L possible states {β1, . . . , βL},
order in the ascending order. The state of the network will be specified by the cross-links
states, rendering a network with N transmitters and NLN−1 receivers. In the case of the
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symmetric interference channel, i.e., ami = a, the number of network states reduces to N
transmitters and NL receivers.

Each transmitter, to balance its impacts on the intended and unintended receivers,
performs rate-splitting and adapts each information layer to one combined state of the
network designated to be decoded by a specific group of receivers. In the equivalent
network, each transmitter and its associated S = LN−1 receivers form a MAC. The critical
stage in specifying the broadcast approach is adopting a notion of degradedness among
different such MAC. Facing a lack of a natural choice, we define an aggregate strength for
receiver ym as

θm = ∑
i 6=m

ami . (229)

This metric is used to sort the S receivers associated with ym in the equivalent network.
Denote these receivers by {y1

m, . . . , yS
m}, which are sorted in the ascending order such that

for s < k receivers the θm value associated with the states in the channel receiver ys
i is

smaller than that of receiver yk
i . Hence, for s < k, the multiple access channel at receiver

ys
i is degraded with respect to the channel at yk

i . Therefore, receiver yk
i can successfully

decode all the layers adapted to the channels with the designated receivers {y1
i , . . . , ys

i }.
At receiver yk

i , every layer decoded form transmitter i directly increases the achievable rate,
whereas every layer decoded from the other transmitter indirectly increases the achievable
rate by canceling a part of the interfering signal. Hence, similarly to the two-user channel,
transmitter i splits its message into 2S layers denoted by {Vk

i , Uk
i }S

k=1 with the following
designations and objectives:

• Transmitter m adapts layer Vk
m to the state of the channels linking all other trans-

mitters to the unintended receivers {yk
1, . . . , yk

NL−1}\{yk
m}: while the intended re-

ceivers {yk
m}S

k=1 will be decoding all codebooks {Vk
m}S

k=1, the non-intended receivers
{yk

1, . . . , yk
S}\{yk

m} decode a subset of these codebooks depending on their channel
strengths. More specifically, a non-intended receiver yk

i decodes only the codebooks
{Vs

m}k
s=1.

• Transmitter m adapts the layer Uk
m to the state of the channels linking all other trans-

mitters to the intended receiver yk
m: while the unintended receivers {yk

1, . . . , yk
S}\{yk

m}
will not be decoding any of the codebooks {Uk

m}S
k=1, the intended receivers {yk

m}S
k=1

decode a subset of these codebooks depending on their channel strengths. More specif-
ically, the intended receiver yk

m decodes only the codebooks {Us
m}k

s=1.

As the number of users N increases, the total number of codebooks per transmitter
2S = 2LN−1 grows exponentially with the number of users. This renders joint decoding to
have a prohibitive decoding complexity. A viable remedy is adopting the opportunistic
successive decoding schemes (e.g., [138,172]), which are low-complexity schemes in which
each receiver can dynamically identify an optimal set of codebooks to decode.

4.5. Two-User Interference Channel with Partial CSIT

We now turn the attention to how the transmitters have partial information about the
overall network state. Specifically, based on the model in (209), we consider two separate
scenarios in which each transmitter either knows the interference that it causes to the unin-
tended receiver, or the interference that its intended receiver experiences. More specifically,
in Scenario 1, transmitter i knows the channel state aj for j 6= i, while being unaware of ai.
In contrast, in Scenario 2, transmitter i knows the channel state ai while being unaware of aj
for j 6= i. These two scenarios and their associated broadcast approaches are discussed next.

4.5.1. Two-User Interference Channel with Partial CSIT—Scenario 1

State-dependent adaptive layering. In this setting, each transmitter controls the
interference that it imposes by leveraging the partially known CSI. Concurrently,
each transmitter adapts one layer to every possible channel state at its intended
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receiver, overcoming the partial uncertainty about the other transmitter’s interfering
link. Based on these observations, transmitter i splits its information stream into a
certain set of codebooks depending on the state of its outgoing cross channel. We
denote the set of codebooks transmitted by user i when aj =

√
βk by Ck

i . Each set Ck
i

consists of K + 1 codebooks given by

Ck
i = {Vk

i , Uk
i (1), . . . , Uk

i (K)} . (230)

The layers denoted by Vk
i are adapted to be successfully decoded by both receivers in

all network states. Additionally, layers Uk
i (s), ∀s ∈ {1, . . . , K} are specifically adapted to be

opportunistically decoded by the intended receiver ys
i only. In particular, when transmitter

i knows the state of its outgoing channel to be βk, it splits its information stream into K + 1
layers specified in (230) where

• layer Vk
1 (Vk

2 ) is adapted to the cross channel state at the unintended receiver yk
1 (yk

2);
and

• layer Uk
1(s) ( Uk

2(s)) is adapted to the cross channel state at the intended receiver ys
2

(ys
1), for s ∈ {1, . . . , K}.

Note that the sets {Ck
i }i,k contain the same number of codebooks corresponding to each

user i and outgoing channel state βk. However, the motivation behind using K different sets
is that the power allocation among the layers in each set is distinct. Given that transmitter i
adapts the layers Vk

i to each cross channel state at the unintended receiver, it directly imposes
a constraint on the fraction of power allocated to the remaining layers {Uk

i (s)}.

Successive decoding. Each codebook will be decoded by multiple receivers in the
equivalent network formed by different receivers associated with different network
states. Hence, each codebook rate will be constrained by its associated most degraded
channel state. Furthermore, any undecoded layer at a particular receiver imposes
interference, which degrades the achievable rate at that receiver. Motivated by
these premises, a simple successive decoding scheme can be designed that specifies
(i) the set of receivers at which each layer is decoded, and (ii) the order of successive
decoding order at each receiver.

In network state (βs, βt), user 1 transmits the superposition of all the layers in
the set Cs

1 = {Vs
1 , Us

1(1), . . . , Us
1(K)}, while user 2 transmits the layers in the set C t

2 =
{Vt

2 , Ut
2(1), . . . , Ut

2(K)}. Accordingly, layers Vs
1 and Vt

2 are decoded by both receivers ys
1

and yt
2. Further, a subset of the layers {Us

i (t)} from user i are opportunistically decoded by
the intended receiver only depending of the interfering channel state βt from transmitter
j 6= i. For state (βs, βt), we summarize the decoding order at each receiver ys

i as follows:

• Receiver ys
1: First, it decodes one layer from the unintended transmitter Vt

2 and remove
it from the received signal. Secondly, it decodes the baseline layer from its intended
transmitter Vs

1 . Finally, depending on the network state (βs, βt), it successively de-
codes all the layers {Us

1(1), . . . , Us
1(t)}.

• Receiver yt
2: First, it decodes one layer from the unintended transmitter Vs

1 and remove
it from the received signal. Secondly, it decodes the baseline layer from its intended
transmitter Vt

2 . Finally, depending on the network state (βs, βt), it successively de-
codes all the layers {Ut

1(1), . . . , Ut
1(s)}.

4.5.2. Two-User Interference Channel with Partial CSIT—Scenario 2

State-dependent adaptive layering. In contrast to Scenario 1, in this scenario, trans-
mitter i knows ai, and it is oblivious to the other channel. Lacking the extent of
interference that each transmitter causes, transmitter i adapts multiple layers with dif-
ferent rates such that the unintended receiver opportunistically decodes and removes
a part of the interfering according to the actual state of the channel. Simultaneously,
transmitter i adapts the encoding rate of a single layer to be decoded only by its
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intended receiver based on the actual state of channel a2. Based on this vision, trans-
mitter i splits its information stream into a distinct set of codebooks corresponding to
each state of the cross channel at its intended receiver. We denote the set of codebooks
transmitted by user i when ai =

√
βk by Dk

i . Each set Dk
i consists of K + 1 codebooks

given by

Dk
i = {Vk

i (1), . . . , Vk
i (K), Uk

i } . (231)

The layers denoted by {Vk
i (s)}K

s=1 are adapted to be fully decoded by transmitter i and
partially decoded by receiver j, depending on the actual network state. Contrarily, layers
Uk

i are specifically adapted to be decoded by the intended receiver ys
i only. In particular,

when transmitter i knows the state of the interfering link to its intended receiver to be βk,
it splits its information stream into K + 1 encoded layers specified in (231) where

• layer Vk
1 (s) (Vk

2 (s)) is adapted to the cross channel state at the unintended receiver ys
2

(ys
1), for s ∈ {1, . . . , K}; and

• layer Uk
1 (Uk

2) is adapted to the cross channel state at the intended receiver yk
1 (yk

2).

Similarly to the layering approach in Scenario 11, sets Dk
i contain an equal number of

codebooks for each i ∈ {1, 2} and k ∈ {1, . . . , K}. Nevertheless, power allocation schemes
among the layers in each set are distinct.

Successive decoding. Given that each codebook will opportunistically be decoded by
multiple receivers, its maximum achievable rate is constrained by the most degraded
network state in which it is decoded. Similarly to that of Scenario 1, a successive
decoding scheme is devised that specifies (i) the set of receivers at which each layer
is decoded, and (ii) the order of successive decoding order at each receiver.

In network state (βs, βt), user 1 transmits the superposition of all the layers in
the set Ds

1 = {Vs
1 (1), . . . , Vs

1 (K), Us
1}, while user 2 transmits the layers in the set Dt

2 =
{Vt

2(1), . . . , Vt
2(K), Ut

2}. Layers Us
1 and Ut

2 are decoded by both receivers yt
1 and ys

2. On the
other hand, a subset of the layers {Vs

i (k)} from user i are opportunistically decoded by the
unintended receiver j depending on the interfering channel state. In network state (βs, βt),
we summarize the decoding order at each receiver ys

i as follows:

• Receiver ys
1: First, it decodes one layer from the interfering signal Vt

2(1). Afterwards,
it decodes one layer from the intended signal Vs

1 (1). This receiver continues the decod-
ing process in an alternating manner until codebooks {Vt

2(j)}s
j=1 from transmitter 2

and codebooks {Vs
1 (j)}K

j=1} are decoded from the intended receiver 1 are successfully
decoded. Finally, the last remaining layer from the intended message Us

1 is decoded.
• Receiver yt

2: First, it decodes one layer from the interfering signal Vs
1 (1). Afterwards,

it decodes one layer from the intended signal Vt
2(1). This receiver continues the decod-

ing process in an alternating manner until codebooks {Vs
1 (j)}s

j=1 from transmitter 1

and codebooks {Vt
2(j)}K

j=1} are decoded from the intended receiver 2 are successfully
decoded. Lastly, the last remaining layer from the intended message Ut

2 is decoded.

5. Relay Channels
5.1. Overview

In this section, we extend the discussions to two-hop networks, in which a source
and a destination communicate while being assisted by relay nodes. In line with the
key assumption throughout this paper (i.e., no CSIT), we assume that the transmitter
and the relay(s) are oblivious to instantaneous realizations of their outgoing channels.
Such settings are especially relevant when a source communicates with a remote destina-
tion, and a relay terminal is occasionally present near the source but without the source’s
knowledge [173–176].
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We start the discussion with a two-hop network model in Section 5.2, where the
source and destination communicated through a relay node (no direct source-destination
communication). In this section, we review various decode-and-forward (DF), amplify-
and-forward (AF), quantize-and-forward (QF), and amplify-and-quantize-and-forward
(AQF) relaying schemes and characterize their attendant average communication rates,
based on the results in [177]. The work in [178] considers the problem of communication
between a single remote transmitter and a destined user while being helped by co-located
users. This problem is discussed in more detail in Section 5.3. In a dynamic wireless
network where a source terminal communicates with a destination, it is worth considering
oblivious relaying strategies of a relay near the source transmitter in the presence of other
users in the network [179], as discussed in Section 5.4. In Section 5.5, we review the
broadcast transmission schemes of the diamond channel investigated in [180]. Motivated
by addressing the distributed nature and delay sensitivity of modern communication
systems, the study in [181] investigates a network consisting of a source-destination pair,
the communication between which is assisted by multiple relays. This setting is reviewed
in Section 5.6. Finally, motivated by the fact that in practical wireless networks, it is often
difficult for each user to keep track of the relay nodes, in Section 5.7, we review the settings
in which the relays are available only occasionally.

5.2. A Two-Hop Network

Let us consider a two-hop relay fading channel [177], where the transmitter and
receiver communicate through an intermediate network node that serves as a relay. Various
relaying protocols and broadcasting strategies are considered. For example, DF relaying, a
simple relay with a single packet buffer, which cannot reschedule retransmissions, is first
studied. DF relaying limitations in various cases give rise to consideration of other relaying
techniques, such as AF, where a maximal broadcasting achievable rate is analytically
derived. A QF relay, coupled with a single-level code at the source, uses codebooks matched
to the received signal power and performs optimal quantization. This is simplified by
an AQF relay, which performs scaling, and single codebook quantization on the input.
As discussed later in this section, it is observed that the latter may be throughput-optimal
on the relay-destination link while maintaining a lower coding complexity compared with
the QF setting.

The work in [182] concerns two-hop transmissions over relay-assisted block fading
channels, assuming there is no direct link between the transmission ends and the commu-
nication is carried out by a relay. Various relaying strategies are considered in combination
with the multi-layer coded transmission. The study in [183] optimizes the power allocation
for relaying strategies in a similar two-way relay setting. The work in [184] considers a
two-layer transmission and optimizes the power allocation for a DF relay.

In a DF [185] scheme, the relay decodes the received source message, re-encodes it, and
forwards the resulting signal to the destination. Note that, since the relay must perfectly
decode the source message, the achievable rates are bounded by the capacity of the channel
between the source and the relay. A non-regenerative relay has a different coding scheme
than the source, and it can improve, for example, the reliability of the relay-destination
transmission. The work in [186] compares two DF protocols assuming knowledge of
channel gains at the transmitter and adhering to delay-limited capacity. Further work
on user cooperation to increase diversity gains, using DF cooperation techniques over a
Rayleigh fading channel is found in [187].

In [188], different types of AF relay settings are studied and general expressions for
the aggregate SNR at the destination are derived for a varying number of relaying nodes.
This study is motivated by previous observations that AF relays can sometimes approach
or exceed the performance of their DF counterparts [185].

A QF relay implementation is considered in [174] and it is shown to be superior to
the DF and AF, in terms of average throughput in the presence of a direct link and a
known channel gain on the relay-destination link, which models a two co-located user
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cooperation. Practical compress-and-forward (CF) code design was presented in [189]
for the half-duplex relay channel. The quantization in [174,189] is of Wyner–Ziv (WZ)
quantization type [190], which refers to the relay quantizing its received observation of the
source symbol while relying on the side information that is available at the destination
receiver, from the direct link. In a two-hop relay setting, the receiver has no additional side
information, and thus the quantization applied at the relay is a standard quantization of a
noisy Gaussian source [191]. Consider the following SISO channel:

yr = hsxs + ns , (232)

where yr is a received vector of length N at the relay, which is also the transmission block
length, xs is the transmitted vector, and ns is the additive noise vector, with elements that
are complex Gaussian i.i.d. with zero mean and unit variance denoted CN (0, 1). hs is the
(scalar) fading coefficient, assumed to be perfectly known at the relay and the destination
receivers only. The source transmitter has no CSI. The power constraint at the source is
given by Ps = E[|xs|2]. The channel between the relay and the destination is described by

yd = hrxr + nr , (233)

where yd is a received vector of length N at the destination receiver, and xr is the relay
transmitted vector. nr is the additive noise vector, with elements that are complex Gaussian
i.i.d. with zero mean and unit variance denoted by CN (0, 1), and hr is the (scalar) fading
coefficient. The fading coefficients hs and hr are assumed to be perfectly known at the
destination receivers only. The relay transmitter does not possess hr. The power constraint
at the relay is given by Pr = E[|xr|2].

It is assumed that the relay operates in a full-duplex mode by receiving and transmit-
ting on different frequency bands, realizing a two-hop network. Furthermore, the relay
is not capable of buffering data. In the DF protocols, the relay has to forward all the data
successfully decoded immediately. Layers that were not decoded on the path from source
to destination must be rescheduled for retransmission at the source. If the relay had packet
scheduling capabilities, the DF protocols could be improved by letting the relay perform
retransmission of layers that are not decoded at the destination. However, this calls for
distributed scheduling control, which highly complicates the system and is beyond the
scope of this subsection.

5.2.1. Upper Bounds

A full CSI (FCSI) upper bound is derived for a hypothetical case that both source
and relay have perfect CSI of all links, and the source always transmits in the maximal
achievable rate over this relay channel. This achievable rate is the minimal rate determined
by the fading gain realizations on both links. It is generally expressed by

CFCSI = Ess ,sr [log(1 + min(Psss, Prsr))] , (234)
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where ss = |hs|2, and sr = |hr|2. By explicitly extracting the expectation in (234) we get

CFCSI =

∞∫
0

dν

∞∫
0

dµ f (ν) f (µ) log(1 + min(Psν, Prµ))

=

∞∫
0

dν

∞∫
Ps
Pr ν

dµ f (ν) f (µ) log(1 + Psν) +

∞∫
0

dν f (ν)

Ps
Pr ν∫
0

dµ f (µ) log(1 + Prµ)

=

∞∫
0

dν f (ν)(1− F(
Ps

Pr
ν)) log(1 + Psν)

+
Ps

Pr

∞∫
0

dν(1− F(ν)) f (
Ps

Pr
ν) log(1 + Psν) ,

(235)

where f (x) and F(x) are the PDF and CDF of the fading gain, respectively. For a Rayleigh
fading channel, the FCSI upper bound is given by

CFCSI = (1 +
Ps

Pr
)

∞∫
0

dνe−(1+
Ps
Pr )ν log(1 + Psν) (236)

= e
Ps+Pr
Pr Ps E1

(
Ps + Pr

PrPs

)
, (237)

where E1(x) is the exponential integral function E1(x) ,
∫ ∞

x dt e−t

t for x ≥ 0 [192]. The er-
godic cut-set upper bound is the minimum of the average achievable rates on the two links
(source-relay and relay-destination). This is specified by

Cerg = min{Ess [log(1 + Psss)] , Esr [log(1 + Prsr)]} . (238)

For Rayleigh fading channels, and similar fading gain distribution functions f (x) for
the two links, the ergodic upper bound simplifies to

Cerg =

∞∫
0

dνe−ν log(1 + Pν) , s.t. P = min(Ps, Pr) , (239)

which is justified by the monotonicity of the ergodic capacity as function of P. A tighter
upper bound on the broadcast strategy is the broadcasting cut-set bound. This is the
minimum average broadcasting rate achievable on each of the links separately. It is
specified by

Rbs−cutset = min


∞∫

0

du fµ(u)Rµ(u) ,
∞∫

0

du fν(u)Rν(u)

 , (240)

where fν(u) and fµ(u) are the PDFs of the source-relay and relay destination fading gains,
respectively, and R(u) is the broadcasting achievable rate for a fading gain u. For a
Rayleigh fading channel with similar distribution on both links, the cut-set bound is given
by ([23], Equation (18))

Rbs−cutset = 2E1(s0)− 2E1(1)− (e−s0 − e−1) , (241)
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where

s0 =
2

1 +
√

1 + 4 min(Ps, Pr)
. (242)

The broadcasting cut-set bound (241) may be achieved if the relay is allowed to delay
its data and reschedule retransmissions independently. Furthermore, the relay has to
inform the source how many layers were decoded for every block. We do not assume such
feedback is available. The only feedback, in our channel model, is from destination to
source indicating the number of successfully decoded layers.

5.2.2. DF Strategies

Consider first the simple DF relaying for an outage approach with single-level coding
at source and relay. In single-level coding, the code rate from the source transmitter to
the relay is determined by the fading gain threshold selected. For a power threshold ss,
the code rate is R = log(1 + Psss), and this same rate is transmitted from the relay to the
destination with power Pr, thus R = log(1 + Prsr), and sr = Ps

Pr
ss. Hence, the average

achievable rate from the source to the destination is

R1,ave = P(ν > ss)P(µ > sr) log(1 + Psss) (243)

= (1− Fν(ss))(1− Fµ(sr)) log(1 + Psss) , (244)

where ν, µ are the fading gain random variables, Fν(x), Fµ(x) are the corresponding CDFs,
and Ps is the source transmission power. For a Rayleigh fading channel, with Fµ(x) =
Fν(x) = 1− e−x, the average rate is given by

R1,ave = e−ss e−
Ps
Pr ss log(1 + Psss) , (245)

and the maximal achievable rate is thus

R1L = max
ss

e−ss e−
Ps
Pr ss log(1 + Psss) . (246)

Let the source perform two-level coding, and the relay has to decode as many layers
as possible, depending on the fading realization. If successful in decoding both layers,
it transmits a single-level code at a rate that is the sum of source rates. If only one layer
was decoded successfully at the relay, it encodes it into a different single-level code, which
is equal in rate to the first level of the source channel code. This gives higher flexibility in
decoding of a single layer at the destination receiver when the channel conditions on the
source-relay link allow only one layer detection at the relay. The channel code rate at the
source is given by

Rs
1 = log(1 + Psss,1)− log(1 + (1− αs)Psss,1) , (247)

Rs
2 = log(1 + (1− αs)Psss,2) , (248)

where 0 ≤ αs ≤ 1, ss,1 and ss,2 are the fading gain thresholds implicitly specifying the
layering rates. The rates of the single-level code at the relay are then given by

Rr
1 = log(1 + Prsr,1) , s.t. Rr

1 = Rs
1 , (249)

Rr
2 = log(1 + Prsr,2) , s.t. Rr

2 = Rs
1 + Rs

2 , (250)
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where sr,1 and sr,2 are determined from the rate equalities on the right hand side of (249).
The overall average rate is then

R2−1,ave = max
ss,1,ss,2,αs

P(ss,1 ≤ ν < ss,2)P(µ > sr,1)Rs
1

+ P(ν > ss,2)P(µ > sr,2)(Rs
1 + Rs

2) (251)

= max
ss,1,ss,2,αs

(Fν(ss,2)− Fν(ss,1))(1− Fµ(sr,1))Rs
1

+ (1− Fν(ss,2))(1− Fµ(sr,2))(Rs
1 + Rs

2) , (252)

where ν is the fading gain RV on the source-relay link, and µ is the RV on the relay
destination link. This approach outperforms single-level coding at the source and two-
level coding at the relay, described in the previous subsection. The main reason for this
difference is that the outage approach described here adapts to the source-relay channel
conditions. That is, the outage rate from the relay to the destination is equal to the decoded
rate and depends on the number of successfully decoded layers (249). However, when
considering the opposite approach (source: outage, relay: two-level), the outage rate is
fixed for all channel conditions, and if the relay fails in its decoding, nothing is transmitted
to the destination.

5.2.3. Continuous Broadcasting DF Strategies

Coding Scheme I—Source: Outage and Relay: Continuum Broadcasting. In this
coding scheme, the source transmitter performs single-level coding. Whenever
channel conditions allow decoding at the relay, it performs continuum broadcasting,
as described in the previous subsection. Thus, the received rate at the destination
depends on the instantaneous channel fading gain realization on the relay-destination
link. Clearly, a necessary condition for receiving something at the destination is
that channel conditions on the source-relay link will allow decoding. The source
transmission rate is given by

Rs
1 = log(1 + Psss) , (253)

and the corresponding achievable rate at the destination is given by

Rr(ν) =
∫ ν

0

uρr(u)du
1 + uIr(u)

, (254)

where Ir(ν) is the residual interference distribution function and its boundary conditions
are stated in (4) and (5). The total rate transmitted in the broadcasting link is equal to the
single-level code rate of the source-relay link, that is

Rs
1 =

∞∫
0

uρr(u)du
1 + uIr(u)

. (255)

The above condition in (255) states a constraint on the optimization of the average
rate. The average rate expression, considering the transmission scheme on the two links is

Rave = P(ν > ss)

∞∫
0

dx fµ(x)
x∫

0

uρr(u)du
1 + uIr(u)

(256)

= (1− Fν(ss))

∞∫
0

dx(1− Fµ(x))
xρr(x)

1 + xIr(x)
, (257)
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where we have used partial integration rule. The average rate maximization problem can
now be posed as

R1−bs,ave =


max

ss ,Ir(ν)
(1− Fν(ss))

∞∫
0

dx(1− Fµ(x))
xρr(x)

1 + xIr(x)

s.t.
∞∫

0

uρr(u)du
1 + uIr(u)

= log(1 + Psss)

. (258)

As a first step in solving the maximal average rate, the residual interference distribu-
tion Ir(ν) is found for every ss. That is

R1−bs(sr) =


max
Ir(ν)

∞∫
0

dx(1− Fµ(x))
xρr(x)

1 + xIr(x)

s.t. Rs
1 =

∞∫
0

uρr(u)du
1 + uIr(u)

(259)

=


max
Ir(ν)

∞∫
0

dxG1(x, Ir(x), I′r(x))

s.t. Rs
1 =

∞∫
0

dxG2(x, Ir(x), I′r(x))

, (260)

where I′r(x) = dIr(x)
dx . The necessary condition for extremum in (259) subject to the sub-

sidiary condition, is in generally stated [59]

G1,Ir + λG2,Ir −
d

dx

(
G1,I′r + λG2,I′r

)
= 0 , (261)

where G1,Ir is the derivative of G1 with respect to Ir, and G1,I′r is the derivative of G1 with
respect to I′r. The scalar λ is also known as a Lagrange multiplier, and it is determined
from the subsidiary condition in (259). The substitution of SIr , G1,Ir + λG2,Ir , and
SI′r , G1,I′r + λG2,I′r by using (259) results in

SIr =
x2 I′r

(
1− Fµ + λ

)
(1 + xIr)2 , (262)

SI′r =
−x
(
1− Fµ + λ

)
1 + xIr

, (263)

dSI′r
dx

=
(x2 I′r − 1)

(
1− Fµ + λ

)
(1 + xIr)2 . (264)

Substituting the expressions in (262) into the extremum condition in (261) yields a
general solution for the residual interference, as function of the Lagrange multiplier λ.
This is summarized in the following proposition.

Proposition 4. The relay broadcasting residual power distribution function Ir(x) that maximizes
the expected rate over the two-hop wireless fading channel (232) and (233) is given by

Ir(x) =



P 0 ≤ x ≤ x0

1−Fµ(x)+λ−x fµ(x)
fµ(x)x2 x0 ≤ x ≤ x1

0 x ≥ x1

, (265)
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where x0 and x1 are determined from the boundary conditions Ir(x0) = P and Ir(x1) = 0,
respectively. The scalar λ is determined from the subsidiary condition in (259).

When considering a Rayleigh flat fading channel for the relay destination link, i.e.,
Fµ(x) = 1− exp(−x), the residual interference distribution gets the following form

Ir(x) =
λ

e−xx2 +
1
x2 −

1
x

, for x0 ≤ x ≤ x1 , (266)

and the condition Ir(x1) = 0 provides

x1 = 1−WL(−λe) , (267)

where WL(x) is the Lambert W-function, also called the omega function, and it is the
inverse of the function f (W) = WeW . Interestingly, the subsidiary condition with (266) as
the solution for Ir(x) yields a simplified expression

RT =

x1∫
x0

uρr(u)du
1 + uIr(u)

(268)

= 2 log(x1)− x1 − (2 log(x0)− x0) (269)

= 2 log(1−WL(−λe))− 1 + WL(−λe) (270)

− 2 log(x0) + x0 , (271)

where (267) is used for substitution of x1. Using the subsidiary condition (259), i.e., RT = Rs
1,

the solution of x0 as function of λ is

x0 =− 2WL

(
−0.5elog(1−WL(−λe))−0.5+0.5WL(−λe)−0.5Rs

1

)
. (272)

Finally, λ can be found by solving Ir(x0) = P. Thus, all initial conditions are satisfied,
the solution for λ is obtained by numerically solving the nonlinear equation specified by
Ir(x0) = P. The maximal rate R1−bs,ave is then obtained by searching numerically over ss
and evaluating R1−bs,ave for all ss in the search.

Coding Scheme II—Source: Continuum Broadcasting and Relay: Outage.In this
coding scheme, the source transmitter performs continuum broadcasting, as de-
scribed in the previous subsection. The relay encodes the successfully decoded layers
into a single-level block code. Thus, the rate of each transmission from the relay
depends on the number of layers decoded. For a fading gain realization ν on the
source-relay link, the decodable rate at the relay is

Rs(ν) =
∫ ν

0

uρs(u)du
1 + uIs(u)

. (273)

This is also the rate to be transmitted in a single-level coding approach, yielding

Rr
1(ν) = log(1 + Prsr(ν)) , (274)
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where sr(ν) is the fading gain threshold for decoding at the destination. In order to ensure
equal source and relay transmission rates, it is required that Rr

1(ν) = Rs(ν). The average
rate is then given by

Rbs−1,ave = max
Is(x)

∞∫
0

dxP(µ ≥ sr(x)) fν(x)Rs(x) (275)

= max
Is(x)

∞∫
0

dx(1− Fµ(sr(x))) fν(x)
∫ x

0

uρs(u)du
1 + uIs(u)

(276)

= max
Is(x)

∞∫
0

dxe−xe−sr(x)
∫ x

0

uρs(u)du
1 + uIs(u)

, (277)

where a Rayleigh fading distribution is assumed on the last equality, and

sr(ν) =
1
Pr

exp

 ν∫
0

dx
xρs(x)

1 + xIs(x)

− 1

 . (278)

As may be noticed from (278), the functional subject to optimization in (275) does not
have a localization property [59], and thus, it does not have a standard Euler-Lagrange
equation for an extremum condition.

Coding Scheme III—Source and Relay: Continuous Broadcasting. In this scheme,
both source and relay perform the optimal continuum broadcasting. The source
transmitter encodes a continuum of layered codes. The relay decodes up to the
maximal decodable layer. Then it retransmits the data in a continuum multi-layer
code matched to the rate that has been decoded last. In this scheme, the source
encoder has a single power distribution function, which depends only on a single
fading gain parameter. The relay uses a power distribution that depends on the two
fading gains on the source-relay and the relay-destination links.

In general, the source channel code rate as a function of the fading gain is the same
one specified in (273). The rate achievable at the destination is then given by

Rs(ν, µ) =
∫ µ

0

uρr(ν, u)du
1 + uIr(ν, u)

. (279)

The maximal average rate is then specified by

Rbs−bs,ave =


max

Is(ν),Ir(ν,µ)

∞∫
0

dx
∞∫

0

dy fν(x) fµ(y)

y∫
0

uρr(x, u)du
1 + uIr(x, u)

s.t.
∞∫

0

uρr(x, u)du
1 + uIr(x, u)

≤ Rs(v)

, (280)

which may be simplified into

Rbs−bs,ave =


max

Is(ν),Ir(ν,µ)

∞∫
0

dx
∞∫

0

dy fν(x)(1− Fµ(y))
yρr(x, y)

1 + yIr(x, y)

s.t.
∞∫

0

uρr(x, u)du
1 + uIr(x, u)

≤ Rs(v)

. (281)
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In order to present an Euler–Lagrange equation here, the subsidiary condition in (281)
still has to be brought to a functional form, and then it could be solved with the aid of the
Lagrange multipliers.

5.2.4. AF Relaying

Consider a relay that cannot decode and encode the data, but rather it can only amplify
the input signal. The channel model to consider here is the same one specified in (232)
and (233). However, it may be assumed that the relay can estimate the input signal power
and amplify the signal (without distortion) by a factor that ensures maximal transmission
Pr from the relay. In such a case, the amplification coefficient is given by

γ =

√
Pr

Ps|hs|2 + 1
. (282)

The equivalent received signal at the destination can be specified by

y′d =
γhrhs√

γ2|hr|2 + 1
xs + n′r , (283)

where n′r ∼ CN (0, 1) and the original source signal is multiplied by a factor, which repre-
sents an equivalent fading coefficient with power

sb =
γ2srss

γ2sr + 1
=

Prsrss

Prsr + Psss + 1
, (284)

where sr = |hr|2 and ss = |hs|2, and we have used the amplification factor definition
from (282) for explicitly stating the equivalent fading gain. The CDF of the equivalent
fading gain sb is then given by

Fsb(x) = P(sb < x) =
∫ ∫
R

dxsdxr fss(xs) fsr (xr) , (285)

where

R =

{
xr, xs ∈ [0, ∞)

∣∣∣ Prxrxs

Prxr + Psxs + 1
≤ x

}
.

when assuming a Rayleigh fading channel, i.e., fsr (xr) = e−xr and fss(xs) = e−xs , we have

Fsb(x) = 1−
∞∫

Ps
Pr x

dxr

∞∫
x(1+Pr xr)
xr Pr−xPs

dxse−xs e−xr (286)

= 1−
∞∫

Ps
Pr x

dxre−xr− x(1+Pr xr)
xr Pr−xPs , (287)

which does not lend itself to a closed-form expression. In a broadcast approach, the trans-
mitter performs continuous code layering, matched to the equivalent single fading gain
RV. Using the equivalent channel model (283) and using the results of [23], the average
received rate is given by

Rbs,AF,ave = max
I(x)

∞∫
0

(
1− Fsb(x)

) −xI′(x)
1 + xI(x)

, (288)
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where the optimal residual interference distribution Iopt(x) is given by [23]

Iopt(x) =


P 0 ≤ x ≤ x0
1−Fsb (x)−x fsb (x)

fsb (x)x2 x0 ≤ x ≤ x1

0 x ≥ x1

, (289)

where x0 and x1 are determined from the boundary conditions Ir(x0) = Ps and Ir(x1) = 0,
respectively. The maximal achievable rate is provided by the following proposition.

Proposition 5. The maximal achievable expected rate of a two-hop AF-relay network is explicitly
given by

Rbs,AF,ave =

x1∫
x0

dx

[
2(1− Fsb(x))

x
+

(1− Fsb(x)) f ′sb
(x)

fsb(x)

]
, (290)

where the CDF Fsb(x) is specified in (286), and thus the corresponding PDF is given by

fsb(x) =
d

dx
Fsb(x) =

∞∫
Ps
Pr x

dxr
Prxr(1 + Prxr)

(Psx− Prxr)2 e−xr− x(1+Pr xr)
xr Pr−xPs . (291)

Finally, Rbs,AF,ave (290) can be obtained via a numerical integration.

5.2.5. AQF Relay and Continuum Broadcasting

Now, let the source encoder perform continuum layering, and the relay, as before,
amplifies its input signal, quantizes it with average distortion D, optimally in an MSE
sense. The destination tries to first decode the quantized signal uq. Upon successful
decoding, it decodes the multi-level code up to the highest layer possible, depending on the
fading gain on the source relay link. In this setting, we consider single-level quantization.
In broadcasting, it may be assumed that part of the original signal cannot be decoded.
Therefore, it is modeled as additive Gaussian noise. The quantized signal, after suitable
amplification and forward channel conversion, as a function of the source data, is given by

uq = βγhsxs,s + βγhsxs,I + βγns + n′q , (292)

where n′q is the equivalent quantization noise distributed according to CN (0, βD), β = 1− D
Pr

,

γ =
√

Pr
Psνs+1 with νs = |hs|2, and xs,I represents the residual interference in the decoded

signal. Consider a power distribution ρ(νs) which is the source power distribution as
function of the fading gain. Then the incremental rate associated with a fading νs is

dR(νs) =
γ2νsρ(νs)β2dνs

γ2 + βD + γ2νs I(νs)β2 , (293)

which simplifies after substituting γ and some algebra

dR(νs) =
νsρ(νs)dνs

1 + Dβ + νs(I(νs) + PsDβ)
, (294)
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where the Dβ , D/Pr
1−D/Pr

. Thus, the average rate attainable, when uq is successfully de-
coded, is

Rave =

∞∫
0

dνs f (νs)

νs∫
0

dR(u) (295)

=

∞∫
0

(1− F(νs))
νsρ(νs)dνs

1 + Dβ + νs(I(νs) + PsDβ)
(296)

=

∞∫
0

(1− F(νs))
νsρN(νs)dνs

1 + νs IN(νs)
, (297)

where the first equality is obtained by solving the integral in parts. The following relation-
ships follow from the definitions of the normalized power distribution and residual interference:

ρN(νs) ,
ρ(νs)

1 + Dβ
, (298)

IN(νs) ,
I(νs) + DβPs

1 + Dβ
, (299)

that satisfy ρN(νs) = −I′N(νs). For a given average distortion D, Dβ is also explicitly
determined, and the maximal average rate Rave is achieved for

ρN(νs) =
2
ν3

s
− 1

ν2
s

, (300)

IN(νs) =
1
ν2

s
− 1

νs
, (301)

on the range of νs ∈ [ν0, ν1], where the boundary conditions are IN(ν0) = Ps and IN(ν1) = 0.
Thus, the range of the optimal solution is

ν0 =
2

1 +
√

1 + 4Ps
, (302)

ν1 =
2

1 +
√

1 + 4
PsDβ

1+Dβ

. (303)

This rate is attainable only when the compressed signal may be decoded at the
destination. Otherwise, an outage event occurs, and nothing can be restored from the
original signal. Evidently, the event of outage depends only on the relay-destination link.
Hence, the average achievable rate for the broadcast-amplify-quantize (BAQ) approach is
formalized in the next proposition.

Proposition 6. In the system model described by (232) and (233), with νs known to relay and
destination, and νr known to destination only, the maximal average attainable rate in a BAQ scheme
is specified by

RBAQ,ave = max
D

Pout ·
∞∫

0

(1− F(νs))
νsρN(νs)dνs

1 + νs IN(νs)
, (304)

where the complementary outage probability is

Pout = P
(

log
Pr

D
≤ log(1 + νrPr)

)
. (305)
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The complementary outage probability for a Rayleigh fading channel reduces (305)

into Pout = e−
1
D + 1

Pr . Computing RBAQ,ave can be directly pursued, while optimizing the
selection of the average distortion D, and directly computing the average rate for every D.

Figure 26 demonstrates the maximal attainable expected rates for the various relaying
protocols. The numerical results correspond to Rayleigh fading channels on both source-
relay and relay-destination links. A comparison of all relaying protocols (DF, AF, QF, AQF)
is provided for equal SNR on both links, i.e., Pr = Ps. As may be noticed, the broadcasting
for AF relay has the highest throughput gains for high SNRs. The AQF scheme with two
levels of refinement at the relay, shows only a small gain in the overall expected throughput.
This questions the possible benefits of higher levels of successive refinement at the relay,
when the source performs only single-level coding.
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Figure 26. Achievable average rates, for Pr = Ps, and for various relaying protocols and broadcast-
ing strategies.

5.3. Cooperation Techniques of Two Co-Located Users

The work in [178] considers the problem of communication between a single remote
transmitter and a destination while being helped by co-located users, over an independent
block Rayleigh-fading channel, as depicted in Figure 27. The users’ co-location nature
allows cooperation, enabling a higher communication rate from the transmitter to the des-
tination. The transmitter has no CSI, while receivers have access to perfect CSI. Under this
channel model, cooperation between co-located users for a transmitter using a broadcast
approach achieves higher expected rates. This is directly explained by the fundamentals
of the broadcast approach, where the better the channel quality, the more layers that can
be successfully decoded. The cooperation between the users is performed over AWGN
channels, under a relay power constraint with unlimited bandwidth. Three cooperation
techniques are considered: AF, CF, and DF. For the case of a relaxed decoding delay con-
straint, these techniques are extended by the broadcast approach. The high efficiency
is obtained from multi-session cooperation as each session allows decoding more lay-
ers. Interestingly, closed-form expressions for infinitely many AF sessions and recursive
expressions for the more complex CF can be derived.
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Figure 27. A schematic diagram of a source transmitter and two co-located users—destination and a
helping node, performing multi-session cooperation.

The first cooperation strategy is based on the AF relaying by a network user to the
destination user over the cooperation with the following variations.

1. Naive AF—A helping node scales its input and relays it to the destined user, who jointly
decodes the relay signal and the direct link signal.

2. Separate preprocessing AF—A more efficient form of single-session AF is a separate
preprocessing approach in which the co-located users exchange the values of the
estimated fading gains, and each individually decodes the layers up to the smallest
fading gain. The helping user removes the decoded common information from its
received signal and performs AF on the residual signal to the destined user.

3. Multi-session AF—Repeatedly separate preprocessing is followed by a transmitting
cooperation information at both helper and destination nodes (on orthogonal chan-
nels). The preprocessing stage includes individual decoding of the received informa-
tion from the direct link and previous cooperation sessions. Along the cooperation
sessions, transmission of the next block already takes place. It means that multi-
session cooperation introduces additional decoding delays without any impact on
the throughput. For this purpose, multiple parallel cooperation channels are assumed.
For incorporating practical constraints on the multi-session approach, the total power
of multi-session cooperation is restricted to Pr. This is identical to the power constraint
in single-session cooperation.

In the limit of infinitely many sessions, the multi-session cooperation channel capacity
is Ccoop = Pr. The other cooperation schemes (naive AF, and separate preprocessing
AF) cannot efficiently use unlimited bandwidth. Single-session wide-band AF means
duplicating the AF signal while proportionally reducing its power. This has no gain over
narrow-band cooperation. Therefore a narrow-band cooperation channel is used for these
two schemes, with Ccoop = log(1 + Pr). Another set of cooperative strategies based on the
WZ [190] CF relaying are:

1. Naive CF—A helping node performs WZ-CF over the cooperation link. The destination
informs the relay of its fading gain realization prior to the WZ compression. The desti-
nation performs optimal joint decoding of the WZ compressed signal forwarded over
the cooperation link, and its own copy of the signal from the direct link.

2. Separate preprocessing CF—Each user decodes independently up to the highest common
decodable layer. Then WZ–CF cooperation takes place on the residual signal by
WZ coding.

3. Multi-session CF— Multi-session cooperation, as described for AF, is carried out in
conjunction with successive refinement WZ [193] CF relaying.

To analyze these models, consider the following SIMO channel

yi = hixs + ni , i ∈ {1, 2} , (306)

where yi is a received vector by user i, with length L, which is the transmission block
length. The length L is assumed to be sufficiently large that transmission rates close to the
mutual information are reliably decoded. xs is the original source transmitted vector, and
ni is the additive noise vector, with complex Gaussian i.i.d. zero-mean and unit variance
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CN (0, 1), and hi is the (scalar) fading coefficient, which is perfectly known at the ith receiver.
The fading hi is distributed according to the Rayleigh distribution hi ∼ CN (0, 1), and it
remains constant for the duration of every transmission block (adhering to a block fading
channel). It means that the two users have equal average SNR, which is realistic due to
their co-location. Nevertheless, the results may be extended to the case of unequal average
SNRs in a straightforward way. Receivers being co-located may also suggest channel
realization correlation (h1 and h2). In the case of such correlation, the cooperation gains are
expected to be smaller since even the joint decoding channel capacity decreases. We assume,
for simplicity of analysis, fully independent fading channel realizations. The cooperation
link between the users are modeled by AWGN channels as follows:

y(k)
2,1 = x(k)1 + w(k)

1 , (307)

y(k)
1,2 = x(k)2 + w(k)

2 , (308)

where y(k)
2,1 is the length L helper’s received cooperation vector from the destination (i = 1),

on the kth cooperation link, and vise-versa for y(k)
1,2 . x(k)i is the cooperation signal from user

i, on the kth cooperation link, and wi is the noise vector with i.i.d. elements distributed
according to CN (0, 1). On a single-session cooperation k = 1, and the power of x(1)i

is limited by E[
(
|x(1)i |2

)
] ≤ Pr (for i = 1, 2). On a K-session cooperation there are K

orthogonal cooperation channels available for each user with a total power constraint Pr.
The power constraint here is specified by

E
[(

K

∑
k=1
|x(k)i |2

)]
≤ Pr . (309)

Hence, K is also the bandwidth expansion that results from the multi-session coop-
eration. It is assumed that the next block’s receive can be performed while transmitting
a cooperation message of previous blocks, that is, a full-duplex receiver. Cooperation is
without interference, as orthogonal channels are assumed for this purpose. Naturally, the
link capacity of a single-session narrow-band cooperation over the AWGN channel defined
in (307) is given by Ccoop,NB = log(1 + Pr).

In the limit of K → ∞ with a power constraint for multi-session cooperation, the coop-
eration link capacity is given by

Ccoop,WB =

∞∫
0

dR(s) =
∞∫

0

log(1 + ρ(s)ds) =
∞∫

0

ρ(s)ds = Pr , (310)

where the fractional rate of a session s is dR(s) and dR(s) = log(1 + ρ(s)ds). The fractional
power at the sth session is ρ(s). The multi-session power constraint implies

∞∫
0

ρ(s)ds = Pr ,

which justifies the last equality in (310).

5.3.1. Lower and Upper Bounds

To evaluate the benefit of cooperation among receivers in a fading channel following
the model described in (306) and (307), we provide upper and lower bounds on relevant
figures of merit. There are three types of bounds relevant to our channel model. The first
is the outage capacity, which is the ultimate average rate achievable using a single-level
code (without multi-layer coding). The second one is the achievable broadcasting rate,
which refers to a scheme using a continuous broadcast approach. The last one is the ergodic
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capacity, which gives the ultimate upper bound on average rates by averaging maximal
rates obtained with full transmitter CSI.

The lower bounds are obtained by considering no-cooperation. That is a single
transmitter-receiver pair with no cooperating user. Therefore, all lower bounds are simple
SISO fading channel capacities. Upper bounds refer to the case where a co-located helping
node is available, and the two users can perform optimal joint decoding of their received
signals. In all cases, the bounds relate to a Gaussian block fading channel, adhering to (306)
and (307).

Outage lower bound. The single-layer coding expected rate is

Routage,LB = max
uth>0
{(1− F(uth)) log(1 + uthPs)} , (311)

where the optimal threshold uth that maximizes (311) is given by uth,opt = Ps−W(Ps)
W(Ps)Ps

.
The function W(x) is the Lambert-W function.

Broadcasting lower bound. This bound is based on an SISO block fading channel,
with receive CSI. The maximal expected broadcasting rate [23], for a Rayleigh fading
channel is

Rbs,LB = e−1 − e−s0 + 2E1(s0)− 2E1(1) , (312)

where s0 = 2/(1 +
√

1 + 4Ps), and E1(x) is the exponential integral function.

Ergodic lower bound. Ergodic capacity of a general SIMO channel with m receiver
antennas is [66]

Cerg(m) =

∞∫
0

um−1e−u log(1 + Psu)du, m ∈ N , (313)

which simplifies for an SISO channel into

Cerg,LB = Cerg(1) = e1/Ps E1(1/Ps) . (314)

Outage upper bound. Fully cooperating user bound is derived similarly to (311),
with FUB(u) as the fading gain distribution function.

Broadcasting upper bound. The broadcasting upper bound is a two receive an-
tenna block fading channel. The expected broadcasting rate for a Rayleigh fading
channel [23] is

Rbs,UB =s1e−s1 − e−s1 − 3E1(s1)− (s0e−s0 − e−s0 − 3E1(s0)) , (315)

where s0 and s1 are determined by the boundary conditions IUB(s0) = Ps and IUB(s1) = 0,
respectively. The residual interference IUB(x) is given by IUB(x) = (1 + x− x2)/x3.

Ergodic upper bound. Ergodic bound for two receive antennas SIMO fading chan-
nel is Cerg(2) in (313),

Cerg,UB = Cerg(2) = 1 + e1/Ps E1(1/Ps)− 1/Pse1/Ps E1(1/Ps) . (316)

Figure 28 exemplifies the upper and lower bounds for two cooperating users.
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Single-session cut-set upper bound. Another upper bound considered is the clas-
sical cut-set bound of the relay channel [40]. This bound may be useful for single-
session cooperation, where the capacity of the cooperation link is rather small. Using
the relay channel definitions in (306) and (307), and assuming a single cooperation
session K = 1, the cut-set bound for a Rayleigh fading channel is given by

Ccut−set = sup
p(xs),p(x2)

min
{

I(xs; y1|h1) + I(x2; y1,2) , I(xs; y1, y2|h1, h2)
}

(317)

= min
{

Cerg(1) + Ccoop , Cerg(2)
}

, (318)

where the ergodic capacity Cerg(m) is given by (313), and the terms Cerg(1) and Cerg(2) are
specified in (314) and (316), respectively. The cut-set bound is tight only when Cerg(1) +
Ccoop ≤ Cerg(2), since otherwise the cut-set bound coincides with the ergodic upper bound
Cerg,UB in (316).
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Figure 28. Ranges of the average rates for both outage and broadcast approaches, over the cooperation
channel, which were calculated using these approaches for either single antenna user (LB) or two
antennas user (UB). The corresponding rate-range for an ergodic channel from (314) and (316) is also
given for comparison.

5.3.2. Naive AF Cooperation

In this AF strategy, the helping node scales its input signal to the relaying power
Pr, and relays the signal to the destination user. The destination received signal at the
destination, after AF relaying is

yb =

[
y(1)

1,2
y1

]
=

[
αh2xs + αn2 + w2

h1xs + n1

]
=

[
(
√

βxs + w̃2) ·
√

1 + α2

h1xs + n1

]
, (319)
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where yb is the signal to be decoded at the destination, and α scales the relay output to Pr.

Hence, α =
√

Pr
1+Pss2

, and si = |hi|2. The normalized noise vector w̃2 has i.i.d. elements
distributed CN (0, 1). Hence, the normalized signal gain after the scaling of user i = 2 is

β =
Prs2

1 + Pss2 + Pr
. (320)

The achievable rate as a function of the channel fading gains is given by the following
mutual information

I(xs; yb|h1, h2) = log(1 + Pssb) = log
(

1 + Ps

(
s1 +

Prs2

1 + Pss2 + Pr

))
, (321)

where sb = s1 + β, and therefore, the equivalent fading sb is the broadcasting variable. The
CDF of sb [23] is

Fsb(x) = P(sb ≤ x) =
∞∫

0

du fs1(u)

max(0,x− Pru
1+Psu+Pr )∫

0

dv fs2(v) , (322)

where fsi (u) is the PDF of si. The CDF of sb, for a Rayleigh fading channel, is

Fsb(x) =



0 x ≤ 0

1− e−
(1+Pr)x
Pr−Ps x −

(1+Pr)x
Pr−Ps x∫

0

du · e−u−x+ Pru
1+Psu+Pr 0 ≤ x < Pr

Ps

1−
∞∫

0

du · e−u−x+ Pru
1+Psu+Pr x ≥ Pr

Ps

. (323)

The corresponding PDF fsb(x) is given by

fsb(x) =



0x ≤ 0
(1+Pr)x
Pr−Ps x∫

0

du · e−u−x+ Pru
1+Psu+Pr 0 ≤ x < Pr

Ps

∞∫
0

du · e−u−x+ Pru
1+Psu+Pr x ≥ Pr

Ps

(324)

This provides the single-layer and broadcasting expected rates for the naive AF.
The transmitter performs broadcasting optimized on fading gain random variable sb
from (322). The maximal expected rate is expressed as follows

Rbs,ave = max
I(u)

∞∫
0

du(1− Fsb(u))
ρ(u)u

1 + I(u)u
, (325)

where Fν(u) is the fading gain CDF.



Entropy 2021, 23, 120 84 of 137

Proposition 7. The optimal power distribution, which maximizes the broadcasting achievable
expected rate for naive AF cooperation is given by

INAF(u) =


Ps u < u0
1−Fsb (u)−u· fsb (u)

u2 fsb (u)
u0 ≤ u ≤ u1

0 u > u1

, (326)

where u0 and u1 are obtained from the boundary conditions Iopt(u0) = Ps and Iopt(u1) = 0,
respectively. The equivalent fading gain distribution Fsb(x) and fsb(x) are specified in (323)
and (324), respectively.

The broadcasting gain is compared to the single-layer coding under the same fading
gain distribution. Using the equivalent SISO channel model, which is governed by sb
with CDF Fsb(u) in (323), the optimal power allocation for naive-AF can be specified
following (326). Note that INAF(u) is non-increasing, starting from Ps at u = 0. The average
rate is explicitly given by

RNAF =

∞∫
0

dx

[
2(1− Fsb(x))

x
+

(1− Fsb(x)) f ′sb
(x)

fsb(x)

]
. (327)

The first derivative of the PDF of sb is denoted by f ′sb
(x).

5.3.3. AF with Separate Preprocessing

In this section, every node tries to decode independently as many layers as possible.
Then both users exchange the index of the highest layer successfully decoded. Every node
re-encodes the decoded data of each layer up to the lowest common index and removes
it from the original received signal. The helping node scales the result to power Pr and
relays it over the cooperation link to the destination. This improves on the naive AF, as the
cooperation is more efficient, though it requires the helping node to be aware of the source
codebook and be able to decode its transmission. Like the naive AF, this is a single-session
K = 1 cooperation. The received signal at the helping node can be expressed as

y2 = h2(xs,D + xs,I) + n2, (328)

where xs,D is the part of the source data successfully independently decoded by helping
node i = 2. The coded layers not decoded independently xs,I are actually the residual
interference signal.

When s1 ≥ s2, the decoded data in xs,D include layers up to s2. This reflects in the
residual interference power I(s), where s is the fading gain equivalent. The residual signals
at both sides (before a cooperation session) are

y1,I = h1xs,I(s2)
+ n1 , (329)

y2,I = h2xs,I(s2)
+ n2 . (330)

It may be shown, similarly to AF derivation, that the equivalent fading gain, after AF
relaying y2,I , is (331). Generally speaking, the helping node removes only common in-
formation from its input signal and relays the scaled residual signal to the destination.
The destination user receives a relayed residual signal, containing only its undecoded
layers when s2 ≥ s1. Otherwise, the helping node transmits its scaled residual inter-
ference, including some layers that could be independently decoded by the destination.
The equivalent fading gain observed by the destination and its distribution are stated in
the following proposition.
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Proposition 8. In an AF with separate preprocessing cooperation strategy, with a single coop-
eration session K = 1 with a limited power Pr, the highest decodable layer is associated with an
equivalent fading gain determined by

sa = s1 +
Prs2

1 + s2 ·max(I(s1), I(s2)) + Pr
, (331)

with the following CDF for a Rayleigh fading channel

Fsa(x) =

φ−1
1 (x)∫
0

[exp (−2u)− exp(−u− φ2(u))− exp(−u− φ3(u))]du , (332)

where

φ1(u) = u +
uPr

1 + uI(u) + Pr
, (333)

φ2(u) = max
(

u, x− uPr

1 + uI(u) + Pr

)
, (334)

φ3(u) = max(u, φ4(x− u)) , (335)

φ4(x− u) =

{
(1+Pr)(x−u)
Pr−I(u)(x−u) Pr − I(u)(x− u) > 0

∞ Pr − I(u)(x− u) ≤ 0
. (336)

Additional details are available in [178].

5.3.4. Multi-Session AF with Separate Preprocessing

Next, we discuss K multi-session AF with separate preprocessing per session. The total
power allocation per transmitted codeword for all sessions corresponding to its decoding is
Pr, in the limit of K = ∞. In this approach, common layers are subtracted before every AF
session by both users. After every AF relaying, each node attempts to decode more layers
using all received AF signals so far and its own received signal. It should be emphasized
that the multi-session is performed over parallel orthogonal channels in such a way that
the source transmission is block-wise continuous. For example, during the kth cooperation
session of the 1st transmitted block (from the source), the first cooperation session for the
k− 1 transmitted block takes place. As the overall multi-session power is limited to Pr,
at every block epoch, the total power of Pr is used.

As parallel channels are used for cooperation, with infinitesimal power ρ(s) allocated
per channel, this wide-band cooperation link’s capacity is the capacity of the corresponding
parallel channel. The power allocation is

∫ ∞
0 ρ(s)ds = Pr under the constraint of Pr.

The fractional rate per sub-band is then dR(s) = log(1 + ρ(s)ds) = ρ(s)ds, [58]. Therefore,
the average capacity of this wide-band cooperation link, regardless of the actual power
allocation density, is Ccoop = Pr (310). Notice that we use AF, which cannot effectively
use such capacity increase in single-session cooperation (Pr > log(1 + Pr)). This capacity
is available in two directions: relay-destination and destination-relay. It is required that
information is exchanged in both directions. Otherwise, multi-session cooperation becomes
inefficient, and unidirectional transmission, of only the relay to the destination, will not
gain from multi-session relaying. In the case of unlimited sessions, the scalar equivalent
fading gain can be derived for a given broadcasting power allocation I(s).

Proposition 9. In a multi-session AF (K → ∞, cooperation power constraint Pr) with separate
preprocessing cooperation strategy, the highest decodable layer is associated with an equivalent
fading gain determined by

sms =

{
s∗a s1 ≥ s2
s∗b s1 < s2

, (337)
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where s∗b is the solution of

∫ s∗b

s2

s1

(s1 + s2 − σ)2 [1 + s1 I(σ)]dσ = Pr , (338)

and by using s∗b,

s∗a = s1 + s2 ·
Z(s∗b)

1 + Z(s∗b)
, (339)

where

Z(s) =
∫ s

s2

1 + s1 I(σ)
(1 + s2 I(σ))

s1

(s1 + s2 − σ)
dσ . (340)

Similarly, achievable rates are obtained for naive CF and CF with separate preprocess-
ing [178].

5.3.5. Multi-Session Wyner–Ziv CF

In this cooperation scheme, both nodes can quantize and compress their received
signals and exchange the result via a cooperation session. The compression is performed
by the WZ [190] algorithm using side information at the decoder. For this to be per-
formed, several definitions are required. Notice that each WZ compression step can use all
information collected in the previous sessions in the form of side information. Define

ŷ(k)
1 = y1 + n(k)

c,1 ,

where n(k)
c,1 is independent of y1, as the compressed signal that is transmitted from i = 1

to the co-located user i = 2. We refer the reader to [193], for successive Wyner–Ziv
overview. Here, we deal with the case where the message that is transmitted in each
session has better side information than the previous session since more layers are decoded.
Furthermore, the second session can use the information sent by all the previous sessions
in order to improve performance. Since the power that is used by each session is a control
parameter, rather than a fixed parameter, the use of an auxiliary variable that is transmitted
during a session, but decoded only at the next session is superfluous (due to the better
side information, declared as V in [193]). Next, using [193], the following Markov chain
is defined, where unlike [193], we are interested in independent averaged distortion,
rather than plain averaged distortion. The main feature here is that the compression noise
n(k)

c,i should decrease from iteration to iteration, ending up with a sequence of degraded

channels ŷ(k)
i , following the Markov chain:

y2 − xs − y1 − ŷ(k)
1 − ŷ(k−1)

1 − · · · − ŷ(1)
1 , (341)

y1 − xs − y2 − ŷ(k)
2 − ŷ(k−1)

2 − · · · − ŷ(1)
2 . (342)

The equivalent fading gains after every iteration of the multi-session cooperation are
stated in the following proposition.

Proposition 10. The achievable rate in the multi-session with separate preprocessing and successive
refinement WZ is given in a recursive form for the kth session,

R(k)
WZ = E

s(k)ms

[
log(1 + s(k)msPs)

]
, (343)

where

s(k)ms =

{
s(k)a s1 ≥ s2

s(k)b s1 < s2
, (344)
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and

s(k)a = s1 +
s2

1 + (σ
(k)
2 )2

, (345)

s(k)b = s2 +
s1

1 + (σ
(k)
1 )2

, (346)

and

(
σ
(k)
j

)2
=
(

σ
(k−1)
j

)2 1 + sj I(s(k−1)) + s3−j I(s(k−1))

(1 + s3−j I(s(k−1)))

[
1 + δ

(k)
j

(
1 +

(
σ
(k−1)
j

)2
)]

+ sj I(s(k−1))(1 + δ
(k)
j )

, (347)

where σ
(k)
j is specified in (347) for j = 1, 2, and δ

(k)
j is the fractional power assigned to user j for

the kth cooperation session.

Figure 29 compares the variation of the average rates versus the cooperation link
quality (Pr/Ps) achieved by the naive AF, separate preprocessing AF, multi-session AF,
and narrow-band naive CF. It is observed that the gains of separate preprocessing AF
over the naive approach increase with decreasing Pr/Ps. For Ps = 20 dB, both approaches
achieve gains over the outage upper bound for Pr/Ps ≥ 0 dB. For moderate to high Ps and
Pr, the multi-session AF approximates the broadcasting upper bound. Again, the naive CF
outperforms all other approaches and approximates the broadcasting upper bound even
on a wider range of Pr values.
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Figure 29. Broadcast approach: average rates of Naive amplify-and-forward (AF), AF with separate
preprocessing, multi sessions AF, and narrow-band (NB) naive compress-and-forward (CF) compared
to upper and lower bounds, as function of the channels quality ratio Pr

Ps
. (Ps = 20 dB).

5.4. Transmit Cooperation Techniques

Relaying strategies of a relay close to the source transmitter are considered in [179].
The source-relay channel is assumed to be a fixed gain AWGN due to their colocation,
while the source-destination and the relay-destination channels are subject to a block flat
Rayleigh fading. A perfect CSI is assumed only at the respective receivers. With the
expected throughput as a performance measure, [179] incorporates a two-layer broadcast
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approach into a cooperative strategy based on the DF scheme, referred to as SDF. The SDF
strategy’s achievable rate expressions are derived under the broadcast approach for mul-
tiple settings, including single-user MISO and the general relay setting using successive
decoding technique, both numerically and analytically.

The system consists of a source terminal s communicating with a destination receiver,
denoted by d. The multi-terminal network may consist of a helping terminal r. The help-
ing terminal is occasionally present, and when available, it is near the source. However,
the source is not aware of the relay’s existence or availability. This model is motivated by the
nature of wireless sensor networks. In such networks, numerous sensors intended to gather
some information from the environment are deployed over a limited area. The sensors usu-
ally transmit information to a control point, which may have high processing capabilities.
The dense deployment, along with autonomous functionality required from each sensor,
leads to the concepts of collocation and obliviousness of cooperation among sensors.

The information is transmitted over a shared wireless medium where transmission
received by the destination is subject to block flat Rayleigh fading. The fading coefficients
between the source and the destination denoted by hs, and between the relay and the
destination denoted by hr, are modeled by two independent zero-mean unit variance
complex Gaussian RVs and are assumed to remain constant over a transmission block of
N symbols, with N large enough to allow Shannon theoretic arguments to hold. Since
the source and the relay are physically collocated, the channel gain between the two is
assumed to be

√
Qejθ , where Q is a fixed power gain (known to all), and θ is a random phase

uniformly distributed RV over [−π, π), which is assumed fixed during a transmission
block of N symbols and independent from one block to the next.

During the transmission period of one fading block, the relay (if one exists) can assist
the source in relaying the message to the destination. Unaware of the relay’s presence,
the source assumes that in the worst case, it is the only active transmitter, optimizing its
transmission for the SISO channel. When the relay exists, the received signals at the relay
and the destination at time n, n = 1, . . . , N, are modeled by

yr(n) =
√

Qxs(n) + nr(n) , (348)

yd(n) = hsxs(n) + hrxr(n) + nd(n) , (349)

where yr(n) and yd(n) are the received signals at the relay and destination, respectively.
The signals xs(n) and xr(n) designate the source and relay transmitted signals, respectively.
The AWGN samples are denoted by nr(n), nd(n) and they are distributed as CN (0, 1).
Without a helping relay, the received signal at the destination is given by

yd(n) = hsxs(n) + nd(n). (350)

For brevity, the fading gains are denoted by νs = |hs|2 and νr = |hr|2 each of which is
exponentially distributed with unit mean.

5.4.1. Single-Layer Sequential Decode-and-Forward (SDF)

In the SDF strategy [173,176], the source transmits a single layer coded signal at the
rate R. The relay (if present) remains silent while trying to decode the single-layer message.
Once it can decode the message (after accumulating enough mutual information), it starts
transmitting the message, acting as a second transmit antenna. If it is unable to decode
the message before the block ends, it remains silent throughout the block, and no further
cooperation occurs. The term sequential decode-and-forward emphasizes that the relay
first decodes the entire message and only then starts sending its codeword. The mutual
information at the relay is log(1 + PsQ), which means that a relay will decode a rate R
message for R ≤ log(1 + PsQ). Define ε as the fractional time within the transmission

block which the relay uses to decode the message, i.e., ε
∆
= min

(
1, R

log(1+PsQ)

)
, ε̄ = 1− ε.

The expected throughput for a Rayleigh fading channel is expressed by
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RSDF
ave = R ·


e
−eR−1

Ps +
∫ eR−1

Ps

0
exp

−
(

e
R−ε log(1+νPs)

ε̄ − 1− νPs

)
Pr

 exp(−ν)dν R ≤ log(1 + PsQ)

e
−eR−1

Ps R > log(1 + PsQ)

. (351)

The expected throughput RSDF
ave for R > log(1 + PsQ) is also equal to the achievable

rate without a relay, which serves as the oblivious cooperation lower bound.

5.4.2. Continuous Broadcasting

Consider the problem of oblivious relaying where the transmitter performs continuous
layering. It is assumed that when the relay exists, it first decodes the entire message from
the source and then starts its transmission. Under a collocation assumption, the relay
decoding time may be negligible compared to the transmission block duration. This setting
of negligible relay decoding delay is called informed SDF. The informed SDF protocol
assumes that the helping relay, when available, is informed of the transmitted packets in
advance. Thus, when a relay is available, it helps throughout the transmission block.

Denote the power density at the transmitter by ρs(s) and its corresponding residual
interference function by Is(s), where Is(s0) = Ps and Is(s1) = 0. The layering power density
at the relay is denoted by ρr(s). The relay residual interference function Ir(s) maximizing
the expected throughput in presence of a helping relay is the subject for optimization.
The relay power constraint is Ir(s0) = Pr. As the optimization problem does not lend
itself to a closed-form solution for a general power distribution Ir(s), a suboptimal Ir(s) is
proposed. Consider a relay power distribution of the form

Ir(s) =
Pr

Ps
Is(s) . (352)

The selection of such a power distribution (352) may be analytically analyzed using
a single-variable function as a subject for optimization via the calculus of variations.
Any general selection of Is(s) and Ir(s) requires optimizing two functionals, and does not
seem to have a closed-form analytical solution. This general problem remains a subject
for further research. Under the power allocation in (352) the equivalent fading gain of the
combined source and relay signals takes the form of seq , νs +

Pr
Ps

νr. The CDF of seq is thus

Fseq(s) =


F(s) = 1− e−s − se−s a = 1

1 + e−s

a−1 + ae−
s
a

1−a otherwise
, (353)

where a , Pr
Ps

. It is clear that the expected throughput may be directly computed, as Is(s) is
the source optimal power allocation [23], and the relay uses the mentioned Ir(s) = Pr

Ps
Is(s).

We call this setting relay broadcasting. In order to evaluate the oblivious cooperation gain, the
achievable expected throughput can be compared to the 2× 1 MISO setting, where a single
source with two antennas transmits using a continuous layering coded signal. This serves
as a tight upper bound and is termed MISO broadcasting.

5.4.3. Two Layer SDF—Successive Decoding

Previous subsections presented achievable rates for the single-layer and for the contin-
uous broadcasting approaches. This subsection focuses on a practical layering approach,
involving only two coded layers. Two coded layers are incorporated within the SDF
schemes, and achievable rates are studied. Lower and upper bounds are derived first,
and then achievable rates are formulated. More details are available in [179]. The general
problem can be formulated by considering a transmitter using a two-layer coding approach
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with a power per layer defined by αPs and ᾱPs , where ᾱ , 1− α. Accordingly, the rate per
layer is defined by

R1 = log
(

1 +
η1αPs

1 + η1ᾱPs

)
, (354)

R2 = log(1 + η2ᾱPs) , (355)

where η1 < η2 can be interpreted as equivalent fading gains for reliable decoding of the
ith layer. In oblivious relaying, the source power allocation per layer, defined by α, is set
such that the expected throughput is maximized without a relay. When a helping relay is
available, the source keeps using the power allocation α, while the relay allocates βPr and
β̄Pr for the first and second layer, respectively. Under SDF relaying, the relay has to decode
the message before transmitting it. The relay fractional decoding time, εi

r of the ith layer, is

ε1
r , min

1,
R1

log
(

1 + QαPs
1+QᾱPs

)
 , (356)

ε2
r , min

(
1, max

(
ε1

r ,
R2

log(1 + QᾱPs)

))
, (357)

where εi
r specifies the fractional time for the relay to gain sufficient mutual information

to decode the ith layer. Note that due to successive decoding, the second layer decoding
cannot be shorter than its preceding layer. Using the fractional decoding times, it is required
to derive the mutual information at the destination for each of the layers. When the relay
requires more time to decode the second layer, it may begin allocating all its power Pr
for the first layer. Only once the second layer decoding is complete does the relay begin
transmitting using βPr and β̄Pr allocated power per layer. The mutual information for
decoding the first layer is given by

ISDF,1 = ε1
r log

(
1 +

νsαPs

1 + νsᾱPs

)
+
(

ε2
r − ε1

r

)
log
(

1 +
νsαPs + νrPr

1 + νsᾱPs

)
(358)

+
(

1− ε2
r

)
log
(

1 +
νsαPs + νrβPr

1 + νsᾱPs + νr β̄Pr

)
, (359)

where νs and νr are the fading gain realizations of the source-destination and the relay-
destination links, respectively. The coefficients ε1

r , ε2
r are the relative time for the relay to

gain sufficient mutual information to decode the first layer and second layer, respectively.
The mutual information associated with the second layer is

ISDF,2 = ε2
r log(1 + νsᾱPs) +

(
1− ε2

r

)
log
(
1 + νsᾱPs + νr β̄Pr

)
. (360)

The expected throughput achievable at the destination, with a helping relay, can be
computed by using (354) and (360), to obtain

RBSDF
ave = R1 · P

[(
ISDF,1 > R1

)
∩
(

ISDF,2 < R2

)]
+ (R1 + R2) · P

[(
ISDF,1 > R1

)
∩
(

ISDF,2 > R2

)]
, (361)

which can be maximized over α, β, η1, η2. We assume that ε1
r = ε2

r , implying simplex relay.
This means the relay transmits only after completing the decoding of both layers.

A lower bound for the achievable rate of oblivious relaying is considered here. In an
oblivious setting, the maximal expected throughput without a helping relay is called a
direct transmission rate. This rate serves as the lower bound to achievable rates for the
relay channel.
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Proposition 11. The oblivious relaying lower bound, i.e., single user direct transmission expected
throughput is

RBSU
ave = R1P(η1 < νs < η2) + (R1 + R2)P[(νs > η1) ∩ (νs > η2)] , (362)

where R1, R2 are the two-layers’ rate allocation, and η1, η2 are the fading gain threshold for decoding
the first layer and second layer, respectively.

The expected rate RBSU
ave can be optimized over α, η1, η2 to maximize (362), and provide

a tight lower bound. In an oblivious setting, it remains to optimize the relay layering power
allocation, i.e., β, to maximize RBSDF

ave in (361).
The MISO achievable rates serve as upper bounds, reflecting full cooperation among

transmitters. As the relay and source might have different power allocations, it is required
to study the problem of MISO layering with individual power constraints per antenna.
Consider first a sub-optimal approach where the same fractional power allocation per layer
is used per antenna. In our setting this means α = β in (358) and (360), i.e., the first layer
power allocation of the source and the relay is αPs and αPr, respectively. The expected rate
then, similarly to (361), becomes

RBMISO
ave =R1P

[(
log
(

1 + Y
1 + ᾱY

)
> R1

)
∩ (log(1 + ᾱY) < R2)

]
+ (R1 + R2)P

[(
log
(

1 + Y
1 + ᾱY

)
> R1

)
∩ (log(1 + ᾱY) > R2)

]
, (363)

where Y , Psνs + Prνr. For a Rayleigh fading channel the CDF of Y is given by

FY(u) =


1

Pr−Ps

(
Pre−

u
Pr − Pse−

u
Ps

)
Ps 6= Pr(

1 + u
Ps

)
e−

u
Ps Ps = Pr

. (364)

Now, consider the more general setting for the MISO layering problem, where source
and relay layering power distribution are not necessarily equal, i.e., α 6= β. The following
result derived via explicit evaluation of the decoding probabilities quantifies the average
throughput achievable by letting the relay use an independent power allocation.

Proposition 12 ([179]). For a 2× 1 MISO, a channel model described by (348) and independent
predetermined power allocation coefficients α, β, the average throughput is given by

RBVMISO
ave =


R1

ke−η1
k−1 + R2

[
e−νs2−k(η1−νs2 )

k−1 + ne−η2−e−νs2−n(η2−νs2 )
n−1

]
1− eR1 β̄ ≤ 0

R1
ke−η1−e−kη1

k−1 + R2

[
e−νs1−k(η1−νs1 )−e−kη1

k−1 + ne−η2−e−νs1−n(η2−νs1 )
n−1

]
1− eR1 β̄ > 0

, (365)

where n ∆
= ᾱPs

β̄Pr
, k ∆

= αPs
(β+η1Ps(β−α))Pr

, and where

νs1 ,



0 ᾱη2
β̄

> αη1
β+η1Ps(β−α)

−αη1 β̄ + ᾱη2(β + η1Ps(β− α))

ᾱ(β + η1Ps(β− α))− αβ̄
otherwise

, (366)

νs2 ,
−αη1 β̄ + ᾱη2(β + η1Ps(β− α))

ᾱ(β + η1Ps(β− α))− αβ̄
. (367)

It is evident from the above proposition that the relay’s power allocation has a crucial
effect on the achievable rate, and a powerful relay does not guarantee a high achievable
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rate unless equipped with appropriate power allocation. For an equal layering power
allocation, i.e., α = β, (365) reduces to (363) as νs1 = 0. A step in determining an optimal
power allocation for the MISO is taken in the following proposition, which establishes the
optimal power allocation for an asymptotic source power and a constant ratio of source to
relay powers.

Proposition 13 ([179]). For a 2× 1 MISO setting satisfying Ps → ∞, Pr → ∞, and Ps
Pr

= c
under the channel model described by (348), the equal power allocation is optimal.

5.5. Diamond Channel

Next, we review the two-hop transmission from a source to destination via two parallel
full-duplex relay channel, which is investigated in [180]. Similarly to the general theme of
this paper, the transmitter and the relays are oblivious to their forward links to their next
hops, while being aware of their backward channel from the previous one.

As shown in Figure 30, the transmitter sends a signal x, and it is received by both
relay nodes. The signal received by relay i ∈ {1, 2} is given by

yri = hri x + ni , (368)

where hri follows a Rayleigh fading process and ni accounts for the AWGN. The signal
received by the receiver from the concurrent transmissions by the relays is

y = h1xr1 + h2xr2 + n , (369)

where hi follows a Rayleigh fading process and n is the AWGN. The relays can be in the
half- or full-duplex modes. Accordingly, the channel gains are defined as si = |hi|2 and
sri = |hri |2.

A relevant metric to assess the broadcast approach’s performance is the average rate
that can be sustained reliably between the source and the destination, maximized over all
possible allocations of power across different information layers at the transmitter and the
relays. Each overall channel realization is the combination of the realizations of four distinct
and independently varying channels. A relevant notion of degradedness in the channel can
be specified based on the source-destination rate that the channel can support. Based on
this, channel realizations are rank-ordered based on the aggregate rate they support.
The transmitter designates one layer per realization, and the receiver at each channel
realization decodes all the layers designated to that realization and those designated to the
weaker ones. This strategy is next reviewed under different relaying strategies.

x

yr1
xr1

xr2
yr2

y

Figure 30. The diamond channel.

5.5.1. Decode-and-Forward

In this scheme, a transmitter generates K information layers denoted by {x1, . . . , xK},
which are adapted to K discrete channel gains. The first baseline layer is designed to be
decoded by the relays when the gain of the channels linking the source to the relays is at
least s1, i.e., relay i decodes x1 when sri ≥ a1. Similarly, in general, layer k is designed to be
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decoded by the relays when sri ≥ ak. Hence, the fraction of the power allocation to layer
k ∈ {1, . . . , K} is denoted by γk. The incremental rate allocated to layer k is

Rk = log

(
1 +

γkak

1 + ∑K
j=k+1 γiak

)
. (370)

Each relay starts decoding the information layers from the baseline layer 1 up to the
layer that its actual channel realization affords. This results in the two relay nodes decoding
a different number of information layers. Denote the number of layers decoded by relay
1 and relay 2 by M1 and M2, respectively. Relay i then superimposes all the Mi information
layers and allocates αij fraction of its power to layer j ∈ {1, . . . , Mi}, with the rest being
allocated power 0, i.e., αij = 0 for j ∈ {Mi + 1, . . . , K}. Hence, the message transmitted by
relay i is

xri =
K

∑
j=1

√
αijxj . (371)

Since each relay is oblivious to the channel and power distribution of the other relay,
due to the symmetry involved, it is assumed that power distributions are the same in both
schemes. It is shown in ([180], Theorem 2) that if power distribution across the layers is
identical in both relays, then the relay signals must be uncorrelated in order to achieve the
maximum expected rate. Hence, each relay’s code construction is based on assuming a
similar power distribution for the other relay. The two relays adopt a transmission scheme
that mimics the space-time block codes, implemented in a distributed way. Specifically,
consider the time-slotted transmission in which the signal transmitted by relay i ∈ {1, 2}
at time t is denoted by Xi(t). At time t, transmitter 1 transmits ∑K

j=1
√

α1jxj(t) and trans-

mitter 2 transmits ∑K
j=1
√

α2jxj(t + 1). Subsequently, at time t + 1, transmitter 1 transmits

−∑K
j=1
√

α1jx∗j (t + 1) and transmitter 2 transmits ∑K
j=1
√

α2jx∗j (t). Hence, the received
signal at the destination is[

y(t)
−y∗(t + 1)

]
=

K

∑
i=1

[
h1
√

α1i h2
√

α2i
−h∗2
√

α2i h∗1
√

α1i

][
xi(t)

xi(t + 1)

]
+

[
n(t)

−n∗(t + 1)

]
. (372)

By capitalizing on the structure, the destination decouples the received signal into
two parallel streams of signals by post-multiplying the received vector on the left side
of (372) by [

h∗1
√

α1i −h2
√

α2i
h∗2
√

α2i h1
√

α1i

]
. (373)

Based on this approach, the interference power imposed when decoding layer i by the
destination is

Ii = (s1α1i + s2α2i)
K

∑
j=i+1

(s1α1j + s2α2j) . (374)

Therefore, the probability of successfully decoding layer k at the destination is

Pk = P
(

s1α1ki + s2α2k

1 + ∑K
j=k+1(s1α1j + s2α2j)

≥ γkak

1 + ∑K
i=k+1 γiak

)
. (375)
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Hence, the expected achievable rate is

Rave =
K

∑
k=1

PkRk =
K

∑
k=1

Pk log

(
1 +

γkak

1 + ∑K
j=k+1 γiak

)
. (376)

An optimal allocation of power across different layers can be found by maximizing the
average sum-rate. A toy example showing the details and some steps involved is available
in [180].

5.5.2. Amplify-and-Forward

In this relaying mode, only the destination node decodes the information layers
and the relay nodes only amplify what they receive. To coherently decode the signals,
the destination deploys a distributed space-time code permutation along with the threshold-
based ON/OFF power scheme, which is known to improve the performance of AF relaying.
In this scheme, relay i will remain silent if the channel gain sri is smaller than a pre-specified
threshold ath. Otherwise, each relay completes its transmission in two consecutive time
slots. In time t, relay 1 transmits c1yr1(t) and relay 2 transmits c2yr2(t+ 1). In time slot t+ 1,
relay 1 transmits −c1y∗r1

(t + 1) and relay 2 transmits c2y∗r2
(t), where coefficients c1 and c2

are selected properly to satisfy the power constraints. At the destination, the received vector[
y(t)

−y∗(t + 1)

]
(377)

is multiplied by [
hr1 h1c1 hr2 h2c2
−h∗r2

h∗2c2 h∗r1
h∗1c1

]H
, (378)

transforming the channel into two parallel channel, yielding the following mutual informa-
tion between the transmitter and the receiver

I(x; y) = log

(
1 +

sr1 s1c2
1 + sr2 s2c2

2
1 + s1c2

1 + s2c2
2
· P
)

. (379)

Hence, the average rate of this channel can be found by averaging I(x; y) over the
distributions of all the channel gains involved. Subsequently, the maximum average
rate can be found by averaging the mutual information across different realizations of
the channels.

5.6. Multi-Relay Networks

Motivated by addressing the distributed nature and delay sensitivity of modern
communication systems, the study in [181] investigates a network consisting of a source-
destination pair, the communication between which is assisted by MT relays. The source is
connected to the relays via a broadcast channel, and the relays have orthogonal channels to
the destination. There is no direct link between the transmitter and the receiver. The signal
received by relay i ∈ {1, . . . , MT} during time slot t ∈ {1, . . . , n} is given by

yri (t) = x(t) + ni(t) , (380)

where x(t) and ni(t) represent the transmitted signal by the source and the AWGN.
The channel between each relay and the destination has a finite capacity denoted by
C. Furthermore, the relays will have a non-ergodic failure profile, and it is assumed that at
any given time, a random number of relays denoted by M ∈ {M0, . . . , MT} are functioning,
while communication by the rest is erased for the entire duration of a transmission. M0 de-
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notes the minimum number of relays that are functioning at any given time, and define
p = [pM0 , . . . , pMT ] as the probability mass function of M.

The success/erasure model of the relay-destination links provides a context for defin-
ing degradedness among different realizations. Specifically, a realization that has m func-
tioning relay-destination links will be considered degraded with respect to the one with
n > m functioning links. Based on this, the transmitter splits its messages into MT −M0 + 1
independently generated information layers {WM0 , . . . , WMT} with rates {RM0 , . . . , RMT}.
When there are M = m active relay-destination links, the destination decodes information
layers {WM0 , . . . , WMT}, rendering a total rate of RT

m = ∑m
i=1 Ri. Subsequently, the average

rate in the channel is

Rave =
MT

∑
m=M0

pmRT
m . (381)

Two distinct settings will be discussed next: the oblivious relays setting, in which which
the relays are oblivious to the codebooks used by the source, and the non-oblivious relays
settings in which the relays are informed about the codebooks used by the source.

5.6.1. Oblivious Relays

In this setting, a relay performs a stochastic mapping from the message set to a
codeword. This stochastic mapping depends on a random key F ∈ F that is revealed to the
destination, but it is unknown to the relays. By appropriately choosing a probabilistic model
for F, it is possible to model a scenario in which the signal transmitted by the source is i.i.d.
over the codeword elements. At each relay, being oblivious to the codebook F, the relay
maps its received sequence to an index in the set {1, . . . , 2nC}. Finally, the destination uses
the relays’ indexes, the knowledge of the codebook F, and the actual number of active relay-
destination links, decode the layers associated with the number of active relay-destination
links. By restricting the input to be Gaussian, it is shown in [181] that the average capacity
of the channel is upper bounded by

Cave ≤ max
MT

∑
m=M0

pm

m

∑
i=1

Ri , (382)

where

Rm =
1
2

log

(
1 +

mβmP

1 + mσ2
m + mP ∑MT

k=m+1 βk

)
. (383)

The maximization in (382) is taken with respect to parameters βm ≥ 0, which satisfy

MT

∑
m=M0

= 1 , (384)

and σ2
m is defined as

σ2
m =

(
1
m

+ P
)(

22mC − 1
)−1

. (385)

Motivated by the structure of this upper bound, [181] proposes a broadcast approach
and single-description compression at the relays. In this approach, each relay sends over
the relay-destination link a single index (description), which is a function of its received
signal. The compression/decompression scheme is inspired by the technique used in [194]
for robust distributed source coding in a CEO problem. The technique works by performing
random binning at the agents, as is standard in distributed compression. Moreover, the test
channel (i.e., equivalent compression noise) and binning rate are selected so that the receiver
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can recover with high probability the compressed signals on the M active links irrespective
of the realized value of M as long as it is M ≥ M0 (as guaranteed by assumption). In other
words, the design of the compression scheme targets the worst-case scenario of M = M0.
Notice that, should more than M0 links be active M > M0, the corresponding compressed
signals would also be recoverable at the receiver, since, by the design of the binning
rate, any subset of M0 descriptions can be decompressed [194]. After decompression is
performed, the receiver uses all the M signals obtained from the relays to decode the
codewords up to the Mth layer (that is, the layers with rates Rm with M0 ≤ m ≤ M).
Under this transmission scheme, the achievable average rate is

Rm ≤
1
2

log

(
1 +

mβmP

1 + σ2 + mP ∑MT
k=m+1 βk

)
, (386)

where σ2 satisfies

1
2

log

[(
1 +

M0P
1 + σ2

) 1
M0
(

1 +
1
σ2

)]
≤ C . (387)

This broadcast approach can be further developed to couple the broadcast coding
approach with multi-description, rather than single-description, compression at the relays.
The idea follows the work in [195], which focused on the CEO problem. Accordingly,
each relay shares the nC bits it can convey to the destination between multiple descriptions
of the received signal to the decoder. The basic idea is that different descriptions are
designed to be recoverable only if certain connectivity conditions are met (that is, if the
number of functioning links M is sufficiently large). This adds flexibility and robustness
to the compression strategy. To simplify the presentation, the analysis is focused on the
two-agent case (MT = 2). In this approach, the two relays send two descriptions: a basic
one to be used at the destination in case the number of active links turns out to be M = 1
and a refined one that will be used only if M = 2. In this setting, the achievable average
rate is

R1 ≤
1
2

log

(
1 +

βP
1 + (1− β)P + σ2

1 + σ2
2

)
, (388)

R2 ≤
1
2

log

(
1 +

2(1− β)P
1 + σ2

2

)
, (389)

with any power allocation factor β and σ2
1 and σ2

2 that satisfy

1
2

log

(
1 +

P + 1
σ2

1 + σ2
2

)
+

1
4

log

(
(σ2

1 + σ2
2 )

2(2P + σ2
2 + 1)(σ2

2 + 1)
(2P + σ2

1 + σ2
2 + 1)(σ2

1 + σ2
2 + 1)σ4

2 )

)
≤ C . (390)

5.6.2. Oblivious Agents

Next, we briefly review the model in which the agents are informed about the code-
book used at the source. As shown in [181], the average capacity for this setting is upper
bounded by

Cave ≤
MT

∑
m=M0

pm min
{

1
2

log(1 + mP) , mC
}

. (391)

This result follows directly from cut-set arguments, where the first term in the min
follows by considering the cut between source and relays, and the second depends on the
cut from relays to the destination.
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As for an achievable strategy, a generalization of the single-description approach
for the setting of the oblivious relay can be constructed in a straightforward way. In this
scheme, the source uses broadcast coding with Gaussian codebooks. However, on top of
the MT −M0 + 1 layers considered earlier, the source superimposes a further layer carrying
a common message, denoted by W0, with rate R0, to be decoded by all relays and then
forwarded to the destination. The destination is considered to recover such a message at all
times, that is, as long as the number of active links M satisfies M ≥ M0. For this purpose,
each agent reserves a rate of R/M0 on its outgoing links to send an index computed as a
random function of the decoded W0. It can be easily seen that, even though the agents are
unaware of which links are currently active, the receiver will be able to recover W0 with
vanishing probability of error as n → ∞. The extra layer carrying W0 is decoded first by
the agents and canceled, and the rest of coding/decoding takes place as for the broadcast
approach with a single-description scheme with the caveat that now the remaining link
capacity to forward compression indices is C− R/M0. Under this scheme, the average rate
that can be achieved is given by

RM0 ≤ R̃M0 + R0 , (392)

Rm ≤
1
2

log

(
1 +

mβmP

1 + σ2 + mP ∑MT
k=m+1 βk

)
for M0 + 1, . . . , MT . (393)

where

R0 =
1
2

log
(

1 +
β0P

1 + (1− β0)P

)
, (394)

and σ2 satisfies

1
2

log

[(
1 +

M0P(1− β0)

1 + σ2

) 1
M0
(

1 +
1
σ2

)]
≤ C− R0

M0
. (395)

5.7. Occasionally Available Relays

Finally, we consider the impact of uncertainty in the network topology on transmission.
This is motivated by the fact that in practical wireless networks, it is often difficult for each
user to keep track of neighboring terminals, potentially assisting in the transmission of its
information. This is especially pronounced in high-mobility networks. One immediate
implication of this setting is in the IEEE 802.11 WLAN protocol using occasional relay
terminals is explored. Mobile users that are far away from an access point can suffer from
low uplink rates. Occasional relaying terminals between the mobile users and the access
point receive the transmitted packets and relay them to the access point. When relays do
not exist, then the direct links are used, albeit at a lower rate.

This setting is studied in [176], which considers communication between a source
and a destination where occasionally there might be a relay node in close proximity of the
source, and assisting it without its knowledge (i.e., the source is oblivious to the existence
of the relay node). The destination, on the other hand, is aware of the existence of the relay
node. When the relay exists, the source-relay channel is considered to be of a constant
quality (due to the proximity), and the source-destination and relay-destination channels
undergo block fading. All channels are known only to their associated receivers, and they
are otherwise unknown to other nodes.

Hence, in this setting, the transmitter’s uncertainty is due to a combination of channel
uncertainty and relay existence uncertainty. Furthermore, the combination of these factors
can be used for adopting a natural notion of channel degradedness. Specifically, we can use
the throughput of the channel as a metric based on which different channel realizations and
relay existence scenarios can be rank-ordered. By leveraging this notion of degradedness,
the transmitter generates the codebooks, one corresponding to each possible realization,
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ensued by superposition coding for transmission. At the destination node, the receiver uses
the information about the actual realization of the channel and the relay’s existence and
decodes all the codebooks assigned to this realization and all the weaker ones, treating the
rest as noise.

6. Communications Networks
6.1. Overview

Previous sections discussed point-to-point communication, the MAC, the interference
channel, and the relay channel. This section considers a broader span of communication
networks with multiple communicating nodes and different cooperation levels. Only a
limited number of examples are covered in detail, and an outlook of additional relevant
problems is provided in Section 7.

We review the application of the broadcast approach to four different aspects of mod-
ern communication networks. First, we focus on cellular communication. Specifically,
the case of uplink communications is studied in [196] where the broadcast approach is
studied in conjunction with multiuser detection for randomly spread direct sequence (DS)
code-division multiple access (CDMA). This is discussed in more detail on Section 6.2.
In networks, it may be commonly required to minimize the distortion of the source in-
formation rather than maximize the expected rate. For fading channels combining the
broadcast approach with successive refinement source coding allows minimization of
expected distortion. This aspect is discussed in Section 6.3. Successive refinement as com-
bined with the broadcast approach gives idea beyond the basic setting, and was recently
used for a multiuser downlink with layered cooperation among users [197]. The broadcast
approach for the information bottleneck channel is studied in [198–200], and it is discussed
on Section 6.4. Finally, the design of the broadcast approach for transmitters with harvested
energy is discussed in Section 6.5. There are indeed many additional network related works
which are worth noting but cannot be reviewed in details in this section, such as those
in [201–213].

6.2. Multi-User MAC Broadcasting with Linear Detection

A cellular system where macrocells are overlaid with femtocells is studied in [214].
Each femtocell is served by a home base station that is connected to the macrocell base
station via an unreliable network access link, such as a digital subscriber line (DSL) followed
by the Internet. A scenario with a single macrocell and a single femtocell is considered first,
and it is then extended to include multiple macrocells and femtocells, both with standard
single-cell processing and multicell processing (or network MIMO). Two main issues
are addressed for the uplink channel: (i) interference management between femto and
macrocells; and (ii) robustness to uncertainties on the quality of the femtocell access link.
The problem is formulated in information-theoretic terms, and inner and outer bounds are
derived to achievable per-cell sum-rates for outdoor and home users. Overall, the analysis
lends evidence to the performance advantages of sophisticated interference management
techniques, based on joint decoding and relaying, and of robust coding strategies via the
broadcast approach.

The work in [196] considers the problem of multiuser detection for randomly spread
DS-CDMA over flat fading channels. The analysis focuses on the case of many users
and large spreading sequences such that their ratio, which is the system load, is kept
fixed. Spectral efficiency of practical linear detectors such as match-filter and decorrelator
employing successive interference cancellation (SIC) at the receiver is derived. This is used
to extend the notion of the strongest users detectors for SIC receivers. The strongest users
detectors system design relies on an outage approach where each user transmits in a single
layer (fixed rate), and only users experiencing good channel conditions may be reliably
decoded, while the other users are not decoded. In [196], iterative SIC decoding is studied,
and it is shown that for equal power users, the optimal rate allocation, for maximizing the
expected spectral efficiency, is equal rates for all users. This outage approach analysis is
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extended for a multi-layer coding broadcast approach per user. The expected sum-rate,
under iterative decoding with linear multiuser detectors, is optimized, and the optimal
layering power distribution is obtained. For small system loads, the achievable spectral
efficiency with the continuous broadcast approach and a linear matched filter detector
exhibits significant gains over the single-layer coding approach.

Multiuser wireless communication systems using CDMA have been studied and
implemented in recent years. The results on the asymptotic distribution of singular values
of certain random matrices allowed the analysis of randomly spread direct sequence
CDMA [215–217]. In those multiple access channels, random and independent signature
waveforms are assigned to the network subscribers.

In [216], the sum-rate capacity per chip was analyzed for a non-fading channel,
the number of users K is taken to the limit (K → ∞), and the spreading sequence length N
is also large (N → ∞). The system load, which is also the number of users per chip is kept
fixed, i.e.,

β =
K
N

. (396)

The main conclusions from the results in [216] are that for low β, the linear multiuser
detectors (e.g., decorrelator and linear MMSE detectors) have near-optimal spectral ef-
ficiency. For any β and Eb/N0, the match-filter multiuser detector is far from optimal.
The spectral efficiency of the linear detectors, except for the matched filter, grows un-
bounded with Eb/N0, for a given β. The work in [217] extended these results to the case
where every user experiences a flat fading channel. The sum-rate capacity is an ergodic
capacity, which is achievable for fast fading channels, where every transmitted block expe-
riences sufficiently many fading realizations to approximate ergodicity. Otherwise, a frame-
work of outage capacity may better characterize the expected performance. The channel
model with slow fading, where a fading remains fixed throughout a transmission block,
is considered in [218], where an outage probability is equivalent to the fraction of un-
decoded users, providing a framework for strongest users detection. In this work, it is
assumed that all users transmit at equal rates and equal power, regardless of their indi-
vidual fading realizations. In such a case, the receiver can no longer guarantee reliable
decoding for all active users. In this case, the receiver ranks all active users by their received
powers and decodes the transmissions of the largest number of users, for which decoding
is successful. The system design can be done such that a fraction of undecodable users
(FUU) is defined, and this dictates the fixed rate to be used by all active users. The total
achievable sum-rate is referred to as the outage capacity. The FUU can be optimized such
that the average sum rate is maximized.

In [196], the sum-rate capacity of linear detectors with SIC receivers is studied for
different types of detectors. Different approaches to rate allocation and multi-stage de-
coders with SIC are considered. Interestingly, it turns out that with iterative SIC decoding,
equal rate allocation achieves the highest average spectral efficiency. In iterative decoding,
the receiver decodes as many users as possible and performs SIC every iteration. The ef-
fective system load is reduced after every SIC iteration, increasing the multiuser detector
efficiency. Thus, more users with worse channel conditions can be decoded. Moreover,
by letting every user employ multi-layer coding, the expected spectral efficiency may
increase further.

The multi-access channel combined with the broadcast approach [23] in its continuous
layering form was first analyzed in [73]. Some MAC outage approaches and MIMO multi-
layering schemes were studied in [74]. In [112], a simple two state multi-access channel
with two users is studied, where it is shown that superposition coding is optimal, and the
sum-rate capacity per layer is derived. A random-access (non-fading) channel is also a
special case of the MAC. Achievable rates over this channel are studied with superposition
coding in [112,219]. An alternative practical approach is to use variable-rate coding over
the MAC [220].
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The main results of [196] may be summarized as follows:

1. formulation of ergodic bounds for systems with random spreading DS-CDMA over
fading channels, employing SIC receivers;

2. derivation of the expected spectral efficiency achievable with equal rate allocation per
user, and iterative SIC decoding. It is also shown that equal rate allocation maximizes
the expected spectral efficiency;

3. derivation of the expected spectral efficiency for the case of multi-layer coding taken
to the limit of many layers (continuous broadcast approach);

4. analysis of a multi-layer coding where parallel decoders are used, without employ-
ing SIC;

5. analysis of a more complicated setting, including a multi-layer coded transmission
with iterative SIC decoding. It is shown that, like in the single-layer case, the expected
spectral efficiency is maximized for equal rate allocation per user. Furthermore, the
optimal layering power allocation function, which maximizes the expected spectral
efficiency, is obtained for the matched-filter and decorrelator detectors. The case of
broadcasting with MMSE and optimal detectors under iterative SIC decoding remains
an open problem.

6.2.1. Channel Model

We describe the channel model and the basic assumptions. Consider the following
system model

y = VHx + n , (397)

where x = [x1, ..., xK] is a vector of length K. An individual term xk is a sample of a
layered coded signal of the kth user, and {xk} are i.i.d. and distributed according to
CN (0, P), where P sets the power constraint per user. V is an [N × K] signature matrix
with elements i.i.d. distributed according to vi,j ∼ CN (0, 1

N ), and n is, without loss of
generality, a normalized AWGN vector n ∼ CN (0, IN). The channel matrix H is a diagonal
matrix H = diag(h1, h2, ..., hK) of fading gains. The empirical distribution of {sk} , {|hk|2}
converges almost surely to a distribution Q(s) such that EQ[s] = 1. The channel matrix
H remains fixed throughout a transmission block, which corresponds to a slowly fading
channel model. Note that, since the additive noise is normalized we have SNR = P.

The energy per bit to noise spectral density ratio is used for evaluating the spectral
efficiency and for comparing different strategies, and it is defined as

Eb
N0

=
β

Rsum
SNR , (398)

where Rsum is the total spectral efficiency, i.e., the sum-rate in bits per second per Hertz.
The system load β is defined in (396).

6.2.2. Strongest Users Detection—Overview and Bounds

Motivated by practical considerations, the decoding of strongest users on block fading
channels is studied in [218]. This study assumes that all users transmit at equal rates and
equal powers, regardless of their individual fading realizations. In such a case, the receiver
can no longer guarantee the reliable decoding of all active users. Thus, the receiver ranks
all active users by their received powers and decodes the transmissions of the largest
number of users, for which decoding is successful. The system design can be optimized to
a fixed FUU, which dictates the rate to be used by all active users. The maximal achievable
sum-rate is referred to as the outage capacity. It is obtained by optimizing the FUU such
that the average sum rate is maximized.
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The ergodic spectral efficiency for the fading CDMA channel model in (397) is given
by [217]

Cerg(β, SNR) = βEs[log(1 + sη(β)SNR)] , (399)

where η(β) is the multiuser detector efficiency, which depends on the detector type
(e.g, matched filer, decorrelator, MMSE), and is a function of the system load β, and the
SNR. The expectation is taken with respect to the fading gain distribution Q(s). For the
completeness of this presentation, the multiuser detector efficiency is specified for each
relevant detector. The detector efficiency of a matched filter is [217]

ηmf(β) =
1

1 + βSNR
. (400)

The detector efficiency of a decorrelator receiver is

ηdec(β) = max{0, 1− β} , (401)

and for an MMSE detector, ηmmse(β) satisfies the following equation

ηmmse(β) + βEs

[
sηmmse(β)SNR

1 + sηmmse(β)SNR

]
= 1 . (402)

The expectation here is taken with respect to the fading gain distribution Q(s). For a
Rayleigh fading channel, the expectation is explicitly expressed as

Es

[
sηmmseSNR

1 + sηmmseSNR

]
= 1−

E1

(
1

ηmmseSNR

)
ηmmseSNR

exp
(

1
ηmmseSNR

)
, (403)

where E1(x) is the exponent integral function.

Upper bound. It is well-known that the optimum multiuser detector capacity is also
equal to the ergodic successive decoding sum-rate capacity with an MMSE detector,
according to the mutual information chain rule [40]. Thus the ergodic capacity,
obtained with an optimum detector, can be expressed by the ergodic SIC MMSE
detection capacity [217]

Copt(β, SNR) = Es

 β∫
0

log(1 + s · ηmmse(z) · SNR) dz

 . (404)

Strongest users detection. It refers to the practical case where all users transmit at
a fixed rate, via single-layer coding. The adequate channel model here is the block
fading channel, where a fixed fading realization throughout the block for each user
is observed. Thus, all users experiencing fading gains smaller than a threshold sth
will not be reliably decoded. This is demonstrated in Figure 31, where a fraction
of users, corresponding to Q(sth), is in an outage, and all other users are reliably
decoded. The average achievable sum-rate for outage decoding is given by [218]

Cout(β, SNR) = β(1−Q(sth))log(1 + sthη(β)SNR) , (405)

where Q(sth) is the probability of outage corresponding to the fraction of users that cannot
be reliably decoded. The multiuser detector efficiency η(β) is specified in equations (400)
and (402) for the underlying linear detectors.

In parallel decoding schemes, the decoding latency may be small. However, there is an
inherent spectral efficiency loss due to decoding every user in the presence of interference
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from all other users. An SIC decoder attempts decoding the users one by one, where after
every successful decoding, a reconstructed signal associated with the decoded user is
subtracted from the input signal. The procedure continues until the last user is decoded.
Consider the case that each user transmits over a fading channel. Such a channel model
was studied in [217], where the detectors considered were an optimal detector, MMSE,
decorrelator, and MF. The derivations in [196] extend the results for the SIC receiver strategy.

For a given system load β, the ergodic sum-rate is specified in (399). This sum-rate is
an upper bound since its achievability requires fast feedback from the receiver to all users.
With SIC decoding, the ergodic sum-rate is given by

CSIC,erg(β, SNR) = Es

 β∫
0

dz log(1 + s · η(z)SNR)

 . (406)

The ergodic sum-rate for an MF-SIC detector is derived in the same lines as for the
non-fading case, yielding

CSIC,MF(β, SNR) = Es

[(
s + β +

1
SNR

)
log(1 + SNR(s + β))

− (
1

SNR
+ s) log(1 + sSNR)−

(
β +

1
SNR

)
log(1 + βSNR)

]
. (407)

The sum-rate capacity, for an SIC decorrelator detector, is also available as a function
of the fading gain distribution

CSIC,Dec(β, SNR) = Es

[(
1 +

1
sSNR

)
log(1 + sSNR)

−β −
(

1− β +
1

sSNR

)
log(1 + sSNR(1− β))

]
. (408)

For an MMSE detector, the sum-capacity cannot be given in a closed-form, and it is
computed using η(z) given in (403), plugged into the ergodic capacity expression in (406).

Decoder (0)

Decoder (1)

0
x̂

1
x̂

Decoder (J)
Jx̂

y

Decoder (K)
K

x̂

Users in outage( ) KsQ th ⋅

Decoded Users( )( ) KsQ th ⋅−1

Figure 31. Schematic description of a parallel multiuser decoder, without SIC.

6.2.3. Broadcast Approach with Strongest Users Detection—(NO SIC)

If we let every user transmit a continuously layered coded signal, then the number of
decodable layers per user directly depends on the experienced fading level. Consider here
parallel decoding, where the receiver decodes all users in parallel up to the highest reliably
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decoded layer. Thus, the achievable rate, averaged over all possible fading realizations,
is given by

Rbs(β, SNR) = lim
K,N,J→∞, K

N→β, J(s)/K→q(s)

∞∫
0

ds
J(s)
N

s∫
0

du
uη ρ(u)

1 + uη I(u)
, (409)

where J(s) is the number of decoded users at fading level s, and where the broadcasting
rate, derived in (6), is modified here by the detector efficiency η. The expected sum rate is
simplified into

Rbs(β, SNR) =
∞∫

0

ds q(s)
s∫

0

du
uηρ(u)

1 + uη I(u)
=

∞∫
0

ds(1−Q(s))
sηρ(s)

1 + sη I(s)
. (410)

It can be shown that the optimal power distribution, which maximizes Rbs(β, SNR),
is like in (15), where the detector efficiency η scales the power distribution

I(x) =


SNR x < x0

1−Q(x)−x·q(x)
x2q(x)η x0 ≤ x ≤ x1

0 else
, (411)

where x0 is determined by I(x0) = SNR, and x1 by I(x1) = 0.

6.2.4. SIC Broadcast Approach Upper Bound

In order to characterize an achievable rate via layering, the power distribution for
layering should be optimized for every subset of users, and their corresponding residual
interference must be accounted for in the stages of the SIC, as described above for the
outage case. Such an analytical analysis for the broadcast approach seems to be intractable.
Therefore, an upper bound significantly tighter than the ergodic upper bound is provided.

The upper bound of the broadcast approach is simply the broadcast approach com-
bined with SIC, where optimal layering is performed for every subset of users. It is
assumed that at any decoding stage, there is no residual interference from previous SIC
stages. Although interference from undecoded layers of early stages does exist, this as-
sumption allows full derivation and optimization of a continuous broadcast approach.
Under this simplified setting, the layering sum-rate with SIC is given by

CSIC,BS(β, SNR) =

β∫
0

dz
∞∫

0

ds (1−Q(s))
sη(z)ρ(s)

1 + sη(z)I(s)
, (412)

where the inner integral is the average achievable rate for a given system load z. The maxi-
mization of this average rate is given in (410), with an optimal power distribution specified
in (411). For a Rayleigh fading channel, this maximal average rate can be expressed more
explicitly as

CSIC,BS(β, SNR) = β(e−1 − 2E1(1)) +

β∫
0

dz
(

2E1(S0(z))− e−S0(z)
)

, (413)

where S0(z) = 2/
(

1 +
√

1 + 4SNRη(z)
)

. Since this broadcasting upper bound does not
provide an achievable expected rate, the analysis of continuous broadcasting, which follows
assumes equal rates with iterative decoding.
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6.2.5. Broadcast Approach with Iterative SIC

A broadcast approach is employed by all transmitting users, where all users trans-
mit with the same rate and layering power distribution. The decoder applies iterative
SIC decoding. The main idea in the decoding scheme is to apply an iterative SIC per
layer. The decoding process is illustrated in Figure 32. Every iteration includes M stages
of iterative SIC decoding, where M is the number of coded layers. The first stage at-
tempts iterative SIC decoding of the first layer of all users. Then the next stage performs
iterative SIC decoding for the group of users for which decoding of the first layer was
successful. This continues until the last layer decoding is done. Then the second iteration
continues similarly.
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Figure 32. Schematic description of an iterative successive interference cancellation multiuser decoder
for multi-layer coded transmission with M layers. Every iteration includes multiple sub-iterations of
iterative-SIC decoding per code layer.

The continuous layering characterizes the highest achievable sum-rate for the broad-
cast approach, i.e., the number of layers is unlimited. Every layer is associated with a
fractional rate and power allocation, as described in the broadcast approach overview.
The achievable rates and overall performance strongly depend on the transmission scheme
and the decoding strategy. The decoding strategy which is adopted here is the multi-round
iterative decoding. The maximal achievable average rate can be expressed by the following
optimization problem

Rsum,bs = max
I

Rsum,bs(I) , (414)

where the achievable continuous layering rate Rsum,bs(I) is given by

Rsum,bs(I) = β

∞∫
0

ds(1−Q(s))
sη(G)ρ(s)

1 + sη(G)I(s)
,

∞∫
0

dsJ(s, I, I′) , (415)

where G corresponds to the remaining layers per user, which induce the mutual interference

G ,
β

SNR

∞∫
0

Q(s)ρ(s)ds ,
∞∫

0

dsZ(s, I, I′) , (416)

where I(s) =
∫ ∞

s du ρ(u).
The optimization of (415) with respect to the residual interference constraint in (416)

can be solved by fixing the interference parameter G to an arbitrary value such that
0 < G ≤ β. For such G, the optimization in (415) is a standard variational problem with a
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residual interference constraint on top of the power constraint I(0) = SNR. The optimiza-
tion problem is, therefore

max
I

∞∫
0

dsJ(s, I, I′) s.t. G ≥
∞∫

0

dsZ(s, I, I′) . (417)

We can write the Lagrangian form

L =

∞∫
0

dsJ(s, I, I′) + λ

G−
∞∫

0

dsZ(s, I, I′)

 . (418)

The Euler–Lagrange condition for extremum can be derived, and the optimal layering
power distribution can be expressed in a closed-form, as summarized in the next proposition.

Proposition 14 ([196]). The optimal power distribution, which maximizes the expected sum-rate
of a continuous broadcast approach (417), with matched-filter multiuser detection and iterative SIC
decoding, is achieved from

I(s) =



SNR s < s0

−SNR +

√
SNR2 +

4λβ(1−Q(s))SNR
η(G)s2Q′(s)

2λβ
− 1

sη(G)
s0 ≤ s ≤ s1

0 s > s1

, (419)

where s1 is the smallest fading gain for which I(s1) = 0, and the left boundary condition on s0
satisfies I(s0) = SNR. The Lagrangian multiplier λ is obtained by an equality for the residual
interference constraint (416), as specified by

s1∫
s0

Q(s)I′(s) ds = −G
SNR

β
. (420)

The decoding algorithm for a decorrelator multiuser detector is similar. In the contin-
uous setting, the detector efficiency is updated according to the number of users for which
all layers are decoded. This is the reason the upper boundary of the power distribution is a
subject for optimization. The solution is obtained by solving the corresponding variable
endpoint variational optimization problem.

It is assumed here that the optimal solution for the power distribution lies on a single
continuous interval [s0, s1]. The extension to multiple continuous intervals may be done as
in [32]. The average achievable rate with a decorrelator detector, in its general form, is

Rbs,decorr = β

s−b∫
s+a

ds(1−Q(s))
sρ(s)η(βQ(sb))

1 + sI(s)η(βQ(sb))

+ (1−Q(sa))R0(sa) + (1−Q(sb))R1(sb) ,

(421)

where η(x) = 1− x, I(s0) = SNR, I(s1) = 0, and the rate of the first layer is

R0(sa) = β log
(

1 +
saη(βQ(sb))(SNR− I(s+a ))

1 + saη(βQ(sb))I(s+a )

)
, (422)
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where I(s−a ) = SNR, and I(s+a ) is the remaining power allocation for the continuous and
last layers. The last layer is allocated

R1(sb) = β log
(
1 + sbη(βQ(sb))

(
I(s−b )− I(s+b )

))
, (423)

where I(s+b ) = 0. Thus, the discontinuity in I(s) can be in sa and sb. Define the functional
subject for optimization, from (421), by

G(sb, s, I, I′) = β(1−Q(s))
−sI′(s)η(βQ(sb))

1 + sI(s)η(βQ(sb))
. (424)

The following variable end point variational optimization problem is solved following

Rbs,decorr =


max
sa ,sb ,I

s−b∫
s+a

dsG(sb, s, I, I′) + (1−Q(sa))R0(sa) + (1−Q(sb))R1(sb)

s.t. I(s−a ) = SNR
I(s+b ) = 0

. (425)

The optimal power distribution is formulated in the next proposition.

Proposition 15. The expected sum-rate for continuous layering per user, with a decorrelator
multiuser detector and iterative SIC decoding, is given by

Rbs,decorr = β

s−b∫
s+a

ds(1−Q(s))
−sI′opt(s)η(βQ(sb))

1 + sIopt(s)η(βQ(sb))
+ (1−Q(sa))R0(sa) + (1−Q(sb))R1(sb) , (426)

where η(x) = 1− x, and the optimal layering power distribution is given by

Iopt(s) =


SNR s ≤ s−a

1−Q(s)−s·Q′(s)
s2Q′(s)η(βQ(sb))

s+a ≤ s ≤ s−b
0 else

, (427)

and the interval for continuous layering satisfies

s−b∫
s+a

ds
∂G(sb, s, Iopt, I′opt)

∂sb
+ G(sb, sb, Iopt, I′opt)

+
∂

∂sb
[(1−Q(sb))R1(sb) + (1−Q(sa))R0(sa)] = 0 , (428)

and

−G(sb, s = sa, Iopt, I′opt) +
∂

∂sa
((1−Q(sa))R0(sa)) = 0 . (429)

From the numerical results in [196], and Figure 33, the broadcast approach with multi-
round iterative SIC decoding offers a significant spectral efficiency gain over the single-layer
coding strategies. The gain is especially noticeable for the lower system loads. Interestingly,
for β ≤ 0.2, it can be noticed that the spectral efficiency of the broadcast approach exceeds
the MF single-layer ergodic bound at high Eb/N0 (Figure 33). For a single user setting,
the ergodic bound is always an upper bound which cannot be exceeded. However, in our
multiuser setting, an MF detector is used for the ergodic bound, and the MF detection is
information lossy. In the broadcast approach, the MF detection is performed over and over
for every layer according to the iterative decoding scheme. Hence, the broadcast approach
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with iterative decoding may outperform the optimum single-layer coding with transmitter
channel side information (ergodic bound). Generally speaking, this result should not be
limited to small system loads. Any non-zero slope of the broadcast approach is sufficient
for exceeding the MF single-layer ergodic bound. However, the crossing level will be at
very high Eb/N0 values. Figure 34 demonstrates the achievable rates for a Rayleigh fading
channel with a decorrelator based multiuser detection, with different transmission and
decoding strategies.
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Figure 33. Expected sum-rate for a Rayleigh fading channel, with different transmission and decoding
strategies, based on a matched filter multiuser detector (β = 0.2).
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Figure 34. Expected sum-rate throughput for a Rayleigh fading channel, with different transmission
and decoding strategies, based on a decorrelator multiuser detector (β = 0.2).

It can be concluded that unequal transmission rate assignment is a practical strategy,
as the base-station, aware of all its users, can take care of rate allocation. This is in contrast
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to ergodic bounds, where the users must transmit at rates matching their experienced
fading realizations (which is an impractical assumption). In SIC with the strongest users
and single-iteration detection, the subsets are ordered regardless of the instantaneous
channel realizations. Therefore, such an assignment can be done once for every new
subscriber. It was shown in this work that for single-iteration decoding, unequal rate
allocation maximizes the spectral efficiency since the decoding order is fixed. However,
for iterative SIC decoding, the decoding order is no longer fixed, and it is shown that equal
rate allocation maximizes the expected sum-rate.

It is worth noting that systems employing decorrelator detection can significantly
gain from using SIC at system loads close to β = 1. For such system loads, single-user
detection is interference-limited, and therefore, the achievable rate can be infinitesimally
small. While with SIC, only the users decoded first transmit at low rates. Gradually,
the effective system load for decoding is reduced, and higher spectral efficiency can be
achieved for other users, resulting in higher sum-rates.

The single-layer analysis was extended to a multi-layer coding broadcast approach
per user. The expected sum-rate, under iterative decoding with linear multiuser detectors,
is optimized, and the optimal power distribution is obtained (for a decorrelator and
an MF detector). The achievable spectral efficiency for a linear matched filter detector
shows significant gains over the single-layer coding approach. The interesting observation
here is that the expected spectral efficiency exceeds the single-layer ergodic sum-capacity.
The ergodic bound assumes that every user transmits at a rate matched to its decoding
stage and channel realization. For a single-user setting, the ergodic bound is always
an upper bound for the broadcast approach. However, in our multiuser setting, an MF
detector is used for the ergodic bound, and the MF detection is information lossy. In the
broadcast approach, the MF detection is performed over and over for every layer according
to the iterative decoding scheme. Therefore, the broadcast approach can provide spectral
efficiencies exceeding those of a single layer coding with channel side information, when an
MF detector is used.

6.3. The Broadcast Approach for Source-Channel Coding

In networks, it may be commonly required to minimize the distortion of the source
information rather than maximize the expected rate. This broadcast approach is useful
in a variety of applications, and it matches the successive refinement (SR) source coding
approach [29,30,221] and later works [30–34]. That is, the more information rate is provided,
the less average distortion is evident in the reconstructed source. On a wireless fading
channel, in order to minimize the expected distortion at the receiver, it is essential to find
the optimal power allocation in the broadcast strategy and this is indeed our focus in this
section. This cross-layer design approach was, in fact, already suggested in [23].

The broadcast-SR approach facilitates to achieve via coding the basic features of analog
communications, that is the better the channel, the better the performance (say measured
by received SNR (MMSE)). Furthermore, that is without the transmitter knowing the state
channel realization, see applications as referenced in the book [35].

The initial effort on this problem was made in [222], where the broadcast strategy cou-
pled with SR source coding was compared with several other schemes. The optimization
problem was formulated by discretizing the continuous fading states, and an algorithm was
devised when the source coding layers are assumed to have the same rate. This algorithm,
however, does not directly yield the optimal power allocation when the fading states are
discrete and pre-specified, nor does it give a closed-form solution for the continuous case.
This problem is also considered in [223], which provides an iterative algorithm by separat-
ing the optimization problem into two sub-problems. The study in [33] provides a recursive
algorithm to compute the optimal power allocation for M fading states, with worst-case
complexity of O(2M). Furthermore, by directly taking the limit of the optimal solution for
the discrete case, a solution was given for the continuous case optimal power allocation,
under the assumption that the optimal power allocation is concentrated in a single interval.
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Similar problems were considered in [224,225] in the high SNR regime from the perspective
of distortion exponent. Successive refinement, as combined with the broadcast approach,
gives idea beyond the basic setting and was used in [197].

The work in [32] proposes a new algorithm that can compute in linear time, i.e.,
of O(M) complexity, the optimal power allocation for the case with M discrete fading
states. Furthermore, it provides a derivation of the continuous case optimal power al-
location solution by the classical variational method [59]. Both the algorithm and the
derivation rely on an alternative representation of the Gaussian broadcast channel capacity,
which appeared in [41]. The dual problem of minimizing power consumption subject to a
given expected distortion constraint is also discussed.

6.3.1. SR with Finite Layer Coding

Finite-layer coding can be matched to a finite number of fading states, the M possible
power gains in an increasing order s1 < s2 < ... < sM are distributed according to a
probability mass function pi such that ∑M

i=1 pi = 1. The transmitter has an average power
constraint P, and if power Pi is allocated to the ith layer in the broadcast strategy, the ith
layer channel rate Ri is given by

Ri =
1
2

log

(
1 +

siPi

1 + si ∑M
j=i+1 Pj

)
=

1
2

log

(
1 +

Pi

1/si + ∑M
j=i+1 Pj

)
. (430)

From the second expression in (430), the equivalence to broadcast on a set of channels
with different noise variances is clear. Let ni , 1/si, which implies n1 > n2 > ... > nM are
the equivalent noise power on the channels. The layers corresponding to smaller values of
si (and larger values of ni) will be referred to as the lower layers, which is consistent with
the intuition that they are used to transmit the more protected base layers of the SR source
coding. Since the Gaussian source is successively refinable [29], the receiver with power
gain si can thus reconstruct the source within distortion

Di = exp

(
−2b

i

∑
j=1

Rj

)
, (431)

where b is the bandwidth expansion coefficient. Combining (430) and (431), the problem
we wish to solve is essentially the following minimization over the power allocation
(P1, P2, ..., PM): 

min ∑M
i=1 pi

(
∏i

j=1

(
1 +

Pj

1/sj+∑M
k=j+1 Pk

))−b

s.t. Pi ≥ 0, i = 1, . . . , M
M

∑
i=1

Pi ≤ P

. (432)

when the fading state is continuous, the density of the power gain distribution is then given
by f (s), which is assumed to be continuous and differentiable almost everywhere. In this
case, the goal is then to find a power allocation density function P(s), or its cumulative
function, which minimizes the expected distortion, see more details in [32].

6.3.2. The Continuous SR-Broadcasting

We next turn our attention to the case of a continuum of layers, which is, in fact,
the case considered in [23]. To facilitate understanding, we first provide a less technical
derivation under the assumption that the optimal power allocation concentrates on a single
interval of the power gain range, and show that this is indeed true for some probability
density function f (s). This simple derivation provides important intuitions for the general
case, based on which a more general derivation is then given and some properties of the
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solution are subsequently discussed. For simplicity, we first assume f (s) has support on the
entire non-negative real line [0, ∞). Later it is shown that this assumption can be relaxed.
The optimization problem can be reformulated as follows. Define

I(i) = exp

(
i

∑
j=1

2Rj

)
. (433)

We take the number of layers to infinity and the constraint becomes an integral
equation, where we convert back to the power gain s instead of noise power n, and it is
clear we can replace the inequality by equality without loss of optimality

∞∫
0

I(s)
1
s2 ds =

∞∫
0

exp(2R(s))
s2 ds = P , (434)

where R(s) is the cumulative rate associated with a fading gain s. The term to be optimized
is given by

D(I) =
∞∫

0

f (s) exp(−2bR(s))ds =
∞∫

0

f (s)
I(s)b ds . (435)

Note the additional condition that I(s) has to be monotonically non-decreasing, and it
should satisfy the boundary conditions I(0) = 1. Ignoring the positivity constraint
I′(s) ≥ 0 for now, take

J(s, I, I′) =
f (s)
Ib(s)

, G(s, I, I′) =
I(s)
s2 . (436)

Hence the optimization problem can be written as

min
∫ ∞

0
J(s, I, I′)ds s.t.

∫ ∞

0
G(s, I, I′)ds = P . (437)

Next, we assume there is a unique interval [s1, s2] for which power allocation is
non-zero. Under this assumption, the objective function reduces to

D(I) =
∫ ∞

0
J(s, I, I′)ds =

∫ s2

s1

f (s)
I(s)b ds + F(s1) +

1− F(s2)

I(s2)b , (438)

where F(s) is the CDF of the fading gain random variable, i.e., F(s) =
∫ s

0 f (r)dr, and the
constraint becomes

P(I) =
∫ ∞

0
G(s, I, I′)ds =

∫ s2

s1

I(s)
1
s2 ds +

I(s2)

s2
− 1

s1
= P . (439)

Then we can write the Lagrangian form L(I) = D(I) + λ(P(I) − P). To find the
extremal solution, we consider an increment q(s), and the increment of the Lagrangian func-
tional is given by ∆(q) = L(I + q)− L(I). By taking an increment q(s) with q(s1) = q(s2) = 0
as well as q(s) = 0 for s /∈ [s1, s2], then the Euler-Lagrange equation ([59], pp. 42–50) requires

JI + λGI −
d
ds

[JI′ + λGI′ ] = 0 , (440)

with

JI =
−b f (s)
Ib+1(s)

, GI =
1
s2 , JI′ = GI′ = 0 , (441)
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which further simplifies to

I(s) =
(

b f (s)s2

λ

)1/(b+1)

. (442)

At this point, it is clear that for I′(s) ≥ 0 to be true, which is necessary for I(s) to be a
valid solution, f (s)s2 should have non-negative derivative in any interval such that (442)
holds. In fact, for any interval that a positive rate is allocated to, f (s)s2 should have strictly
positive derivative such that I(s) is strictly increasing. If there is only one interval over
the support of f (s) where f (s)s2 has strictly positive derivative, then the single interval
solution assumption is indeed true. Now, since q(s2) can be arbitrary, at this variable
end ([59], pp. 25–29) a necessary condition for an extremum is

−b(1− F(s2))

I(s2)b+1 + λ
1
s2

= 0 , (443)

which gives

λ =
bs2(1− F(s2))

I(s2)b+1 . (444)

Since I(s1) = 1, λ = b f (s1)s2
1, with the expression of I(s) gives one boundary condition

1− F(s2) = f (s2)s2 . (445)

The lower bound s1 is determined by the power constraint, from which we have

∫ ∞

s1

I(s)
s2 ds =

∫ s2

s1

(
f (s)

f (s1)s2
1

)1/(b+1)

s−2b/(b+1)ds +
1
s2

(
f (s2)s2

2
f (s1)s2

1

)1/(b+1)

= P +
1
s1

,

(446)

where in the second equation we split the integral into two parts partitioned by s = s2.
Hence, the unique extremal solution is

I(s) =

(
f (s)s2

f (s1)s2
1

)1/(b+1)

, (447)

with the boundary conditions specified by (445) and (446). To find the corresponding power
allocation, define T(s) =

∫ ∞
s P(r)dr. We derive from (447) that

T(s) =
∞∫

s

I(r)
I(s)

dr− 1
s
=

(
f (s2)s2

2
f (s)s2

)1/(b+1)
1
s2

+
∫ s2

s

(
f (r)r2

f (s)s2

)1/(b+1) 1
r2 dr− 1

s
. (448)

Through some basic calculation, it can be shown that this is the same solution as that
in [33]. Thus, the limit of the optimal solution of the discrete case in [33] indeed converges
to the extremal solution derived through the classical variational method. Furthermore,
the variational method derivation directly asserts that f (s)s2 has a non-negative derivative
for any positive power allocation interval. This condition was, however, lacking in the
derivation in [33].

We consider the average achievable distortion for a SISO Rayleigh fading channel,
with CDF F(s) = 1 − exp

(
− s

s
)
, where s is the expected fading gain power. For this
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distribution, the optimal power allocation is single interval continuous, and zero outside the
interval [s1, s2]. That can be immediately observed from f (s)s2 by taking its first derivative

d
ds

f (s)s2 =

(
2s
s
− s2

s2

)
exp

(
− s

s

)
, (449)

where d
ds f (s)s2 ≥ 0 on a single interval s ∈ [0, 2s]. Then the upper bound s2 ∈ [0, 2s] is

determined by (445), which reduces to

exp
(
− s2

s

)
=

s2

s
exp

(
− s2

s

)
, (450)

yielding s2 = s. Solving (446) gives the other boundary value s1, denoted by s1,opt; the con-
dition (446) does not lead to an analytical expression, but can be solved numerically. Then,
the general expression for I(s) for the Rayleigh fading channel is given by

I(s) =



1 s ≤ s1,opt(
s2

s2
1,opt

exp
(
− s−s1,opt

s

))1/(b+1)
s1,opt < s ≤ s(

s2

s2
1,opt

exp
(
− s−s1,opt

s

))1/(b+1)
s > s

. (451)

In Figure 35, the average distortion bounds for Rayleigh fading channels are demon-
strated for three different values of bandwidth expansion values (b = 0.5, 1, 2). For every
bandwidth expansion, the minimal average distortion of the outage approach and broad-
cast approach are compared. It can be noticed that the smaller b is, the larger is the
broadcast gain, which can be defined as the SNR gain of the broadcast approach over the
outage approach for the same average distortion value. Thus, the benefit of the broadcast
approach compared to the outage directly depends on the system design parameter b.
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Figure 35. Minimal average distortion, a comparison of outage approach and broadcast approach,
for bandwidth expansions b = 0.5, 1, 2.
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6.4. The Information Bottleneck Channel

An interesting setting is the information bottleneck channel, the objective of which is
the efficient transmission of data over a wireless block fading channel that is connected
to a limited capacity reliable link. This setting is known as the bottleneck channel [198].
Two main broadcast approaches are considered for the bottleneck channel in [198]. The first
is an oblivious approach, where the sampled noisy observations are compressed and
transmitted over the bottleneck channel without having any knowledge of the original
information codebook. This is compared to a decode-forward (non-oblivious) approach,
where the sampled noisy data is decoded, and whatever is successfully decoded is reliably
transmitted over the bottleneck channel. This work is extended for an uncertain bottleneck
channel capacity setting in [199], where the transmitter is not aware of the available
backhaul capacity per transmission and knows only its distribution. In both settings, it is
possible to analytically describe the optimal continuous layering power distribution that
maximizes the average achievable rate in closed-form expressions. The topic is covered in
more details [200].

The Gaussian bottleneck problem is depicted in Figure 36. Consider a Markov chain
of a random variable triplet x− y− z, related according to

y = h · x + n , (452)

where x and n are i.i.d, with n ∼ N (0, 1). The fading gain is s = |h|2 fixed per transmission
block. The SNR is P · s, where P is the transmission power E[X2] = P. The fading gain s
distribution is known to transmitter and receiver as the broadcast approach [23] discussed
earlier. The output z of the bottleneck channel is a compressed version of the received
signal y under the bottleneck channel capacity C constraint. The optimization problem can
be formalized as

max
P(z|y),P(x) s.t.I(y;z)≤C

I(x; z) . (453)

If x is Gaussian, then it is clear [226,227] that y− z is also a Gaussian channel. Therefore,
the maximization result of (453) is

CObliv = I(x; z) =
1
2

log
(

1 + P|h|2
1 + P|h|2 · exp(−2C)

)
, (454)

which is a direct result of the rate-distortion approach. The output of the relay y may be
represented by quantizing its input

z = y + m , (455)

where P|h|2 + 1 is the variance of y of the channel model (452). The quantization noise
variance, denoted by m, is obtained by I(z; y) = C, i.e.,

E[m2] =
P|h|2 + 1

exp(2C)− 1
. (456)

The problem underhand is the reliable transmission rate from x to destination with an
oblivious relay that uses the bottleneck channel to send compressed versions of its input,
without knowledge of the transmitter codebook.

For a DF non-oblivious relay, the relay can decode its input and then send the decoded
data under bandwidth limitation C over the bottleneck channel y− z. Hence, the minimum
of two capacities provides the achievable transmission rate

CDF = min
{

1
2

log(1 + P|h|2), C
}

. (457)
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An alternative setting that generalizes the current model is a variable availability of the
bottleneck capacity, which is common in cellular uplink transmission. This can be due to
changing traffic loads over time on the network [212]. This means that the relay-destination
bottleneck channel capacity C is a random variable. The source transmitter knows its
distribution; however, like in the wireless fading channel, feedback to the transmitter is not
available due to the capacity variability dynamics. If the relay perfectly knows, per received
codeword, the bottleneck currently available capacity, it can adapt its data rate. However,
if the relay has no access to the capacity per codeword, it may use successive refinement
source coding [32] matched to the capacity distribution.

x
S R D

y z

wireless fading fixed capacity link C

h

Figure 36. Information bottleneck fading channel system model block diagram.

Consider a fading wireless link to y, where s = |h|2 is a unit variance block fading
gain. It is assumed to change independently between codewords and remains fixed over a
single codeword. The channel model of z is expressed by its block fading gain as

z =
√

FPReqx + n , (458)

where n is a unit variance Gaussian noise. The equivalent fading gain FPReq is given by

FPReq =
s(1− exp(−2C))

1 + s · P · exp(−2C)
, (459)

which is directly obtained from (456). It may be observed that FPReq is finite for s ≥ 0,
and at the limit of s→ ∞ becomes

lim
s→∞

FPReq = (exp(2C)− 1)/P , (460)

and the ergodic capacity of the bottleneck fading channel is

CObliv,Erg = Es

[
1
2

log(1 + P · FPReq)

]
(461)

= Es

[
1
2

log
(

1 +
s · P · (1− exp(−2C))
1 + s · P · exp(−2C)

)]
. (462)

The continuous broadcasting approach solution is rather straightforward here. The chan-
nel model here can be expressed by equivalent fading gain ν = FPReq from (459), which de-
pends on the bottleneck channel capacity C and the distribution of the channel fading gain s.
In this bottleneck channel with oblivious relaying, the broadcast approach is optimized for
a fading distribution Fν(u) of (459). Obtaining optimal power distribution can be derived
directly. Clearly for high bottleneck channel capacity C → ∞, then FPReq → s.

A DF relay (non-oblivious approach) can decode the received signal y, and reliably
convey to the destination the decoded data under capacity limit C. An ergodic upper
bound of the bottleneck fading channel CDF,Erg, is not achievable for a block fading channel,
as the transmitter has no CSI. It is beneficial to transmit a multi-layer coded signal for this
channel model. The DF non-oblivious ergodic capacity is expressed as

CDF,Erg = Es

[
min

{
C,

1
2

log(1 + sP)
}]

, (463)

where a single fading realization is assumed per transmission and decoding of a single
codeword, for the slowly fading channel.
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The continuous broadcasting approach for the non-oblivious DF approach can be
optimized in the following way. A transmitted signal x is multi-layer coded in a continuum
of layers. The received signal y is decoded layer-by-layer in a successive decoding manner.
All the successfully decoded layers with a total rate up to C, the bottleneck channel
capacity, can be reliably conveyed over the bottleneck channel. The optimization goal is
to maximize the average transmitted rate over the bottleneck channel in this block fading
channel model. We formulate here the optimization of power density distribution function
ρopt(u) so that the average transmission rate is maximized under the bottleneck channel
capacity constraint.

Proposition 16. For the non-oblivious block fading bottleneck channel, the total expected av-
erage achievable rate of the broadcast approach is obtained by the following residual power
distribution function

Iopt(u) =


arg max

I(u)
1
2

∞∫
0

du(1− Fs(u))
ρ(u)u

1 + I(u)u

s.t.
∞∫

0

du
ρ(u)u

1 + I(u)u
≤ C .

, (464)

where Fs(u) is the CDF of the fading gain random variable, and C is the bottleneck channel capacity.
The optimal power allocation Iopt(u) is given by

Iopt(u) =


P u < u0
1−Fs(u)+λopt−u· fs(u)

u2 fs(u)
u0 ≤ u ≤ u1

0 u > u1

, (465)

where λopt ≥ 0 is a Lagrange multiplier specified by

λopt = −u1 · fs(u1)− 1 + Fs(u1) , (466)

and for any λopt > 0,

u2
1 · fs(u1) = exp(2C) · u2

0 · fs(u0) . (467)

Figure 37 demonstrates the achievable rates with a non-oblivious approach as com-
pared to an oblivious approach for a bottleneck channel capacity C = 4 (Nats/Channel use).
It can be observed here that in the high SNR region, the gain of the broadcast approach
compared to single-layer coding is higher with a non-oblivious approach.

6.4.1. Uncertainty of Bottleneck Capacity

A common case in cellular uplink is a variable availability of backhaul capacity.
This may be the result of variable loads on the network over time. Traffic congestion of
internet data may lead to changing the availability levels of the backhaul [212]. On the
bottleneck channel, this means that the relay-destination link capacity C is a random
variable. It may be assumed that the transmitter is aware of the average capacity and its
distribution. However, like the wireless fading channel, the capacity variability dynamics
may not allow time for feedback to the transmitter. The following subsection considers
the case that the relay is fully aware of the current bottleneck available capacity for each
received codeword.
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Figure 37. Oblivious vs. non-oblivious single layer coding and broadcast approach compared to the
ergodic capacity, for bottleneck channel capacity of C = 4 [Nats/Channel Use].

Consider a bottleneck channel with discrete capacity levels represented by N random
capacity values {Ci}N

i=1, such that C1 ≤ C2 ≤ · · · ≤ CN with corresponding probabilities
{pb,i}N

i=1, such that pb,i ≥ 0 and ∑N
i=1 pb,i = 1. The average capacity of the bottleneck

channel is

Cave =
N

∑
i=1

pb,iCi . (468)

The broadcast approach can be derived here for an oblivious relay setting and under
an equivalent fading gain distribution. Since the transmitter is not aware of the bottleneck
capacity per codeword, and only knows its distribution, the following optimization flow
is used for the continuous broadcast approach optimization. The combined equivalent
channel viewed by the transmitter is

FPReq(s, Cb) =
s(1− exp(−2Cb))

1 + s · P · exp(−2Cb)
, and s = |h|2 . (469)

The continuous broadcast approach is optimized for a fading distribution Fµ(u),
where µ = FPReq(s, Cb) is the equivalent channel gain depending on the fading gain
realization s, and bottleneck channel capacity Cb available per codeword. The CDF of this
fading gain is

Fµ(u) =
N

∑
i=1

pb,iFs

(
u

1− (1 + Pu) exp(−2Ci)

)
. (470)

The main result here is expressed in the following proposition:

Proposition 17. The power distribution, which maximizes the expected rate over the oblivious
bottleneck channel, is

I(x) =

{
1−Fµ(x)−x· fµ(x)

x2 fµ(x) , x0 ≤ x ≤ x1

0 , else
, (471)
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where x0 is determined by I(x0) = P, and x1 by I(x1) = 0. Furthermore, the broadcasting rate is
expressed as function of the FPReq distribution Fµ(u)

Ropt(s) =


0 s < x0

log(s/x0) +
1
2 log

(
fµ(s)

fµ(x0)

)
x0 ≤ s ≤ x1

log(x1/x0) +
1
2 log

(
fµ(x1)

fµ(x0)

)
s > x1

. (472)

The derivation of this optimization is based on the analysis in [23] for characterizing
the power distribution under an equivalent channel model that includes the relayed signal
after compression to a rate which matches the bottleneck channel capacity. The channel
model for the relayed signal z can be expressed by its block fading gain, under an oblivious
approach. Specifically,

z =
√

FPReq · x + n , (473)

where n is a unit variance Gaussian noise, and FPReq(s, Cb) is specified in (469). More de-
tails can be found in [200]. It is interesting to note here that although the relay can perform
successive refinement source coding matched to backhaul capacity distribution, it does
not help and cannot increase the expected achievable rate if the relay is informed with the
available capacity per codeword.

An interesting problem arises when the wireless channel is fast fading, and bottleneck
channel capacity is random. That is, the fading h (452) changes independently (i.i.d.)
for every channel use. For long codewords, the ergodic nature of the channel can be
utilized per transmitted codeword. Evidently, under a non-oblivious DF relay, the relay
decodes the transmission, and then whatever possible is conveyed through the backhaul.
The interesting part is the oblivious processing. Here, the relay should also convey the
fading realizations h and received signal y to the destination, the best possible way. Hence,
h plays the role of the source to be conveyed with successive refinement. Furthermore,
note that even if all y is provided to the destination, unavailable fading realization vector h
makes the capacity behave as log log(SNR), as in the i.i.d. channel with unavailable fading
at the transmitter and receiver. This problem is analyzed for a known bottleneck capacity
in [228].

6.5. Transmitters with Energy Harvesting

As the last model in this section, we review the channel model of [229] in which the
transmitter relies on an exogenous energy harvesting unit as its only source of energy.
Energy harvesting has been evolving rapidly as a promising alternative to systems with
lifetime-limited batteries. Communication systems empowered by energy harvesting units
rely on ambient sources, which facilitate potentially perpetual sources of power [230–233].
Specifically, the recent advances in both the theory and implementation of energy har-
vesting circuitry has facilitated the growth in various wireless domains, e.g., ad-hoc net-
works [234], wireless body networks [235], wireless sensor networks [236], and radio
frequency identification systems [237], which constitute the main technologies that IoT
relies on.

By relying on harvested energy, the transmitter faces two sources of randomness
due to the fading and energy arrival processes. The transmitter knows only the statistical
descriptions of these processes while remaining oblivious to the actual realizations of
both. We review the optimal distribution of power across information layers and over
time in order to maximize the average rate that can be reliably sustained. An interesting
observation is that allocation of power across layers and over time can be decoupled
into two independent power allocation tasks, one specifying the allocation over time,
and the second one optimizing the available power at any given time across different layers.
Furthermore, both sub-problems can be solved optimally (under proper assumptions on
the fading process).
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To lay the context, consider transmission over a slowly-fading Gaussian channel.
The channel undergoes block fading, where the fading gain is constant over a block of n
channel uses and changes independently across blocks. The block length n is assumed to be
sufficiently long such that under the given delay constraints (finite transmission duration),
one codeword can be reliably transmitted to the receiver. The input-output relationship
across B fading blocks is given by

yi
b = hb · xi

b + ni
b , ∀ i ∈ {1, . . . , n} , b ∈ {1, . . . , B} , (474)

where xi
b and yi

b are the transmitted and received symbols at time i in block b, hb is the
fading coefficient in block b, and ni

b accounts for the AWGN distributed according to
NC(0, 1). Denote the channel gains by sb = |hb|2, for b ∈ {1, . . . , B}, and denote the CDF of
sb, known to the transmitter, by Fb : R+ → [0, 1]. Accordingly, denote the associated PDF
by fb : R+ → R+. Finally, set pi

b = E[|xi
b|2] as the transmission power at time i in block b,

and define pb as the aggregate power used in block b, i.e.,

pb =
n

∑
i=1

E[|xi
b|2] =

n

∑
i=1

pi
b . (475)

Let gi
b denote the amount of energy harvested during time slot i of block b. Accordingly,

corresponding to each block b define the vectors pb = [p1
b, . . . , pn

b ]
T and gb = [g1

b , . . . , gn
b ]

T .
The transmitter is equipped with a battery whose capacity order dominates that of the
amount of harvested energy. This induces a set of power consumption constraints according
to which the amount of energy consumption up to each time instant cannot exceed the
harvested energy up to that point. Specifically, by defining

1i = [1, . . . , 1︸ ︷︷ ︸
i

, 0, . . . , 0︸ ︷︷ ︸
n−i

]T , ∀i ∈ {1, . . . , n} , (476)

corresponding to each pair b ∈ {1, . . . , B} and i ∈ {1, . . . , n}

b−1

∑
j=1

1T
n · pj + 1T

i · pb ≤
b−1

∑
j=1

1T
n · g j + 1T

i · gb . (477)

Based on this approach, when the aggregate transmission power over any transmission
block is p and the actual channel gain during that block is s = |h|2, define ρ(p, s) as the
density of the power allocated to the information layer indexed by s. Hence, the amount of
power allocated to realization s is ρ(p, s)ds, and the amount of interference power imposed
on the receiver designated to the channel realization with gain s is

I(p, s) =
∫ ∞

s
ρ(p, u)du . (478)

To satisfy the power constraint for the aggregate power split across different layers,
the following condition must be satisfied.

I(p, 0) = p . (479)

Based on such power allocation and interference terms, the average rate over all
possible fading realizations within one transmission block is

Rb(pb) =
∫ ∞

0
[1− Fb(s)]

s · ρb(pb, s)
1 + s · Ib(pb, s)

ds , (480)

Sum-rate optimization is constrained with the energy availability constraints in (477)
and the aggregate power allocation constraint Ib(pb, 0) = pb. Hence, the optimal allocation
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of power across information layers and over time is the solution to the following problem,
which involves a stochastic guarantee on meeting the power constraints.

R =



max
{pb},{ρb(pb ,s)}

B
∑

b=1
Rb(pb)

s.t. P
(

b−1
∑

j=1
1T

n · pj + 1T
i · pb ≤

b−1
∑

j=1
1T

n · g j + 1T
i · gb

)
≥ η , ∀ b, i

Ib(pb, 0) = pb , ∀ b
pb � 0 , ∀ b

. (481)

6.5.1. Optimal Power Allocation Densities

Based on (481), for any given set of power allocation terms {pb : b ∈ {1, . . . , B}},
the set of optimal densities can be found as the solution to

P(p1, . . . , pB) =

 max
{ρb(pb ,s)}

B
∑

b=1
Rb(pb)

s.t. Ib(pb, 0) = pb , ∀ b
. (482)

By noting the expansions of Ib(p, s) and Rb(p) in (478) and (480), respectively, we have

Rb(p) = −
∫ ∞

0
[1− Fb(s)] ·

s · ∂Ib(p,s)
∂s

1 + s · Ib(p, s)
ds . (483)

Based on this characterization, for a given power allocation over time {pb : b ∈ {1, . . . , B}},
we have

Ib(p, s) =


1− Fb(s)
s2 fb(s)

− 1
s

, `b ≤ s ≤ ub

0 , otherwise
, (484)

where `b and ub can be determined uniquely by solving

Ib(pb, `b) = pb and Ib(pb, ub) = 0 . (485)

The analysis directly follows the same line of arguments as in the setting without
an energy harvesting transmitter. Based on the characterization of interference residual
functions {Ib : b ∈ {1, . . . , B}}, the optimal rate over the fading block b ∈ {1, . . . , B} at the
fading state s is

Rb(pb, s) =


0 for s < `b

ln s2 fb(s)
`2

b fb(`b)
for `b ≤ s ≤ ub

ln u2
b fb(ub)

`2
b fb(`b)

for ub ≤ s

, (486)

Subsequently, the average transmission rate over the fading block b with aggregate
power pb is

Rb(pb) = ln
u2

b fb(ub)

`2
b fb(`b)

−
∫ ub

`b

[
2
s
+

f ′b(s)
fb(s)

]
· Fb(s) ds . (487)

which can be used to show the interesting property that for any continuous CDF, Rb(pb),
it is non-decreasing and strictly concave in pb [229].

6.5.2. Optimal Power Allocation over Time

Next, based on the given allocation of power across information layers and leveraging
the key properties of Rb(pb), i.e., concavity and being non-decreasing, optimal power
distribution over time can be delineated. For this purpose, we present the solution to the
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following problem studied in [238], which is a more general problem that subsumes both
problemsR its special case.

Q(γ) =


max
{pb}

B
∑

b=1
wb(pb)

s.t.
b
∑

i=1
pi ≤ γb ∀ b

pb ≥ 0 ∀ b

, (488)

where γ = [γ1, . . . , γB] and wb : R+ → R+ is strictly concave and non-decreasing in pb.
Based on the expressions for Rb(p), the sum-rate over block b depends on the power vector
pb only through its sum pb, defined in (475). This implies that instead of enforcing the
energy availability constraints in (477), we can equivalently enforce a constraint only on
the aggregate power in each block. Hence, by defining

γb =
b

∑
i=1

1T
n · gi , (489)

the linear constraints inR can be equivalently stated as the linear constraint in Q. The de-
tailed steps of solving the problem (488) analytically and the attendant performance guar-
antees are discussed in details in [238], a summary of which is provided next.

In order to facilitate different steps in the analysis, define the following auxiliary
problem, solving which is instrumental to characterizing the properties of interest.
Corresponding to each pair i and j such that 1 ≤ i < j ≤ B define

Qi→j(γ) =


max
{pb}

j
∑

b=i
wb(pb)

s.t.
j

∑
b=i

pb = γj − γi

pb ≥ 0, ∀ b ∈ {i, . . . , j}

, (490)

which has a unique globally optimal solution since the utility function is strictly concave.

6.5.3. Grouping the Constraints

The auxiliary term p̃ has a pivotal role in establishing the properties of p. Correspond-
ing to p we define the auxiliary vector p̃ by slightly modifying Algorithm 1. Specifically,
by modifying line 1 to initiate the values of γb according to γb = ∑b

`=1 p`. This modified
version of Algorithm 1 successively partitions the set of constraints {∑b

`=1 p` ≤ γb} into d
disjoint subsets of constraints. Specifically, it returns time indices u0 < u1 < · · · < ud < B,
and partitions the set {1, . . . , B} into d disjoint sets

Di = {ui−1 + 1, . . . , ui} , for i ∈ {1, . . . , d} . (491)

Furthermore, this algorithm computes the metrics {vi : i ∈ {1, . . . , d}} and assigns
vi to the set Di. Once these sets are known, solving Q reduces to solving a collection of
smaller problems in the form of Qui−1→ui (γ) defined in (490). The properties of p̃ are
formalized next.

Theorem 17. Given p as the optimal solution to Q, vector p̃ satisfies all the constraints of Q.
Furthermore, the vector p̃ satisfies ∑B

b=1 wb( p̃b) ≥ ∑B
b=1 wb(pb) and the equality holds if and only

if p = p̃.

This establishes the optimality of p̃ generated by modifying Algorithm 1.



Entropy 2021, 23, 120 121 of 137

Theorem 18. If p is the optimal solution to the problem Q, then p̃ generated by modifying
Algorithm 1 is also optimal. Uniqueness of p indicates p̃ = p.

Algorithm 1. Computing p.
1: set γb according to (489) ∀ b ∈ {1, . . . , B}.
2: initialize d = 0 and u0 = 0,
3: while ud ≤ B− 1
4: d← d + 1
5: set Ad = {ud−1 + 1, . . . , B}
6: for b ∈ Ad
7: set yd,b as the solution to Qud−1→b(γ)

8: set qd,b = min
{

dwi
dy (yd,b

i ) : i ∈ {ud−1 + 1, . . . , b}
}

9: end for
10: ud = arg max

b∈Ad
qd,b (if not unique select the smallest)

11: vd = max
b∈Ad

qd,b

12: zd = yd,ud

13: end while
14: for i ∈ {1, . . . , d}
15: for b ∈ Di = {ui−1 + 1, . . . , ui}
16: pb = zi

b
17 : end for
18 : end for

6.5.4. Dominant Constraints

By leveraging the results in the previous subsection, which partition the set of con-
straints into a collection of d disjoint constraint sets, additional properties for these sets of
constraints can be concluded. Specifically, in each of the given d sets, it can be shown that
one constraint holds with equality, which we refer to as the dominant constraint. These d
dominant constraints are the only constraints needed to characterize the optimal solution
p. This property is formalized in the following theorem.

Theorem 19. Under the optimal solution p, all the inequality constraints with indices included in
{um : m ∈ {1, . . . , d}} hold with equality. Furthermore, the sequence {v1, v2, . . . , vd} is strictly
decreasing.

We remark that the set of indices {ui : i ∈ {1, . . . , d}} and measures {vi : i ∈
{1, . . . , d}} have significant physical meanings in power allocation. The elements of
{ui : i ∈ {1, . . . , d}} specify the time instances at which all the resources arrived by that
time instance are entirely consumed. Furthermore, the second part of Lemma 19 establishes
a connection among the derivative measures qd,b and vd defined in Algorithm 1. In par-
ticular, the measures {vi : i ∈ {1, . . . , d}} are the derivatives of the utility functions at the
optimal solution p over time.

6.5.5. Optimality of Algorithm 1

So far we have shown that if we modify Algorithm 1 such that instead of initializ-
ing the terms γb as defined in (489) we initialize them based on p, then the output will
be in fact the optimal solution p. Next we show that initiating Algorithm 1 with either
γb = ∑b

`=1 p` or according to (489) yields the same output. The underlying insight is
that closer scrutiny of Algorithm 1 shows that this algorithm depends on p primarily
for determining the metrics {vi : i ∈ {1, . . . , d}} and their associated constraint indices
{ui : i ∈ {1, . . . , d}}. By invoking the result of Lemma 19, we next show that for determin-
ing the sets {vi : i ∈ {1, . . . , d}} and {ui : i ∈ {1, . . . , d}}, alternatively, we can also initial-
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ize γb according to (489), based on which we can show that the outcome of Algorithm 1 will
be, in fact, the optimal solution p. This observation is formalized in the following theorem.

Theorem 20. By setting γb according to (489), Algorithm 1 generates the optimal solution of Q.

7. Outlook

We conclude this survey by providing an outlook for some of the key open or unin-
vestigated research directions.

Single-user MIMO channel. Designing an optimal broadcast approach for the gen-
eral MIMO channel is still an open problem since the MIMO channel is a non-
degraded broadcast channel [68,69]. Its capacity region is known for multiple users
with private messages [50], and for two users with a common message [67]. However,
a complete characterization of the broadcast approach requires the full solution of the
most general MIMO broadcast channel with a degraded message set [21], which is
not yet available (infinite number of realizations, for H with Gaussian components),
and hence suboptimal ranking procedures were considered. Various degraded mes-
sage sets and transmission schemes with sub-optimal ranking at the receiver are
studied in [23,70,71]. Formulation of the general MIMO broadcasting with degraded
message sets and the optimization of the layering power distribution, which maxi-
mizes the expected rate, is stated in (71) and (73). This optimization problem does not
lend itself to a closed-form solution and remains an open problem for future research.
The framework analyzed in [239], which uses rate-splitting and binning, may be
useful for the general broadcast problem with degraded message sets. It is shown
in [240] that a tight upper bound might be obtained for the two users broadcast
channel by adding an auxiliary receiver. Generalizing this work for multiple users
may provide an efficient tool for obtaining outer bounds in general and on the MIMO
broadcast approach.

The capacity region of a compound multiple-antenna broadcast channel is character-
ized under a particular degradedness order of users in [241]. The channel considered there
has two users, where each user has a finite set of possible realizations. This again suggests
that there is much room for further research to fully characterize the broadcast approach for
the general MIMO channel. The majority of contributions discussed so far have considered
Gaussian distribution for transmitted signals. It may be of interest to apply the broadcast
approach to finite-input signals [242], or even binary-input channels [243]. This facilitates
analyzing more practical settings and, in turn, obtaining tighter achievable bounds with
the broadcast approach.

Binary-dirty paper coding. DPC has a pivotal role in Gaussian broadcast transmis-
sions. Owing to its optimality for some settings (e.g., MIMO broadcast channel [50]),
an interesting research direction is investigating the performance or operation gains
(e.g., rate and latency) of using DPC instead of superposition coding in the settings
discussed in Sections 2 and 6. From a broader perspective, binning techniques
facilitate DPC to be effective beyond Gaussian channels. In particular, Marton’s
general capacity region relies on the basic elements of binning [244], in the con-
text of which the classical Gelfand–Pinsker [245] strategy can be interpreted as a
vertex point [245]. The Gelfand–Pinsker strategy in the Gaussian domain becomes
DPC [91,245]. The study in [246] addresses both binning and superposition coding
aspects in a unified framework. Furthermore, this study also investigates mismatched
decoding, which can account for the imperfect availability of the CSI at the receivers.
It is also noteworthy that throughout the paper, we primarily focused on the notion of
physically degraded channels and rank-ordering them based on their degradedness.
Nevertheless, it is important to investigate less restrictive settings, such as less-noisy
channels [94,247,248].
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Secrecy. When considering the broadcast approach, it is natural to look also at secrecy
in communications. Such an approach not only involves determining which decoded
messages depend on the channel state, but it also involves determining those that
are required to be kept secret [201,202,209,249]. This can be designed as part of the
multi-layer broadcast approach.

Latency. There are various aspects in which delay constraints in communications may
impact the system design, some of which were discussed in Section 2. There exists
significant room for incorporating fixed-to-variable channel coding and variable-to-
variable channel coding in the broadcast approach. In a way, this is a combination of
variable-to-fixed coding (broadcast approach) and fixed-to-variable coding (that is,
Fountain-like schemes). For example, some applications allow decoding following
multiple independent transmission blocks, as considered in [87], and studied by its
equivalent channel setting, which is the MIMO parallel channel [20]. Queuing theory
can be used to analyze the expected achievable latency, as in [80]. An interesting
observation is that layering often offers higher latency gains than throughput gains.
The problem of resource allocation for delay minimization, even under a simple
queue model as in [80], remains an open problem for further research. Similarly,
a generalization of the queue model with parallel queues associated with multiple
streams, each with a different arrival random process and a different delay constraint,
is an important direction to investigate.

Connection to I-MMSE. It is well-known that the scalar additive Gaussian noise
channel has the single crossing point property between the MMSE in the estimate
of the input given the channel output. This property also provides an alternative
proof to the capacity region of the scalar two-user Gaussian broadcast channel [250].
This observation is extended to the vector Gaussian channel [71] via information-
theoretic properties on the mutual information, using the I-MMSE relationship, a
fundamental connection between estimation theory and information theory shown
in [250]. An interesting future direction is investigating the impact of I-MMSE relation
on the broadcast approach.

Information bottleneck. Another interesting setting is the information bottleneck
channel. In this channel model, a wireless block fading channel is connected to a
reliable channel with limited capacity, referred to as the bottleneck channel [198,199].
In these studies, it is assumed that the transmitted signal is Gaussian, which made it
possible to describe the optimal continuous layering power distribution in closed-
form expressions. Extensions beyond Gaussian have both practical and theoretical
significance.

One may consider the bottleneck channel setting, as depicted in Figure 36, where the
transmitted signal is not necessarily Gaussian. Define the random variable triplet x− t− z
that form a Markov chain, and are related according to (452), i.e., y = x + n, where x and n
are independent random variables, with n ∼ N(0, 1) being real Gaussian with a unit vari-
ance. The transmitted signal x distribution is subject to optimization, and SNR= P · s, and P
are the transmission power E[x2] = P. The bottleneck channel output z is a compressed
version of y adhering to a limited capacity of the bottleneck channel C, i.e., I(y; z) ≤ C.
It is of interest to maximize I(x; z), with a maximizing probability that is not necessarily
Gaussian, see for example [251]. It is conjectured in [252] that the optimal distribution max-
imizing I(x; z) is discrete. The bottleneck channel may also consist of multiple independent
relays connected through digital links to the destination, creating a distributed bottleneck.
This setting is the CEO problem with logarithmic loss [253,254], and under this setting,
the broadcast approach for multi-access channels [90] becomes very beneficial. With other
loss functions, e.g., MMSE, the problem falls within source quality via broadcasting. Hence,
the distributed bottleneck can also be viewed as source-channel coding problems with
a distortion performance measure, as discussed in Section 6.3. A model with two relays,
known as the diamond channel, is also interesting and relevant. In the oblivious non-fading
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case, the optimal transmission and relay compression, together with joint decompression at
the receiver, are known and characterized in [255]. For the non-oblivious diamond channel,
only upper bounds [256], and achievable rates of the type discussed in [257] are available.
It may also be interesting to consider the setting of recent work [258] and extend it to the
case that no CSIT is available and consider a broadcast approach strategy for each user.
Another possible direction is extending [211] to scenarios in which the variable backhaul
links capacities {Ci} are available only at the destination. Adapting the broadcast MIMO
approach for the vector bottleneck channel [23,259] is another important direction.

Implementation. The actual implementation of the broadcast approach, in general,
is a rich topic for further research. Evidently, as it is mainly associated with lay-
ered decoding, this can be done by a variety of advanced coding and modulation
techniques such as the low-density parity-check (LDPC) codes and turbo codes.
The work in [260] considers LDPC implementation in conjunction with rate-splitting
(no CSIT) in the interference channel, and [261] provides bounds on LDPC codes
over an erasure channel with variable erasures. Polar codes can be directly adopted
for implementing the broadcast approach as their decoding is based on successive
cancellations, and hence they naturally fit in the broadcast approach. Its efficiency has
been demonstrated in the general broadcast channel [262,263], and further its ability
to work on general channels without adapting the transmitter to the actual chan-
nel [264] demonstrates the special features that are central to the broadcast approach.
Furthermore, its applicability to multiple description [265] make it a natural candi-
date that can be used for implementing joint source-channel coding via a broadcast
approach. Polar codes may also be used to practically address the variable-to-variable
rate channel coding, as it is suitable for variable-to-fixed channel coding as well as
fixed-to-variable channel coding, as demonstrated in [266] for rateless codes. Power
allocation across different information layers in special cases is investigated in [267],
and there is room for further generalizing the results.

Finite blocklength. This paper focuses primarily on the asymptotically long trans-
mission blocks. It is also essential to analyze the broadcast approach in the non-
asymptotic block length regime. In such regimes, one could compromise the distribu-
tion of rates (asymptotic regime) with second-order descriptions, or even random
coding error exponents, as there is a tradeoff between the error exponent rate of a
finite block and the maximum rate. The practical aspects of communication under
stringent finite blocklength constraints are discussed in [268].

Identification via channels. The identification problem introduced in [269] is another
case of a state-dependent channel. Its objective is communicating messages over a
channel to select a group of messages at the receiver. This is in contrast to Shannon’s
formulation in which the objective is selecting one message. Many of the challenges
pertinent to state-dependent channels and the lack of CSIT that appear in Shannon’s
formulation are relevant for the identification problem as well. Recent studies on the
identification via channels without the CSIT include [270].

Mixed-delay constraints. One major challenge in modern communication systems
is heterogeneity in data type and their different attendant constraints. One such
constraint pertains to latency, where different data types and streams can face various
delay constraints. The broadcast approach investigated for addressing mixed-delay
constraints in the single-user channel [84], can be further extended to address this
problem in more complex settings (e.g., soft handoff in cellular systems [86] and C-
RAN uplink [85]) while facing the lack of CSIT and in the context of fixed-to-variable
channel coding [6] and fountain codes [271].

Source coding. Another application is source coding with successive refinement
where side information at the receiver (Wyner–Ziv) can be different, e.g., another
communications link that might provide information and its quality is not known at
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the transmitter [272]. Another possible extension is the combination of successive
refinements and broadcast approach [32].

Caching. In cooperative communication, it is common that relay stations perform
data caching [273,274], and the transmitter has no information about what is being
cached. This random aspect of the amount and location (for multi-users) of cashing
might play an interesting role in a broadcast approach for such a system.

Algebraic structured codes. The information-theoretic analyses of the networks
reviewed in this paper generally are based on unstructured code design. In parallel
to unstructured codes, there is rich literature on the structured design of codes with a
wide range of applications to multi-terminal communication (e.g., multiple access and
interference channels) and distributed source coding. A thorough recent overview of
algebraic codes is available in [275].

Networking. All different settings and scenarios discussed in this article play impor-
tant roles in communication networks. As a network’s size and complexity grow,
the users cannot be all provided with the complete and instantaneous state of the
networks. Specifically, in the future wireless systems (e.g., 6G), cell-based hierarchical
network architectures will be dispensed with [276]. In such networks, acquiring the
CSI at the transmitters will be impossible, in which case the broadcast approach will
be effective in circumventing the lack of CSIT. Furthermore, network coding can be
incorporated in the broadcast approach, as it can account for latency, general wireless
impediments (e.g., fading), and various network models, e.g., the relay, broadcast,
interference, and multiple-access channels [277].

Finally, we highlight that the broadcast approach’s hallmark is that it enables com-
munication systems to adapt their key communication performance metrics (e.g.,
data rate, service latency, and message distortion) to the actual realizations of the
communication channels. Such a feature is especially important as the size, scale,
and complexity of the communication systems grow, rendering the instantaneous
acquisition of channel realizations at the transmitters costly, if not prohibitive alto-
gether. Adapting communication to unknown channels is an inherent property of
communication systems in the pre-digital (analog) era, facilitating the mainstream
adoption of broadcasting technologies for distributing audio and video contents. The
broadcast technology instates this property in digital communication systems as well.
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The following abbreviations are used in this manuscript:

AF amplify-and-forward
AQF hybrid amplify-quantize-and-forward
AWGN additive white Gaussian noise
BCC broadcasting coherent combining
BIR broadcasting incremental redundancy
CC coherent combining
CDF cumulative distribution function
CDMA code-division multiple access
CF compress-and-forward
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CSI channel state information
CSIT channels state information at the transmitter sites
DC delay constrained
DF decode-and-forward
DoF Degrees-of-freedom
DS direct-sequence
DSL digital subscriber line
FCSI full CSI
FUU fraction of undecodable users
HARQ hybrid automatic retransmission request
HK Han–Kobayashi
IR incremental redundancy
LTSC Long-term static channel
MAC multi-access channel
MF matched filter
MIMO multiple input multiple output
MISO multiple input single output
MLC multi-level coding
MMSE minimum mean squared-error
NDC non-delay constrained
OAR outage approach retransmission
PDF probability distribution function
PET priority encoding transmission
QF quantize-and-forward
RV random variable
SDF sequential decode and forward
SIC successive interference cancellation
SINR signal to interference and noise ratio
SISO single input single output
SIMO single input multiple output
SNR signal-to-noise ratio
SR successive refinement

Appendix A. Constants of Theorem 7

b1(u, v) = min
j∈J1

{
C
(
svβuv , sjB1(j, u, v) + svB2(j, u, v)

)}
,

b2(u, v) = C
(
svβuv , (sv + s`)B3(u, v)

)
, (A1)

b3(u, v) = C
(
2svβuv , 2svB3(u, v)

)
, (A2)

b4(u, v) = C
(
suβvu , s`B4(u, v) + suB5(u, v)

)
, (A3)

b5(u, v) = C
(
2svβvu , 2svB3(u, v)

)
, (A4)

b6(u, v) = min
(j,k)∈J2

{C
(
sjβvu + skβuv , sjB6(k, u, v) + skB7(k, u, v)

)
} ,

b7(u, v) = C
(
sv(βuv + βvu), (sv + s`)B3(u, v)

)
, (A5)

b8(u, v) = C
(
2sv(βuv + βvu) , 2svB3(u, v)

)
, (A6)

b9(u, v) = min
(j,k)∈J3

{C
(
sj(βuv + βvu) + skβuv , (sj + sk)B3(u, v)

)
} ,

b10(u, v) = min
j,k∈J3
{C
(
sj(βuv + βvu) + skβvu , (sj + sk)B3(u, v))

)
} ,

b11(u) = C
(
suβuu , (su + s`)B8(u, u)

)
, (A7)

b12(u) = C
(
2suβuu , 2suB8(u, u)

)
, (A8)

and
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B1(j, u, v) = 1−
j

∑
n=1

v−1

∑
m=1

βmn −
u

∑
n=1

βvn , (A9)

B2(j, u, v) = 1−
v−1

∑
n=1

j

∑
m=1

βmn −
u

∑
n=1

βnv , (A10)

B3(u, v) = 1−
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∑
n=1

v−1

∑
m=1

βmn −
u

∑
n=1

βvn −
u

∑
n=1

βnv , (A11)

B4(u, v) = 1−
v−1

∑
n=1

u

∑
m=1

βmn −
u

∑
n=1

βnv , (A12)

B5(u, v) = 1−
u

∑
n=1

v−1

∑
m=1

βmn −
u

∑
n=1

βvn , (A13)

B6(j, u, v) = 1−
j

∑
n=1

v−1

∑
m=1

βmn −
u

∑
n=1

βvn , (A14)

B7(j, u, v) = 1−
j

∑
n=1

v−1

∑
m=1

βnm −
u

∑
n=1

βnv (A15)

B8(u, v) = 1−
u

∑
n=1

v

∑
m=1

βmn . (A16)

Appendix B. Corner Points in Figure 16

The coordinates of the corner points of Figure 17 are specified as follows

T : (0, b1), U : (b2, b1), V : (b7, b1), W : (b3, b4),

X : ( f1, f2), Y : (b5, b6), Z : (b5, 0), (A17)

where we have defined

b1 = p1 C(s1, 0) + p2 C(s2, 0) , (A18)

b2 = q1 C(s1, s2) + q2 C(s2, s2) , (A19)

b3 = q1 ρi∗ + q2ρ̂j∗ , (A20)

b4 = p1µi∗ + p2µ̂j∗ , (A21)

b5 = q1 C(s1, 0) + q2 C(s2, 0) , (A22)

b6 = p11 C(s1, s1) + p12 C(s2, s1) + p21 C(s1, s2) + p22 C(s2, s2) , (A23)

b7 = p11 C(s1, s1) + p21 C(s2, s1) + p12 C(s1, s2) + p22 C(s2, s2) , (A24)

f1 = q1C(s1, 0) + q2

[
C
(

s2β1
12, s1 + s2β1

22

)
+ C(s2β1

22, 0)
]

, (A25)

f2 = p11C(2s1, 0) + (p12 + p21)C(s1 + s2, 0) + p22C(2s2, 0)− f1 , (A26)
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and we have defined i∗ = arg maxi µi and j∗ = arg maxj µ̂j for

µ1 = p1 C(s1, 0) + p2[C(s1 + s2, 2s1) + C(s1, 0)] , (A27)

µ2 = p1 [C(2s1, s1 + s2) + C(s2, 0)] + p2C(s2, 0) , (A28)

µ̂1 = p1 C(s1, 0) + p2[C(2s2, s1 + s2) + C(s1, 0)] , (A29)

µ̂2 = p1 [C(s1 + s2, 2s2) + C(s2, 0)] + p2C(s2, 0) , (A30)

ρ1 = C(s1, s1) , (A31)

ρ2 = C(s1, s2) ,

ρ̂1 = C(s2, s1) , (A32)

ρ̂2 = C(s2, s2) . (A33)
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