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E-M algorithm description

To complete the data we use E-M algorithm. This algorithm consists of two steps: an Expectation
step or the E-step and a Maximization step or the M-step.

We observe a data vector y. Let ¥ be the random vector corresponding to the data y. Let ® be a
parameter space and let ¥ has the probability distribution function g(y; ¥) where ¥ is a vector of
unknown parameters from 0.

Let X be a random vector corresponding to a complete-data vector x. Denote the probability
distribution function of X by g.(x; ¥). Let A and B be two samples spaces in which we observe the
data x and y respectively. We don't observe the complete vector x in A but only the incomplete vector
y = y(x) in B. Therefore we have a many-to-one mapping from A4 to B and due to the disintegration
theorem [28]

I»®) =[5, 9c(x: ¥) dx, (1)

where A(y) is a subset of A determined by the equation y = y(x). The likelihood function for ¥
formed from the observed data y is given by

L(®) = g(y;'P). @)
An estimate ® of W can be obtained by solving the log likelihood equation

OlogL(¥) 0

ow ' ©)

where log is the natural logarithm function. The E-M algorithm approaches the problem of
solving the incomplete-data log likelihood equation (3) indirectly by proceeding iteratively in terms
of complete-data log likelihood function logL.(¥), where

L(W) = gc(x; ). (4)

Since it is unobservable, it is replaced by its conditional expected value given y, using the current
fit for W.
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Let ¥® be some initial value for W. Then on the first iteration in the E-step we calculate
Q(¥, W) = Ey (logL(¥)]y)- ©

After that, in the M-step we maximize Q (¥, ¥®)) with respect to ¥ over the parameter space ©.
In other words we choose such ¥ that

Vyeo Q(PL, W) > (W, ¥©). (6)

Note that this choice doesn't have to be unique.
Thereafter steps are perform again with value ¥V in place of ¥(®). The (k + 1)th iteration of the
E-M algorithm requires in the E-step the calculation of

Q(W, W®) = Eyu (logL. (P)]y). @)

and in the M-step the choice of $**1 € ® which maximizes Q (¥, ¥®) with respect to ¥ € ©,
ie.

Vyeo QWD 90) > (W, p®), (8)
The steps are carried out until the value of
L(®D) =~ L(¥™) ©)

is smaller than arbitrarily amount in case of convergence of the sequence of likelihood values

(L (‘l’("))) . It has been shown in [29] that this sequence is nondecreasing. Therefore it is convergent,
k

if it is bounded above.



