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Abstract:



Human Immunodeficiency Virus type 1 (HIV-1) reverse transcriptase is an important target for chemotherapeutic agents against the AIDS disease. 4,5,6,7-Tetrahydro-5-methylimidazo[4,5,1-jk][1,4]benzodiazepin-2(1H)-ones (TIBO) derivatives are potent non-nucleoside reverse transcriptase inhibitors (NNRTIs). In the present work, quantitative structure-activity relationship (QSAR) analysis for a set of 82 TIBO derivatives has been investigated by means of a three-layered neural network (NN). It has been shown that NN can be a potential tool in the investigation of QSAR analysis compared with the models given in the literature. NN gave good statistical results both in fitting and prediction processes (0.861 ≤ r² ≤ 0.928, 0.839 ≤q² ≤ 0.845). The relevant factors controlling the anti-HIV-1 activity of TIBO derivatives have been identified. The results are along the same lines as those of our previous studies on HEPT derivatives and indicate the importance of the hydrophobic parameter in modeling the QSAR for TIBO derivatives.
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Introduction


The treatment of the acquired immunodeficiency syndrome (AIDS) is the most challenging worldwide medical problem. Most of the current strategies for treating AIDS depend on inhibiting HIV-1 reverse transcriptase enzyme. In this context, the non-nucleoside reverse transcriptase inhibitors (NNRTIs) gained the greatest importance because of their specificity and their low cytotoxicity [1]. NNRTIs now comprise a very large number of chemically diverse compounds including the 4,5,6,7-Tetrahydro-5- methylimidazo[4,5,1-jk][1,4]benzodiazepin-2(1H)-ones (TIBO) derivatives [2]. The general structure of TIBO derivatives is represented in Figure 1. The TIBO derivatives have been the aim of numerous quantitative structure-activity relationships (QSAR) studies [3,4,5].


Figure 1. General structure of TIBO derivatives (X, X’, Z and R: substituents).
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In fact QSAR, as a technique attempting to summarize chemical and biological information in order to generate relationships between structure and biological activity, hastens the drug design and aims to develop these compounds.



A certain number of computational techniques have been found useful for the establishment of these QSAR such as MLR [4] and CoMFA [6]. A relatively recent technique and one that shows considerable promise is that of Neural Networks (NN) [7]. As far as we are concerned there are no reports on the use NN in the QSAR studies for the TIBO derivatives.



NN are artificial systems simulating the function of the human brain where very high numbers of information-processing neurons are interconnected. NN models are designed to recognize patterns between molecular descriptors (input data) and biological activity (target data) to produce forecasts (output data). The NN offer a number of advantages over the traditional statistical methods, due to their generalization, massive parallelism and ability to offer real time solutions. In addition, NN give good results when statistical techniques reach their limitations [8], especially in handling non-linearity in data sets [9].



The application of NN appeared in several areas of chemistry and biology [7]. NN have been applied also to the investigation of several QSAR [11,12,13,14].



The purpose of the current work is to provide an application of NN to the structure-anti-HIV-1 activity relationship of TIBO compounds. The results obtained by the NN will be compared to those given, in the literature, by multiple linear regression (MLR). Thereafter, we sought to measure the contribution of each descriptor to the structure-anti-HIV-1 activity relationship.




Materials and Methods


Compounds Studied



A series of 82 TIBO compounds [4] were taken under consideration in this study. All the molecules studied had the same parent skeleton (Figure 1). The structures and anti-HIV-1 activities of these compounds were described previously [4]. The anti-HIV activity of the compounds has been expressed by the compound’s ability to protect MT-4 cells against the cytopathic effect of the virus. The concentration of the compound leading to 50% effect has been measured and expressed as IC50. The logarithm of the inverse of this parameter has been used as biological end points (log 1/C) in the QSAR studies.



Molecular Descriptors Used



In back-propagation NN, the input layer contains information concerning the data samples under study. In chemistry and biology, this information is represented by molecular descriptors. In our study, each molecule was described by 4 descriptors, which are given by Garg et al. [4]. These descriptors characterize the hydrophobic, the steric and the electronic aspects, respectively:



ClogP (or logP) : the calculated octanol/water partition coefficient of the molecule



B1(8-x): Verloop’s sterimol parameter (width parameter of the X substituent at the position 8)



IR = 1 if R = 3,3-dimethyallyl and IR = 0 for others (see Fig. 1)



Iz = 1 if Z = Oxygen and Iz = 0 if Z =Sulphur (see Fig. 1)



Neural Network



All the feed-forward NN used in this paper are three-layer networks with four units (ClogP, B1(8-x), IZ, IR ) in the input layer, a variable number of hidden neurons, and one unit (log 1/C) in the output layer. A bias term was added to the input and hidden layers. Figure 2 shows an example of the architecture of such NN. Each neuron in any layer is fully connected with the neurons of a succeeding layer. There are neither connections between the neurons within a layer nor any direct connection between those of the input and the output layers. Input and output data are normalized between 0.1 and 0.9. The sigmoid function was used as the transformation function [7]. The weights of the connections between the neurons were initially assigned with random values uniformly distributed between –0.5 and +0.5 and no momentum was added. The back-propagation algorithm was used to adjust those weights. This algorithm has been described previously [15] with a simple example of application and a detail of this algorithm is given elsewhere [7]. The learning rate was initially set to 1 and was gradually decreased until the error function could no longer be minimized.


Figure 2. 8-4-1 architecture of a three-layer neural network.
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All calculations of NN were done on 1.7 MHz Pentium 4 computer using our program written in C language.






Results and Discussion


In this work, computation, prediction and the descriptor’s contribution are considered. The first was aimed at checking the NN learning performance as well as the molecular descriptors adequacy. The second was aimed at determining the predictive ability of a trained NN. In the third session, we attempt to evaluate the importance of the descriptors used.



Computation



In a back-propagation NN the input and output neurons are known since they represent respectively, in this study, the descriptors used and the anti-HIV-1 activity. Unfortunately, there are neither theoretical results available, nor satisfying empirical rules that would enable us to determine the number of hidden layers and of neurons contained in these layers. However, for most of the applications of NN to chemistry, one hidden layer seems to be sufficient [10]. For the determination of the number of hidden neurons, some authors [16,17] have proposed a parameter ρ, which plays a major role in determining the best NN architecture. ρ is defined as follows:


[image: there is no content]











In order to avoid overfitting it is recommended that 1< ρ < 2.2 [17]. It has been claimed that for ρ << 1.0 the NN simply memorizes the data. While for ρ >> 3.0, the NN is not able to generalize. Zupan and Gasteiger [10] suggested that the number of connections in the network should be less than the number of points data.



We have then varied the number of neurons in the hidden layer to maintain ρ in the 1 < ρ <3 range. The learning performance of NN depends on the number of iterations but sufficient convergence was usually obtained after 10000 iterations. The results are reported in Table 1. In that same table the results achieved by Garg et al. [4] using the MLR method are given.



Table 1. Standard error of computation (SEC) and correlation coefficient (R²) obtained by NN trained with 82 data points.







	
Architecture

	
R²

	
SEC




	
4-5-1

	
0.910

	
0.432




	
4-6-1

	
0.924

	
0.395




	
4-7-1

	
0.925

	
0.394




	
4-8-1

	
0.924

	
0.395




	
4-9-1

	
0.923

	
0.399




	
4-10-1

	
0.922

	
0.401




	
4-11-1

	
0.927

	
0.388




	
4-12-1

	
0.923

	
0.399




	
4-13-1

	
0.928

	
0.387




	
MLR [4]

	
0.861

	
0.550










As it can be seen from Table 1, high correlation coefficients have been obtained by means of NN. It is noteworthy that all architectures tried give approximately the same value. In addition, we noticed





that in all cases the NN approach gives better results than MLR. The standard errors of calculation are lower and the correlation coefficients are higher with NN than with regression analysis. This preliminary study enables us to conclude that all the NN architectures were able to establish a satisfactory relationship between the molecular descriptors and the anti-HIV-1 activity.



Prediction



The predictive ability of an NN is its ability to give a satisfying output to a molecule not included in the examples the NN learned. To determine that predictive aspect, leave-one-out procedure has been used. In this procedure one compound is removed from the data set, the network is trained with the remaining compounds and used to predict the discarded compound. The process is repeated in turn for each compound in the data set. After leave-one-out procedure, the predictive ability of different networks was assessed by the standard error of prediction (SEP) and the leave-one-out R2 [9]. The results of this analysis are shown in Table 2. These results are satisfying and show that the NN give correct predictions. All the NN architectures and MLR method give practically the same results (R2= 0.840 and s = 0.575). These results indicate that the function mapped by the NN is not so far from linear. The NN were able to extract information from samples to develop an internal representation of the anti-HIV-1 activity of TIBO without explicitly incorporating rules into the network.



Table 2. Leave-one-out R² and standard error of prediction (SEP) obtained by NN trained with 82 data points.







	
Architecture

	
R²

	
SEP




	
4-5-1

	
0.834

	
0.586




	
4-6-1

	
0.844

	
0.567




	
4-7-1

	
0.845

	
0.565




	
4-8-1

	
0.842

	
0.571




	
4-9-1

	
0.839

	
0.576




	
4-10-1

	
0.841

	
0.573




	
4-11-1

	
0.840

	
0.575




	
4-12-1

	
0.843

	
0.570




	
4-13-1

	
0.841

	
0.572










Descriptor’s Contribution



One of the purposes of QSAR analyses is to understand the forces governing the activity of a particular class of compounds and to assist drug design. Therefore, the evaluation of the descriptors relevance proved quite interesting and useful to shed more light on the structure-anti-HIV-1 activity. That is why we choose to estimate their relative contribution. The contribution of each descriptor was estimated from the trained 4-x-1-configuration network (x=5-13) using a technique proposed by Cherqaoui et al. [15]. All architectures of NN had identical results (Figure 3).


Figure 3. Contributions of descriptors to the QSAR.
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Figure 3 indicates that the relative importance of the descriptors varied in the following order: ClogP > IZ > IR > B1(8-x). We can notice that the descriptor related to the hydrophobic property is the most important in the establishment of the QSAR of TIBO derivatives. This confirms the findings of the previous study according to which anti-HIV-1 activity is related to hydrophobic effect [4] and is along the same lines as those of our previous studies on HEPT derivatives [8]. Descriptors IZ, IR and B18-x seem to be important in the establishment of the structure-ant-HIV-1 activity relationships. So, the inhibitory activity of TIBO is also governed by electronic ( IZ) and steric effects (IR and B1(8-x)).




Conclusion


A back-propagation neural network was applied to analyze the QSAR of TIBO compounds. The results obtained show that the NN was able to establish a satisfactory relationship between the molecular descriptors and the anti-HIV activity. The NN approach would seem to have great potential for determining quantitative structure-anti-HIV-1 activity relationships and as such be a valuable tool for the chemist. The main factor controlling the anti-HIV activity of TIBO derivatives have been determined by NN. Hydrophobicity of the compounds was thus found to take the most relevant part in the molecular description.
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