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Abstract: Scene text detection task aims to precisely localize text in natural environments. At present,
the application scenarios of text detection topics have gradually shifted from plain document text to
more complex natural scenarios. Objects with similar texture and text morphology in the complex
background noise of natural scene images are prone to false recall and difficult to detect multi-
scale texts, a multi-directional scene Uyghur text detection model based on fine-grained feature
representation and spatial feature fusion is proposed, and feature extraction and feature fusion are
improved to enhance the network’s ability to represent multi-scale features. In this method, the
multiple groups of 3× 3 convolutional feature groups that are connected like the hierarchical residual
to build a residual network for feature extraction, which captures the feature details and increases the
receptive field of the network to adapt to multi-scale text and long glued dimensional font detection
and suppress false positives of text-like objects. Secondly, an adaptive multi-level feature map fusion
strategy is adopted to overcome the inconsistency of information in multi-scale feature map fusion.
The proposed model achieves 93.94% and 84.92% F-measure on the self-built Uyghur dataset and
the ICDAR2015 dataset, respectively, which improves the accuracy of Uyghur text detection and
suppresses false positives.

Keywords: natural scene image; Uyghur text detection; multi-oriented text; fine-grained feature
representation; adaptive spatial feature fusion

1. Introduction

In Xinjiang Uyghur Autonomous Region of China, Uyghur, a treasure of ethnic minori-
ties, is still the common language of most Uyghur compatriots. It records the time-honored
traditional customs and precious historical culture of the Uyghur. In natural scenes, texts
are more general and logical, which can intuitively convey high-level semantic information
and help humans analyze the content of the scene [1]. At present, the academic research
of Uyghur text detection algorithms is still in its infancy. As a front-end task of character
recognition, scene text detection is of great significance in the fields of electronic ancient
book protection [2,3], intelligent transportation [4,5], etc. Modern Uyghur adopts an im-
proved Arabic alphabet, which contains 32 basic letters and is written from right to left.
Due to the difference in the position of each basic letter before and after the composition
of words, the same letter will also have multiple variants such as single, front, double,
and back. Compared with common language texts, Uyghur words have a larger scale
change. In addition, the main structure of some letters is the same, but different letters are
distinguished by the number of upper and lower points. These upper and lower points
are easily recognized as background noise during detection, resulting in missed detection.
Furthermore, extreme-scale text often exists in the same scene image, and it is often difficult
to detect the scene text image due to the complex and changeable natural environment
conditions and shooting angle and distance. In Figure 1, we show six examples of text
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images with different scene conditions. As follows, Figure 1a–f, respectively, show text
examples in complex scenes with uneven illumination, perspective text, partial occlusion,
artistic font, multi-scale text and multi-angle tilt. The displayed images are from the scene
Uyghur text image dataset built in this paper.
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Figure 1. Difficult detection text sample. (a) Scene image with uneven illumination; (b) perspective
text in scene image; (c) scene image with partial text obscured; (d) artistic text in scene image;
(e) multiscale text in scene images; and (f) multidirectional text in scene images. (Text description
in the figure: (a) Tazhi West Road; (b) Hongfantian department store; (c) Buhaili women’s clothing,
daily necessities wholesale and retail center; (d) Burning advertisement; (e) korla ipar store, which
sells alkaline salt products; (f) This is a store that wholesales or retails clothing, cosmetics, etc.)

First of all, a major difficulty in the research of scene Uyghur text detection is that
considerable results have been achieved in the research of scene text algorithms in major
languages such as English and Chinese. However, there are few studies on Uyghur text
detection, and there is a lack of public scene Uyghur image datasets in academia. Some
researchers have tried to use synthesis methods to embed Uyghur characters in web images,
but in some synthetic images, Uyghur characters exist as a single character, which loses the
stickiness of Uyghur characters, and most synthetic image characters are of the same size,
without scale randomness, which is quite different from the real scene.

In addition, another difficulty in scene Uyghur text detection is that the scene image
text has a changeable shape and complex backgrounds, and often contains objects and
trademarks similar to the fonts, which is easy to cause false detection, and the Uyghur
words are long, and the characters also contain small upper and lower points, which means
it is easy to cause missed detection. At the same time, Uyghur words in the same street view
image will show strong scale changes and text angle inclinations. Therefore, there is a high
requirement for the expressive ability of the network with multi-scale features to correctly
distinguish text targets from complex background noise. At present, most researchers use
smaller convolution kernel [6] and residual structure [7] to stack more convolution layers
to effectively enlarge the receptive field and improve performance, but lose more of the
original image details, which has a great impact on the detection effect of small-scale text.
The main contributions of this paper are summarized as follows:

(1) First of all, aiming at the lack of public Uyghur text image datasets in academia, this
paper constructs a Uyghur text image dataset in natural scenes, and annotates it at the
word level. The dataset contains 4000 images including store signs, road signs and
other street scenes.

(2) Since there are texts of extreme sizes in the same scene image, and the text occupies
a small proportion of the area in the image, the feature information of multi-scale



Sensors 2022, 22, 4372 3 of 17

objects in the perception context is of great help for understanding local text objects. It
is beneficial to identify false detections of objects similar to text texture features. In this
paper, a text feature extraction network based on fine-grained feature representation
is proposed for the multi-scale text and the false positives of text-like objects. The net-
work gradually increases the receptive field by embedding multi-level convolutions
in the residual structure, which can increase the number of scales represented by the
output feature in a more fine-grained form, acquire the contextual information of the
text instance while capturing the features, and thus improve the efficiency of handling
Uyghur text instances with extreme scale distribution and effectively suppress the
false positives.

(3) Considering that the scales of text objects mapped by different levels of feature maps
in the Feature Pyramid Network (FPN) are different, and this inconsistency will lead
to the conflict of information between different feature scales when the features of
each level are fused. In order to reduce the interference of inconsistency on feature
learning, this paper proposes a fusion strategy based on multi-level feature weighting,
which eliminates the information conflict between positive and negative samples
caused by fusion by calculating the spatial weight of multi-level feature maps.

This paper is organized as follows:
Section 2 discusses the current research status of classical scene text detection algo-

rithms for common languages and Uyghur, respectively. Section 3 focuses on the general
framework of the method proposed in this paper, and introduces the principle of Res2Net
module and AMF strategy in detail. Section 4 shows the text detection results, and the
experimental data are evaluated and discussed. The advantages and disadvantages of the
experimental results are discussed in Section 5. Section 6 concludes and prospects the work
of this paper.

2. Related Works

With the development of the scene text detection algorithm, the method based on deep
learning breaks the limitations of traditional feature design and obtains higher detection
accuracy [8]. According to the difference of the text bounding box inference process, the
existing scene text detection models are roughly divided into two methods: segmentation-
based and regression-based. The regression-based scene text detection algorithms [9,10]
are usually similar to the common object detection algorithm. Firstly, the convolutional
networks are used to extract image features. Then, multiple anchor boxes with different
length and width scales are preset for each pixel on the convolutional layer using methods
such as the Region Proposal Network [11], to determine whether the anchor box contains a
text area, and then step by step through iterative learning. The candidate text boxes are
subjected to regression correction, and the non-maximum suppression algorithm discards
and retains redundant text prediction boxes according to the threshold to obtain the final
text box results. Ma et al. [12] proposed an RPN structure with rotation angle information
to better adapt to the detection of inclined text. Tang et al. [13] proposed the bottom-up
detection method Seglink++, which can simultaneously predict the text box components
and the attractive and repulsive connection relationship between the components, which
solves the detection problem of text boxes with extreme aspect ratios. Long et al. [14]
proposed to describe irregular text by a series of ordered disks that overlap each other
on the text centerline. The method predicts the score map of text centerline, text area,
and geometric attributes such as disk radius and angle based on the FCN network, which
further solves the problem of wrapping tightness of curved text boxes. The single-stage
detection network EAST proposed by Zhou et al. [15] directly predicts the score map and
the pixel-to-boundary distance and angle, which reduces the redundant process of the
multi-stage algorithm and greatly improves the detection speed, but the algorithm has
poor detection effect for slender text. Further, [16] proposed MOST, which adopts the
changeable convolution to dynamically adjust the positioning prediction according to the
shortcomings of the EAST network, uses the position-sensitive map up, down, left, and
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right, and adopts the non-maximum suppression algorithm to solve the problem of extreme
aspect ratio text detection. In [17], the improved YOLOv3 algorithm is proposed to use
the sliding vertex text box and MD-loss to improve the accuracy of multi-directional text
detection. In paper [18], FCENet is proposed to fit the contours of arbitrary-shaped text
boxes in the Fourier transform domain, making the inference process of text boxes simpler.
Zhao et al. [19] proposed a particle swarm optimization algorithm to simulate text shape,
and designed an instance-aware network to combine text components, which adapt to the
detection of irregular text instances.

As the regression-based detection method needs to preset a variety of anchor boxes
in advance, it has certain limitations for the detection of extreme scales and irregular text
areas. The segmentation-based text region location algorithm uses the idea of semantic
segmentation to classify the image at the pixel level. Firstly, this kind of method uses
a convolutional neural network to extract rich semantic information from scene text im-
age, then classifies text and background pixels at the pixel level to obtain the text region
segmentation maps, and finally aggregates pixel inferences belonging to the text regions
through post-processing algorithms out the prediction text box [20,21]. As the segmentation
detection algorithm has no limitation of a preset anchor box, it is good for detecting long
text and irregular shape text. Deng et al. [22] proposed the text instance segmentation
network PixelLink, which predicts the text region by pixel-by-pixel prediction of a text
score map and its probabilistic connections with surrounding pixels in eight directions.
In paper [23], SEMPANet is based on the PANet algorithm, introducing the SE module
to select beneficial feature channels, and at the same time introducing the MPA module,
which makes the bottom-up information easier to propagate to the upper layers and im-
proves the network performance. In [24], the TextField method proposes a concept of a
direction field represented by a two-dimensional vector image, which uses a direction field
to encode binary text mask and direction information that can be used to separate adjacent
text instances, which is conducive to the detection of irregular text. In paper [25], Qin
et al. Improved Mask R-CNN and proposed a full connection structure with non-shared
weights, which uses global information to distinguish text regions. In [26], the TextBPN
method uses the encoder composed of GCN and RNN to learn the topology of the text
area, and iterative refinement solves the problem of noise in the outline of the text box.
Liao et al. proposed the segmentation-based algorithm DBNet [27], which simplifies the
post-processing algorithm by using the differentiable binarization of pixels and enhances
the robustness of binary graphs, but it lacks the use of multi-scale feature representation
and spatial information, which limits its text region positioning ability.

At present, the text detection methods in common languages have achieved ideal
results, while the research on Uyghur text detection is still in the development stage.
Yan et al. [28] proposed FASTroke algorithm for stroke extraction according to the differ-
ence between the color, texture and background of Uyghur characters, and introduced a
component-level classifier to reduce the false detection of text instances. Its comprehensive
evaluation index F-measure for Uyghur text line detection can reach 83%. Based on a fully
convolutional network, Fang et al. [29] used three RPNs to directly generate text-line-level
candidate boxes so that the network could learn the baseline features of Uyghur texts, and
at the same time, it could reduce the errors caused when words were merged into sentences,
and improve the detection accuracy. Its comprehensive index can reach 85.5%.

3. Methods

Based on DBNET, this paper segmented the text instance at the pixel level and con-
verted the predicted probability graph to the binary graph by differentiable binarization
threshold to obtain the final text box. The detection process was divided into three steps:
feature extraction, feature fusion and text box reasoning. The proposed text detection
method focuses on feature extraction and feature fusion. Firstly, based on the Res2Net [30]
structure, this paper constructs multi-level residual class connections in a separate bot-
tleneck structure, and convolutes with detailed division to expand the receptive field
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range of each submodule and capture the multi-scale features of the image. Secondly, the
spatial feature fusion algorithm [31] based on a feature pyramid network [32] is used to
eliminate the conflict of positive and negative sample information between multi-scale
feature maps by calculating the weight of spatial features, so that the feature maps to
be detected have more detailed positioning information and semantic information. The
structure of the multi-directional scene Uyghur text detection model proposed in this paper
is shown in Figure 2.
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Figure 2. The framework of the proposed text detection model. It includes a Res2Net backbone
network for feature extraction; an AMF feature fusion module and a text box reasoning module based
on DB method.

3.1. Fine-Grained Feature Extraction Module

Generally, the text area occupies a small proportion of the natural scene images, mostly
narrow quadrilaterals, and the Uyghur text symbols have strong scale changes. Therefore,
the designed feature extraction network can describe the multi-scale representation of
text using a wide receptive field, which is very important to distinguish text objects from
complex background noise.

Different from the defects of residual network and other networks that use a large
receptive field, which makes the details of low-resolution feature maps relatively rough, and
thus has poor detection effect on small text objects. In this paper, the Res2Net network is
introduced to enhance the receptive field. The algorithm redesigns the bottleneck structure
based on the overall framework of ResNet50, which replaces the 3 × 3 convolution in
the standard bottleneck structure with the 3 × 3 convolution group based on multi-level
residual architecture to increase the receptive field inside the residual block, to obtain
finer-grained scale features of different levels in the image. Its network structure is shown
in Figure 3.

Firstly, the output feature map after 1 × 1 convolution is evenly divided into s feature
map subsets in the channel dimension. The larger the scale dimension is, the richer
its receptive field, the more features it learns, and the stronger its representation ability
for multi-scale text areas. In this experiment, s is set as 4, 6, and 8, respectively, for
comparison. The experimental results are shown in Section 4. We denote the feature subsets
as Xi, i∈{1, 2, . . . , s}, which has the same size, but the channel number is 1/s of the input
feature map. In the experiment, the channel width of the feature subset is set to 26. In
order to reuse part of the original features and reduce the parameter calculation, X1 is not
convoluted, and each remaining Xi corresponds to a convolution of 3 × 3, defined as Ki(),
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whose output is recorded as Yi. The feature subset Xi is added with the output of Yi−1()
and then fed into Ki(). Yi can be described as follows:

Yi =


Xi i = 1
Ki(Xi) i = 2
Ki(Xi + Yi−1) 2 < i ≤ s

(1)

Then, connect the output Yi of each stage using concat function and finally send it
to 1 × 1 convolution. Each level of the 3 × 3 convolution operation can fuse the feature
information of all the previous channels so that each Res2Net can obtain a different number
of feature combinations and different receptive field sizes, which can improve the ability
of the whole model detection and segmentation of objects in the image with a more fine-
grained feature description.
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Figure 3. Hierarchical architecture of bottleneck blocks. On the left is the bottleneck block structure in
the original residual network. In this paper, the intermediate convolution of the standard bottleneck
structure is replaced by the multi-level convolution group on the right.

3.2. Adaptive Multi-Level Feature Fusion Module

Since the feature fusion network FPN is used to detect text, large text instances are
usually mapped in the low-resolution feature map and small text instances are mapped
in the high-resolution feature maps. When a positive sample is detected in the feature
map of one level, the corresponding area of other levels may just be the background area,
which will lead to the influence of both positive and negative samples in the gradient when
the FPN algorithm performs backpropagation. Therefore, when the image includes large
and small objects at the same time in the training process, the information in the feature
map of each layer of the pyramid structure is not synchronized with each other, which will
adversely interfere with the gradient transmission and affect the detection effect.

As shown in Figure 4, in the process of feature fusion, the features of different levels
are first input into the pyramid structure, and the feature maps are up-sampled from the
feature map C1 with the lowest resolution in turn, and the horizontal 1 × 1 convolution is
performed. Add the same size fi to obtain four levels of fusion features C1, C2, C3 and C4,
with sizes of 1/4, 1/8, 1/16 and 1/32 of the original image, respectively. Then, according to
the adaptive multi-level feature fusion method, the size adjustment and adaptive fusion of
each feature map are carried out, respectively. In the first step, feature map size adjustment
refers to adjusting the resolution of the feature map on other different levels n (n 6= l)
by using down-sampling based on pooling and convolution and up-sampling based on
interpolation for the specified l-layer, so that it has the same scale size as the feature map Xl
of the specified l-layer. The up-sampling strategy uses a 1 × 1 convolution to adjust the
channel dimension of the feature map to make it consistent with level l, and then obtains the
feature maps with different resolution multiples by adjusting the spatial size scaling factor
in the nearest neighbor interpolation method. For down-sampling, a 3 × 3 convolution
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with stride of 2 is used to compress the feature map size to 1/2 of the original feature
map, and the channel dimension is adjusted at the same time. For the down-sampling
of 1/4 ratio, a maximum pooling is performed first, and then a 3 × 3 convolutional layer
with a stride of 2 is used to further reduce the image resolution. For the 1/8 scale, it is
obtained by performing two convolutions after the pooling layer. In the second step, we
will adaptively fuse the feature maps of each level adjusted according to the target size.
The fusion calculation formula is as follows:

yl
ij = αl

ijx
1→l
ij + βl

ijx
2→l
ij + γl

ijx
3→l
ij + µl

ijx
4→l
ij (2)

where xn→l
ij represents the feature vector at (i, j) of the feature map adjusted from layer n

to layer l, and x1→l
ij , x2→l

ij , x3→l
ij , x4→l

ij represent the feature map after scaling from levels
1, 2, 3 and 4, respectively. α, β, γ, µ are the weight parameters of four levels, which are
obtained by convolution calculation of the feature map after adjusting the size, and after
the four parameters are connected by concat function, softmax calculation is carried out to
normalize the weight value to the range of [0, 1], and the sum of the four weights is 1. The
normalization calculation is shown in Equation (3):

αl
ij =

e
λl

αij

e
λl

αij + e
λl

βij + e
λl

γij + e
λl

µij

(3)

where λl
αij

, λl
βij

, λl
γij

, λl
µij

are the control parameters. The feature fusion strategy based on
adaptive multi-level weighting can adaptively combine all levels of features according to
the weight of each layer on each scale, so that the network can directly learn the method
of filtering positive and negative sample conflicts in the spatial dimension, set the weight
of the corresponding background level to 0, and only retain the effective information for
aggregation to improve the scale invariance of features. Finally, concatenate the fused
feature maps {Y1, Y2, Y3, Y4} of the four levels to obtain the feature map for predicting the
text border, which is 1/4 of the size of the original map.
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3.3. Text Bounding Boxes Inferencing

In this paper, the improved segmentation-based method DBNet is used to infer the text
position in the complex scene images, and the feature map is predicted through training
and learning to obtain a threshold map and a probability score map, then an approximate
binary map is calculated according to the score map and threshold map, and finally we
obtain the text bounding box.

As the binary image obtained by the traditional preset fixed threshold has the dis-
advantage of non-differentiability, the DB algorithm uses the calculation method of an
approximate step function to adaptively binarize each pixel in the image. As can be seen
from Figure 5, through threshold learning and differentiable operation, the threshold trans-
formation is put into the network for training to obtain a more robust binary image, which
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can better distinguish the text area and background while simplifying the post-processing.
The approximate binary mapping formula of the (i, j) position is as follows:

B̂i,j =
1

1 + e−k(Pi,j−Ti,j)
(4)

where Pi,j and Ti,j represent the pixel values at the positions of probability map and threshold
map (i, j), respectively, and k represents the magnification factor, which is set to 50.
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The segmentation of text area and background noise is essentially a binary classifica-
tion task. When binary cross-entropy is used as its classification loss, the DB function is
shown in Equation (5):

f (x) =
1

1 + e−kx (5)

where x = Pi,j − Ti,j, (if x > 0, it is a positive sample, otherwise it is a negative sample), the
loss functions l+ and l− of positive and negative samples and their partial derivatives to
input x are shown in Equations (6) and (7), respectively.

l+ = − log 1
1+e−kx

l− = − log(1− 1
1+e−kx )

(6)

∂l+
∂x = −k f (x)e−kx

∂l−
∂x = k f (x)

(7)

In the training process, the prediction of probability map and the generation of binary map
are supervised by the same label. The generation method is as follows: shrink the label G of the
original box inward by D offset distance to obtain the shrinkage box Gs. We label the pixels in
the Gs box as 1 and the pixels outside the box as 0. The offset is calculated as follows:

D =
A(1− r2)

L
(8)

Firstly, expand the D distance of the original label g outward to obtain the expansion
frame Gd, calculate the minimum value of the distance from the pixel to each edge in the
area from Gs to Gd, divide it by the offset D, normalize it, and then subtract the value with
1 to obtain a value in the interval of [0, 1], that is, the pixel label. Since the label of threshold
graph t cannot be 1 or 0, scale the value from 1 to 0.7 and expand from 0 to 0.3.

Finally, a threshold of 0.2 can be used for the approximate binary graph or probability
graph to obtain the text-connected domain, and then the connected domain can be enlarged
according to Equation (9) to obtain the final predicted text bounding box.

D′ =
A′ × r′

L′
(9)
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where, r′ is a super parameter, set to 1.5, L′ represents the perimeter of the connected
domain, and A′ represents the area of the connected domain.

In this paper, binary cross-entropy loss is used as probability map loss Ls and binary
map loss Lb, and the difficult case mining training strategy with a positive and negative
sample ratio of 1:3 is adopted. The calculation formula is as follows:

Ls = Lb = ∑
i∈Sl

yi log xi + (1− yi) log(1− xi) (10)

L1 distance loss is used as the loss function Lt of the threshold diagram, and the
calculation process is shown in Equation (11):

Lt = ∑
i∈Rd

|y∗i − x∗i | (11)

The total training loss L is shown in Equation (12):

L = Ls + αLb + βLt (12)

where parameter α set to 1, β set to 10.

4. Results
4.1. Datasets

In this paper, the database adopts the open English data set ICDAR2015 [33] of text
detection and recognition competition and the Uygur text detection data set of complex scenes
collected locally. ICDAR2015 dataset contains 1500 scene images, including 1000 for training
and 500 for testing. These images are captured by Google glasses at a relatively low resolution.
The dataset contains a large number of small and fuzzy text instances, which are tilted at
various angles, and provide annotations in the form of words. The self-built Uyghur scene
image dataset contains 4000 multi-angle images. According to the ratio of 6:2:2, it is divided
into 2400 image training sets, 800 image verification sets and test sets. These images are
collected in the form of shooting, including advertising banners, road signs, store signs and
other street scenes. Due to different shooting angles, distances and other environments, the
text in the image has the characteristics of multi-scale and multi-directional tilt. In addition,
these texts are marked at the Uyghur word level, and the labels are the horizontal and vertical
coordinates of the four clockwise vertices of the text box and the text content saved in txt
format. The annotation of the Uyghur data set is shown in Figure 6.
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Figure 6. Annotation example of Uyghur dataset. The image on the left is the annotation box of visual
Uyghur words, and the image on the right is the coordinates of the four vertices of the annotation
text box and the corresponding text content. (Text description in the figure: Tazhi West Road and
Burning advertisement.)
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According to the text area characteristics of the self-built scene Uyghur dataset, this
paper makes quantitative statistics on the tilt angle of the multi-directional text box and
the area of multi-scale text box, respectively. The statistical results are shown in Figures 7
and 8, respectively.
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Figure 7. Proportion of text bounding boxes with different tilt angles. In this paper, the tilt angle of
the text box is divided into 11 intervals with an interval of 10 degrees, ‘+’ represents the tilt of the text
box to the left and ‘−’ represents the tilt to the right.
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Number of multi-scale text bounding boxesFigure 8. Proportion of text bounding boxes with different text area. In this paper, the area value
of pixel level in label text box is used to reflect the size of text scale. The pixel area of text box
is divided into 11 intervals with an interval of 2000 square pixels for quantitative statistics. The
area unit is pixel2.

As can be seen from the above statistical Figure 7, in the self-built scene Uyghur
dataset, 83% of the text boxes are in the range of 10◦ left and right tilt, 13.82% of the
multi-directional text boxes are in the range of 10◦ to 20◦, and nearly 4% of the text boxes
are in the range of large tilt, and the tilt angle exceeds 20◦. Generally speaking, the tilt angle
of the text boxes in the self-built scene Uyghur dataset is basically in the range of 40◦ left
and right tilt. A few text instances have a tilt angle greater than 40 degrees.

In Figure 8, the text box in the self-built Uyghur text dataset has a largescale span, a
very small area and a high degree of two-level differentiation. The text box with an area
of less than 2000 square pixels accounts for 33%, the text box with an area of more than
14,000 square pixels accounts for 11.34%, and 5.68% of the text box has a scale of more
than 20,000 square pixels. It can be seen that the self-built Uyghur text data set has a high
challenge for the detection of extreme size text.
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4.2. Evaluation Criteria and Implementation Details

In the experiment, precision, recall, F-measure and Frames Per Second (FPS) are used
to evaluate the text detection results. To determine whether the prediction is correct by
comparing the Intersection Over Union (IOU) value of the predicted text box with the
corresponding label box is greater than the set threshold value, which is set to 0.5. The
calculation formula is as follows:

IOU =
pred ∩ gt
pred ∪ gt

(13)

where pred represents the area of the predicted text box and gt represents the area of the
label text box. The number of real text boxes predicted as text boxes are recorded as
TP, the number of real text boxes predicted as background areas are recorded as FP, the
number of background areas predicted as text boxes are recorded as FN, and the number of
background areas predicted as the background are recorded as TN, then the calculation
formula of comprehensive values of precision, recall and F-measure are as follows:

P =
TP

TP + FP
(14)

R =
TP

TP + FN
(15)

F =
2× P× R

P + R
(16)

In addition to evaluating the precision of text detection, having a fast detection speed
is also very important for real-time text detection. In this paper, the FPS index is used to
evaluate the detection speed of the algorithm, that is, the number of pictures that can be
processed per second.

The video card model of the experimental computer in this paper is a single NVIDIA
GeForce RTX 2080ti graphics card with 11 G video memory; Intel(R)Core(TM)i9-7980XE
CPU, 2.6 GHz and 36 GB of memory; the system is Ubuntu 18.04; we use the Pytorch
framework to compile the code with Python 3.7; and the compiler is Pycharm of community
version 2021.1. In the process of the experiment, firstly, the pretraining model of the
Res2Net network on the ImageNet dataset is used as the initialization parameter of the
feature extraction network. Before training, the image is preprocessed, and its size is
adjusted to 640 × 640. The training batch size is set to 4. During the training, we use the
WarmupPolyLR strategy to reduce the learning rate. The warmup epoch is set to 3; the
initial learning rate is set to 0.001, and AdamW optimizer is used.

4.3. Selection Strategy of Hierarchical Scale “s” of Residual Block and Ablation Study

Based on the DBNet text detection algorithm, this paper improves the feature extrac-
tion and feature fusion module. To evaluate the comprehensive performance of the model,
according to the proposed Res2-AMF text detection model, aiming at the hierarchical
strategy of bottleneck blocks and improved modules in a residual network, experiments
are carried out on public data sets and self-built Uyghur datasets, and the experiments all
use the same evaluation index.

4.3.1. Selection Strategy of Hierarchical Scale “s” of Residual Block

In this paper, the selection strategy of the scale s of the convolution integration layer
in the bottleneck structure in the feature extraction network is tested. In the experiment, s
is set to 4, 6, and 8, respectively. The results are shown in Table 1.
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Table 1. The influence of residual block stratification scale.

Method
ICDAR2015 Uyghur Dataset

P R F FPS P R F FPS

DBNet + Res2 + AMF-4s 88.25 81.84 84.92 18.91 96.55 91.47 93.94 22.81
DBNet + Res2 + AMF-6s 89.51 81.02 85.05 16.03 96.20 91.90 94.01 18.23
DBNet + Res2 + AMF-8s 90.12 82.18 85.97 12.75 96.87 92.42 94.59 12.71

It can be seen from Table 1, on the two datasets, the precision, recall and F-measure
indexes of the model are improved with the increase of the hierarchical scale s. Compared
with s = 4, when s is set to 6, the F-measure of model is improved slightly, but on the public
English dataset ICDAR2015 and the self-built Uyghur dataset, the detection speed FPS is
reduced by 2.88 frames per second and 4.58 frames per second, respectively. When s is
set to 8, the indexes of P, R and F are improved by 1.87%, 0.34%, and 1.05%, respectively,
on the ICDAR2015 dataset, but the detection speed decreases by 6.16 frames per second.
The combined metrics improve by 0.65% on the Uyghur dataset, but there is a significant
decrease in speed of 10.1 frames per second. It can be seen that the larger the control
parameter s is, the number of channels divided increases, so that each level of feature map
has richer receptive fields, and its multi-scale representation ability is stronger, but with the
increase of the middle 3 × 3 convolution number of residual blocks, the detection rate also
decreases significantly. Therefore, the hierarchical scale of the residual block is set to 4 in
the experiment.

4.3.2. Ablation Study

Aiming at the two modules of fine-grained feature extraction network and adaptive
multi-level feature map fusion network, ablation experiments are carried out on public
data sets and self-built Uygur data sets. To verify the effectiveness of the module proposed
in this paper, a network model using the Res2Net module, AMF module and two modules
at the same time is designed, which is compared with the baseline method DBNet based on
the segmentation method. The experimental results are shown in Table 2. It can be seen
that the DBNet + Res2 + AMF method can reach 84.92% and 93.94% on ICDAR2015 and
F-measure on the self-built Uyghur dataset, respectively, which verifies the effectiveness of
the performance of our proposed method.

Table 2. Ablation experiments of different modules.

Method ICDAR2015 Uyghur Dataset

Res2Net AMF P R F FPS P R F FPS

× × 89.82 78.60 83.83 22.32 95.71 91.23 93.42 26.35√
× 89.98 80.00 84.70 20.42 96.13 91.59 93.80 24.55

×
√

89.89 80.10 84.71 21.29 96.04 91.43 93.68 24.77√ √
88.25 81.84 84.92 18.91 96.55 91.47 93.94 22.81

In Table 2, four sets of ablation experiments are shown. Each row represents a group of
experiments, and the symbols “

√
” and “×” in the first two columns represent the presence

or absence of the module in that column, respectively. The following conclusions can be
drawn from the experimental results:

1. In the first group of experiments, as shown in the second row of the table, only the
Res2Net module is used for feature extraction in the text detection algorithm based
on DBNet. Res2Net module improves the multi-scale representation ability at the fine-
grained level, and gradually expands the receptive field in multiple convolutions to
capture the details and global features on the feature map. It can be seen from Table 1,
the Res2Net module significantly improves the performance of the text detection
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model. It improves the recall and F-measure on the ICDAR2015 dataset by 1.41% and
0.87%, respectively, and improves the precision and F-measure on the Uyghur dataset
by 0.42% and 0.38%, respectively.

2. In the second group of experiments, as shown in the third row of the table, after
only adding the adaptive multi-level feature fusion module, it can be seen from the
experimental results that the performance gains of 0.88% and 0.26% are brought on
the F values of the two data sets, respectively. Therefore, it can be seen that the AMF
module can learn the method of filtering positive and negative sample conflicts in
the spatial dimension during the training process, and suppress the inconsistency of
multi-scale targets on the feature maps of different network levels.

3. In the third group of experiments, this paper adopts the network model of DBNet +
Res2 + AMF according to the characteristics of text boxes in two datasets. Compared
with using a single module, its comprehensive performance has been improved to
a certain extent. In addition, compared with the baseline method, the recall and
F-measure of the DBNet + Res2 + AMF model on the ICDAR2015 dataset increased by
3.24% and 1.09%. On the Uyghur dataset, its precision and F-measure are improved
by 0.84% and 0.52%. It can be seen that using two improved modules at the same time
is more conducive to improving the text detection performance.

4.4. Comparison with Classical Method

Based on the baseline method DBNet and the proposed improved algorithm, this
paper extracts the text region on the public dataset ICDAR2015 and the self-built Uyghur
dataset. The experimental visualization results are shown in Figure 9.
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Figure 9. The visualization results of this method and baseline method on different datasets. (a) The
text detection example on the public English dataset ICDAR2015; (b) the text detection example on
self-built Uyghur dataset. (Text description in the figure (b) are Simayi hair salon; Xireniayi nutritious
food; Romantic local food and Tebiaihesan rehabilitation center)

In columns 1 and 2 of Figure 9, the baseline method mistakenly considers the brand
trademark or horizontal and vertical stripe objects similar to the font of the text as text
instances. In columns 3 and columns 4, DBNet misses the detection of text instances in
the text areas with small scale, fuzzy and occlusion, and the detection effect is poor. This
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method adopts the improved algorithm based on DBNet, and uses the 3 × 3 convolution
feature group connected by multi-level hierarchical residuals to increase the receptive field,
so that the feature representation has rich detail information, greatly improves the detection
effect of small and medium-sized text and text area with large aspect ratio in the image, and
can effectively suppress false positives. It proves that this method has better performance
in text detection of Uyghur scenes.

4.4.1. Text Detection on ICDAR2015 Dataset

Based on the baseline method DBNet and the proposed improved algorithm, this
paper extracts the text region on the public dataset ICDAR2015, and the experimental
results are shown in Table 3.

Table 3. The results of text detection on ICDAR2015 dataset.

Method P R F FPS

EAST(VGG16 +
RBOX) [15] 80.46 72.75 76.41 6.52

RRPN [12] 82.17 73.23 77.44 -
SegLink++ [13] 86.30 73.70 79.50 9.50
TextSnake [14] 84.90 80.40 82.60 1.10
PixelLink [22] 85.50 82.00 83.87 3.00
TextField [24] 84.30 83.90 84.10 1.80
FCENet [18] 84.20 85.10 84.60 -

DBNet +
ResNet18 88.03 78.01 82.72 38.93

DBNet +
ResNet50 89.82 78.59 83.83 22.32

DBNet + Res2 89.98 80.00 84.70 20.42
DBNet + Res2 +

AMF 88.25 81.84 84.92 18.91

ICDAR2015 dataset is an English scene text dataset, which contains a large number of
tiny and fuzzy text examples. As shown in Table 3, compared with various text detection
algorithms, the F-measure of the method in this paper achieves the best performance of
84.92%, which is 1.09% higher than the baseline algorithm. The precision and recall are
88.25% and 81.84%, respectively, where the recall is only 0.16% lower than the highest
PixelLink method. However, in order to distinguish text instances, the segmentation
method PixelLink needs to classify the foreground and background of each pixel and predict
the connection relationship between adjacent pixels, which has a high post-processing
calculation cost. The method in this paper uses the differential binarization function that
can be learned in training to classify the pixels directly, and its prediction of the text instance
area surrounded by the text score map is more accurate. Therefore, compared with other
text detection algorithms, it can simplify the post-processing process of text box inferencing
and improve the detection speed. It can be seen from the table that the detection speed of
the method used in this paper is generally higher than the text box regression algorithm,
and 6.3 times faster than the PixelLink method.

4.4.2. Text Detection on Uyghur Dataset

In this paper, EAST, DBNet and the improved algorithm proposed are used to test
the self-built Uyghur scene text detection dataset. The text detection results are shown
in Table 4.

Self-built Uyghur datasets mostly contain multi-scale and multi-directional perspective
text. This paper uses EAST, DBNet and the improved algorithm proposed to test on the
self-built Uygur scene text detection dataset. The text detection results are shown in Table 4.
When DBNet + Res2 + AMF detection algorithm is used, the highest accuracy, recall, and
F1 composite metrics can be achieved with 96.55%, 91.47%, and 93.94%, respectively. It
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can be seen that using the Res2 + AMF module improves 0.84% and 0.52% in accuracy and
F-value compared to the DB + ResNet50 model, and although the DB + ResNet18 model
has a greater advantage in detection speed, the DB + Res2 + AMF model has a higher
performance gain of 2.17%, 2.95% and 2.58%, while the method in this paper has a greater
performance gain than the single-stage regression detection algorithm EAST. In addition,
because the Res2 module is an improved algorithm based on ResNet50, compared to the
Resnet18 network its structure is more complex and the network depth deepens, which
increases the amount of computation and also has an impact on the detection speed, but the
Res2 module uses a smaller set of four-level convolution instead of the 3 × 3 convolution in
the bottleneck structure, thus the algorithm in this paper is slightly lower in detection speed
than the DBNet + ResNet50 algorithm 3.54 frames/second. In this paper, the convolution
operation of the multi-level residual structure is introduced into the classical scene text
detection algorithm. Due to the overlapping of the receptive fields, the text instance target
can be captured at multiple scales, which strengthens the representation of the global
semantic information by the feature map, and is effective for the detection of multi-scale
Uyghur text. At the same time, the fine-grained feature capture method plays a great role
in the identification of text-like objects and occluded texts.

Table 4. The results of text detection on Uyghur dataset.

Method P R F FPS

EAST(VGG16 + RBOX) 82.68 88.44 85.46 1.16
DBNet + ResNet18 94.38 88.52 91.36 45.16
DBNet + ResNet50 95.71 91.23 93.42 26.35

DBNet + Res2 96.13 91.59 93.80 25.36
DBNet + Res2 + AMF 96.55 91.47 93.94 22.81

5. Discussion

DBNet is a classical and commonly used text detection algorithm. In this paper, we
make further optimization of the DBNet method according to the extreme scale distribution
of scene text, pseudo-recall and other problems, and we adopt the fine-grained feature
description algorithm Res2Net to gradually expand the perceptual field of the feature map,
so that it can better adapt to the feature description of multi-scale text targets. Meanwhile,
our proposed adaptive multi-level feature fusion strategy contributes to the detection
accuracy of text. Due to the different resolutions of the feature maps of different scale
text maps, the information conflicts in the fusion process are generated. By controlling
the weights, the weights of the corresponding background levels are reset to 0, and only
valid information is retained for aggregation to improve the scale invariance of features.
Comparing with the classical text detection models in recent years, our proposed method
effectively improves the text detection accuracy with the combination of two modules, and
its comprehensive index reaches 93.94% on the Uyghur dataset and 84.92% F-value on
the public dataset ICDAR2015, and still achieves 18.91 fps, faster than most algorithms,
in terms of detection speed. This is a great advantage in real time detection, autonomous
driving and other practical scenarios.

6. Conclusions

In this paper, a scene Uyghur text image dataset is constructed for the Uyghur text
detection task. Secondly, the proposed text detection model consists of three parts: feature
extraction, feature fusion, and text box inference. Based on the DBNet method, we improve
the baseline algorithm in the two stages of feature extraction and feature fusion. To address
the problems of difficult detection of multiscale adherent Uyghur text in scene images
and easy false detection of objects with similar texture and text in complex backgrounds,
we propose to use the Res2Net module, divide the feature description into finer modules,
capture the contextual information of the target while extracting multiscale features, im-
prove the ability of the whole model to detect and segment targets in images, and better
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consider the combination of different numbers of multiscale features in the residual blocks
and the impact on the detection accuracy of multiscale text. Further, for the inconsistency
of information in the feature fusion process of the baseline model itself, the adaptive
multi-level feature fusion strategy is used to improve the scale invariance of features by
adaptively learning spatial fusion weights during the training process, which can balance
the information at different levels in the multi-scale feature map and filter out negative
sample information. Finally, we infer the text boxes by post-processing such as differen-
tiable binarization calculations. The method in this paper can achieve accurate localization
of text boxes and has advantages in detection speed. In future work, we can embed the
text detection model into the text recognition module to achieve real-time localization
and recognition of scene images, which can be useful in fields such as automatic driving,
paperless office, and network opinion monitoring.

Author Contributions: Conceptualization, Y.W.; methodology, Y.W.; software, Y.W.; validation, Y.W.
and H.M.; formal analysis, Y.W.; investigation, Y.W. and X.X.; resources, X.X.; data curation, Y.W.
and H.M.; writing—original draft preparation, Y.W.; writing—review and editing, Y.W. and H.M.;
visualization, Y.W.; supervision, A.A. and K.U.; All authors have read and agreed to the published
version of the manuscript.

Funding: This research was funded by National Science Foundation of China (NSFC) under Grant
No. 61862061, 62061045 and 61563052.

Data Availability Statement: The ICDAR2015 public dataset used in this article is available at
http://rrc.cvc.uab.es/?ch=4. (accessed on 1 May 2022), The self-built scene Uyghur text image
dataset used in this paper has not been made public and it belongs to the Academy and will be
released soon.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Liu, X.; Meng, G.; Pan, C. Scene Text Detection and Recognition with Advances in Deep Learning: A Survey. Int. J. Doc. Anal.

Recognit. 2019, 22, 143–162. [CrossRef]
2. Rani, N.; Pruthvi, T.; Rao, A.; Bipin, N. Automated Text Line Segmentation and Table Detection for Pre-Printed Document Image

Analysis Systems. In Proceedings of the 3rd International Conference on Signal Processing and Communication, Singapore,
11–12 January 2021.

3. Zhao, J.; Wang, Y.; Xiao, B.; Shi, C.; Jia, F.; Wang, C. Detect GAN: GAN-Based Text Detector for Camera-Captured Document
Images. Int. J. Doc. Anal. Recognit. 2020, 23, 267–277. [CrossRef]

4. Bulatov, K.; Fedotova, N.; Arlazarov, V. An Approach to Road Scene Text Recognition with Per-Frame Accumulation and Dynamic
Stopping Decision. In Proceedings of the Thirteenth International Conference on Machine Vision, Rome, Italy, 2–6 November 2020.

5. Sun, W.; Du, Y.; Zhang, X.; Zhang, G. Detection and Recognition of Text Traffic Signs above the Road. Int. J. Sens. Netw. 2021, 35,
69–78. [CrossRef]

6. Simonyan, K.; Zisserman, A. Very Deep Convolutional Networks for Large-Scale Image Recognition. arXiv 2014, arXiv:1409.1556.
7. He, K.; Zhang, X.; Ren, S.; Sun, J. Deep Residual Learning for Image Recognition. In Proceedings of the IEEE/CVF Conference on

Computer Vision and Pattern Recognition, Las Vegas, NV, USA, 26–30 June 2016; pp. 770–778.
8. Long, S.; He, X.; Yao, C. Scene Text Detection and Recognition: The Deep Learning Era. Int. J. Comput. Vis. 2021, 129, 161–184.

[CrossRef]
9. Zhong, Z.; Sun, L.; Huo, Q. Improved Localization Accuracy by LocNet for Faster R-CNN Based text Detection. In Proceedings of

the 14th IAPR International Conference on Document Analysis and Recognition (ICDAR), Kyoto, Japan, 9–15 November 2017;
pp. 923–928.

10. Wang, Y.; Xie, H.; Zha, Z.; Xing, M.; Fu, Z.; Zhang, Y. Contournet: Taking a Further Step Toward Accurate Arbitrary-Shaped
Scene Text Detection. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Seattle, WA,
USA, 14–19 June 2020; pp. 11753–11762.

11. Ren, S.; He, K.; Girshick, R.; Sun, J. Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks. IEEE
Trans. Pattern Anal. Mach. Intell. 2017, 39, 1137–1149. [CrossRef] [PubMed]

12. Ma, J.; Shao, W.; Ye, H.; Wang, L.; Wang, H.; Zheng, Y.; Xue, X. Arbitrary-Oriented Scene Text Detection Via Rotation Proposals.
IEEE Trans. Multimed. 2018, 20, 3111–3122. [CrossRef]

13. Tang, J.; Yang, Z.; Wang, Y.; Zheng, Q.; Xu, Y.; Bai, X. Seglink++: Detecting Dense and Arbitrary-Shaped Scene Text by
Instance-Aware Component Grouping. Pattern Recognit. 2019, 96, 106954. [CrossRef]

http://rrc.cvc.uab.es/?ch=4
http://doi.org/10.1007/s10032-019-00320-5
http://doi.org/10.1007/s10032-020-00358-w
http://doi.org/10.1504/IJSNET.2021.113626
http://doi.org/10.1007/s11263-020-01369-0
http://doi.org/10.1109/TPAMI.2016.2577031
http://www.ncbi.nlm.nih.gov/pubmed/27295650
http://doi.org/10.1109/TMM.2018.2818020
http://doi.org/10.1016/j.patcog.2019.06.020


Sensors 2022, 22, 4372 17 of 17

14. Long, S.; Ruan, J.; Zhang, W.; He, X.; Wu, W.; Yao, C. TextSnake: A Flexible Representation for Detecting Text of Arbitrary Shapes.
In Proceedings of the 15th European Conference on Computer Vision, Munich, Germany, 8–14 September 2018; pp. 19–35.

15. Zhou, X.; Yao, C.; Wen, H.; Wang, Y.; Zhou, S.; He, W.; Liang, J. EAST: An Efficient and Accurate Scene Text Detector. In Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA, 21–26 July 2017; pp. 5551–5560.

16. He, M.; Liao, M.; Yang, Z.; Zhong, H.; Tang, J.; Cheng, W.; Bai, X. MOST: A Multi-Oriented Scene Text Detector with Local-
ization Refinement. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Web Meeting,
19–25 June 2021; pp. 8813–8822.

17. Xiao, L.; Zhou, P.; Xu, K.; Zhao, X. Multi-Directional Scene Text Detection Based on Improved YOLOv3. Sensors 2021, 21, 4870.
[CrossRef]

18. Zhu, Y.; Chen, J.; Liang, L.; Kuang, Z.; Jin, L.; Zhang, W. Fourier Contour Embedding for Arbitrary-Shaped Text Detection.
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Web Meeting, 19–25 June 2021;
pp. 3123–3131.

19. Zhao, F.; Shao, S.; Zhang, L.; Wen, Z. A Straightforward and Efficient Instance-Aware Curved Text Detector. Sensors 2021, 21, 1945.
[CrossRef]

20. Wang, W.; Xie, E.; Song, X.; Zang, Y.; Wang, W.; Lu, T.; Shen, C. Efficient and Accurate Arbitrary-Shaped Text Detection with
Pixel Aggregation Network. In Proceedings of the IEEE/CVF International Conference on Computer Vision, Seoul, Korea,
27 October–2 November 2019; pp. 8440–8449.

21. Wang, W.; Xie, E.; Li, X.; Hou, W.; Lu, T.; Yu, G.; Shao, S. Shape Robust Text Detection with Progressive scale Expansion
Network. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Long Beach, CA, USA,
15–21 June 2019; pp. 9336–9345.

22. Deng, D.; Liu, H.; Li, X.; Cai, D. PixelLink: Detecting Scene Text Via Instance Segmentation. In Proceedings of the AAAI
Conference on Artificial Intelligence, New Orleans, LA, USA, 2–7 February 2018.

23. Li, S.; Cao, W. SEMPANet: A Modified Path Aggregation Network with Squeeze-Excitation for Scene Text Detection. Sensors 2021,
21, 2657. [CrossRef] [PubMed]

24. Xu, Y.; Wang, Y.; Zhou, W.; Wang, Y.; Yang, Z.; Bai, X. Textfield: Learning a Deep Direction Field for Irregular Scene Text Detection.
IEEE Trans. Image Process. 2019, 18, 5566–5579. [CrossRef] [PubMed]

25. Qin, X.; Zhou, Y.; Guo, Y.; Wu, D.; Tian, Z.; Jiang, N.; Wang, H.; Wang, W. Mask Is All You Need: Rethinking Mask R-CNN for
Dense and Arbitrary-Shaped Scene Text Detection. In Proceedings of the 29th ACM International Conference on Multimedia,
Lisbon, Portugal, 20–24 October 2021; pp. 414–423.

26. Zhang, S.; Zhu, X.; Yang, C.; Wang, H.; Yin, X. Adaptive Boundary Proposal Network for Arbitrary Shape Text Detection. In
Proceedings of the IEEE/CVF International Conference on Computer Vision, Web Meeting, 11–17 October 2021; pp. 1305–1314.

27. Liao, M.; Wan, Z.; Yao, C.; Chen, K.; Bai, X. Real-Time Scene Text Detection with Differentiable Binarization. In Proceedings of the
AAAI Conference on Artificial Intelligence, New York, NY, USA, 7–12 February 2020; pp. 11474–11481.

28. Yan, C.; Xie, H.; Chen, J.; Zha, Z.; Hao, X.; Zhang, Y.; Dai, Q. A fast Uyghur Text Detector for Complex Background Images. IEEE
Trans. Multimed. 2018, 20, 3389–3398. [CrossRef]

29. Fang, S.; Xie, H.; Chen, Z.; Zhu, S.; Gu, X.; Gao, X. Detecting Uyghur Text in Complex Background Images with Convolutional
Neural Network. Multimed. Tools Appl. 2017, 76, 15083–15103. [CrossRef]

30. Gao, S.; Cheng, M.; Zhao, K.; Zhang, X.; Yang, M.; Torr, P. Res2net: A New Multi-Scale Backbone Architecture. IEEE Trans. Pattern
Anal. Mach. Intell. 2019, 43, 652–662. [CrossRef] [PubMed]

31. Liu, S.; Huang, D.; Wang, Y. Learning Spatial Fusion for Single-Shot Object Detection. arXiv 2019, arXiv:1911.09516.
32. Lin, T.; Piotr, D.; Girshick, R.; He, K.; Hariharan, B.; Belongie, S. Feature Pyramid Networks for Object Detection. In Proceedings

of the IEEE Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA, 21–26 July 2017; pp. 2117–2125.
33. Karatzas, D.; Gomez-Bigorda, L.; Nicolaou, A.; Ghosh, S.; Bagdanov, A.; Iwamura, M.; Valveny, E. ICDAR 2015 Competition on

Robust Reading. In Proceedings of the 13th International Conference on Document Analysis and Recognition (ICDAR), Nancy,
France, 23–26 August 2015; pp. 1156–1160.

http://doi.org/10.3390/s21144870
http://doi.org/10.3390/s21061945
http://doi.org/10.3390/s21082657
http://www.ncbi.nlm.nih.gov/pubmed/33918964
http://doi.org/10.1109/TIP.2019.2900589
http://www.ncbi.nlm.nih.gov/pubmed/30802859
http://doi.org/10.1109/TMM.2018.2838320
http://doi.org/10.1007/s11042-017-4538-8
http://doi.org/10.1109/TPAMI.2019.2938758
http://www.ncbi.nlm.nih.gov/pubmed/31484108

	Introduction 
	Related Works 
	Methods 
	Fine-Grained Feature Extraction Module 
	Adaptive Multi-Level Feature Fusion Module 
	Text Bounding Boxes Inferencing 

	Results 
	Datasets 
	Evaluation Criteria and Implementation Details 
	Selection Strategy of Hierarchical Scale “s” of Residual Block and Ablation Study 
	Selection Strategy of Hierarchical Scale “s” of Residual Block 
	Ablation Study 

	Comparison with Classical Method 
	Text Detection on ICDAR2015 Dataset 
	Text Detection on Uyghur Dataset 


	Discussion 
	Conclusions 
	References

