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Abstract: Artificial intelligence (AI) and language models such as ChatGPT-4 (Generative Pretrained
Transformer) have made tremendous advances recently and are rapidly transforming the landscape of
medicine. Cardiology is among many of the specialties that utilize AI with the intention of improving
patient care. Generative AI, with the use of its advanced machine learning algorithms, has the
potential to diagnose heart disease and recommend management options suitable for the patient.
This may lead to improved patient outcomes not only by recommending the best treatment plan but
also by increasing physician efficiency. Language models could assist physicians with administrative
tasks, allowing them to spend more time on patient care. However, there are several concerns with
the use of AI and language models in the field of medicine. These technologies may not be the most
up-to-date with the latest research and could provide outdated information, which may lead to an
adverse event. Secondly, AI tools can be expensive, leading to increased healthcare costs and reduced
accessibility to the general population. There is also concern about the loss of the human touch and
empathy as AI becomes more mainstream. Healthcare professionals would need to be adequately
trained to utilize these tools. While AI and language models have many beneficial traits, all healthcare
providers need to be involved and aware of generative AI so as to assure its optimal use and mitigate
any potential risks and challenges associated with its implementation. In this review, we discuss the
various uses of language models in the field of cardiology.

Keywords: language models; artificial intelligence; ChatGPT; generative artificial intelligence;
generative language models; cardiology; medical education; patient outcomes

1. Introduction

Artificial intelligence (AI) is changing the way medicine is practiced. AI refers to the
capability of machines to do tasks that require human intelligence, such as recognizing
speech, making decisions, and learning [1]. This is accomplished through the use of
algorithms, computer programs that can process data and make predictions based on
patterns in that data. One of the most intriguing applications of AI in natural language
processing has resulted in the creation of complex language models [2]. Language models
are AI systems that use machine learning algorithms to comprehend and produce text
like a human. Their sophisticated design enables them to create logical and contextually
appropriate text by learning language structure and patterns from vast amounts of text
data that is used to train the language models [3].

Language models are created using a process called machine learning, which involves
training a computer program to recognize patterns in data. In the case of language models,
the program is trained on a large dataset of text, such as books, online articles, or social
media posts. The program uses sophisticated statistical methods to identify patterns in the
language, such as the probability of certain words appearing together or the likelihood of
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a particular sentence structure. Once the program is trained, it can be used for a variety
of tasks. One common use of language models is in natural language processing (NLP),
which involves analyzing and understanding human language [4]. For example, a language
model can be used to automatically summarize a long text document or to extract key
information from a customer support chat conversation. Another use of language models
is in speech recognition, where they are used to convert spoken language into text [5].
This is particularly useful for virtual assistants like Siri or Alexa, which rely on language
models to understand and respond to user requests. Language models can also be used
for machine translation, where they are used to automatically translate text from one
language to another [6]. This is a particularly challenging task, as languages have different
grammatical structures and idioms that can be difficult to translate accurately. However,
recent advances in language models have led to significant improvements in machine
translation accuracy. Finally, language models are increasingly being used in research to
analyze text data and to generate new insights [7,8].

A number of uses for language models exist, such as chatbots, sentiment analysis,
and language translation [9]. One of the most well-known language models is OpenAI’s
ChatGPT-4 (Generative Pre-trained Transformer 4), which is capable of writing various
texts such as poetry, essays, and even computer code [10]. BERT (Bidirectional Encoder
Representations from Transformers) is another language model created by Google and is
capable of comprehending the context and meaning of words in a sentence [11].

Language models have recently entered the medical field and have the potential
to completely change how healthcare providers communicate with patients. Language
models can be used to automate administrative tasks, enhance patient outcomes, and
even help with medical diagnosis [2]. Medical records and other types of healthcare
data can be analyzed using language models, which can reveal information about patient
outcomes and available treatments. Accurately diagnosing and foreseeing the progression
of cardiovascular diseases (CVDs) is one of cardiology’s biggest challenges. To gain insights
into the diagnosis and treatment of CVDs, AI-powered language models have the capacity
to analyze vast amounts of patient data, including medical records, test results, and clinical
observations. This review aims to identify the various uses of language models in the field
of cardiology.

2. Language Models in Cardiology
2.1. Medical Diagnosis and Decision Support

AI and language models have the potential to revolutionize medical diagnosis and
decision support in cardiology by analyzing vast amounts of medical data and assisting
healthcare professionals in making more accurate diagnoses and treatment decisions.
Analyzing medical images like echocardiograms, angiograms, and electrocardiograms
(ECGs) is one way that AI and language models can assist in cardiology. It is possible
to train AI algorithms to recognize patterns in these images that may be challenging for
human clinicians. AI can be used, for instance, to identify abnormalities in ECGs that may
be a sign of heart failure, ischemic heart disease, or arrhythmias [12].

Language models can also help in cardiology by analyzing patient medical records
and other relevant data, such as family history and lifestyle factors [13,14]. Language
models can identify patterns in this data that may be indicative of certain cardiovascular
conditions or risk factors, enabling clinicians to make more accurate diagnoses and treat-
ment recommendations. For example, language models can analyze patient data to predict
the risk of developing cardiovascular disease and recommend appropriate lifestyle modifi-
cations or medications to reduce that risk. They can aid in early diagnosis and treatment
by identifying patients who are most at risk of contracting specific cardiac diseases. Lan-
guage models can guide healthcare providers on the appropriate questions to ask patients.
Figure 1 gives an example of the follow-up questions necessary to appropriately diagnose
a patient presenting with symptoms of shortness of breath and orthopnea from ChatGPT-4.
Secondly, language models can assist in identifying potential red-flag symptoms that may
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require urgent treatment. ChatGPT-4 was able to appropriately identify potential red flag
symptoms in patients presenting with shortness of breath and orthopnea (Figure 2). The
responses provided by ChatGPT-4 are appropriate starting points for healthcare providers.
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Figure 2. A response from ChatGPT-4 for the question “Patient presents with shortness of breath and
orthopnea. What are some red flag symptoms?” [15].

In addition to diagnosis, AI and language models can also assist in decision support
by analyzing medical data and providing personalized treatment recommendations in
cardiology. For example, AI can be used to analyze patient data and identify the most
effective treatment options for a particular cardiovascular condition, based on factors such
as the patient’s age, medical history, and genetic profile. AI can also help monitor patients
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with implanted devices such as pacemakers or defibrillators and alert clinicians to potential
issues or malfunctions.

A potential concern about language models is patients self-diagnosing and treating
their symptoms. Interestingly, ChatGPT-4 did not suggest any medications or treatments
when asked about it but instead recommended visiting a healthcare provider (Figure 3).
From a healthcare provider’s perspective, ChatGPT-4 was able to suggest medications used
to treat heart failure but did not provide a specific medication or prescription (Figure 4).
These responses from ChatGPT-4 are appropriate as there is always a concern about patients
self-treating their symptoms or conditions without consulting healthcare providers. From
the healthcare provider’s perspective, although the responses were correct, they were not
the gold-standard goal-directed medical therapy. This could have been due to the lack of
training of ChatGPT-4 on the various guidelines or the lack of a specific prompt. It is crucial
to make sure that the training data used to create language models is not only correct but
also up-to-date to provide the most accurate response.
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What medications should I take to get better?” [15].

Language models can guide healthcare providers on the appropriate questions to
ask patients during consultations, in addition to identifying at-risk patients. Language
models can help healthcare providers narrow down potential diagnoses and suggest
appropriate treatment plans by analyzing the patient’s symptoms, medical history, and
other relevant information.

Despite these benefits, there are some important considerations to keep in mind while
utilizing language models. The language models are limited to the quality and quantity
of data used to train them, which may limit their ability to make accurate predictions or
recommendations. Secondly, as language models rely only on information provided, they
may be biased and fail to account for all relevant factors that may influence a patient’s
diagnosis or treatment plan. Lastly, language models may be incapable of accounting for
the nuances and complexities of individual patient cases especially rare pathologies or
uncommon presentations, leading to incorrect recommendations or diagnoses.
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2.2. Patient Communication and Education

AI and language models can also help in patient communication and education in the
field of cardiology. By analyzing patient data, these technologies can provide personalized
recommendations to patients, help them understand their medical conditions, and improve
their adherence to treatment plans.

One way that AI and language models can help in patient communication and edu-
cation in cardiology is by providing tailored education materials for patients [16,17]. For
example, a language model could analyze a patient’s medical records and generate per-
sonalized educational content that explains their specific condition, treatment options, and
potential risks and benefits. This can help patients better understand their diagnosis and
treatment, which may lead to increased adherence to treatment plans and improved out-
comes. By using language models, it is possible to produce patient education materials that
are easy to comprehend and accessible to a range of patients. They can be used to generate
individualized health recommendations and provide patients with real-time feedback on
their health based on patient data. An example of educational material about heart failure
is seen in Figure 5. These responses can be tailored to patients’ specific education levels,
interests, and prognoses. By utilizing language models, healthcare providers can provide
patients with appropriate personalized explanations and written materials compared to
utilizing a general text for all patients.

AI can also be used to develop chatbots or other conversational interfaces that can
interact with patients and answer their questions in real time. For example, a patient
with a heart condition could interact with a chatbot that provides information about their
specific condition, medication, and lifestyle recommendations. The chatbot could also offer
reminders for medications or appointments, which could help patients adhere to their
treatment plans and manage their condition more effectively.
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Figure 5. A response from ChatGPT-4 for the question “Explain the diagnosis, treatment, and
prognosis of heart failure in simple terms” [15].

In addition, AI and language models can analyze patient data to identify patterns
and provide proactive recommendations for lifestyle modifications [18]. For example, a
language model could analyze a patient’s medical records and lifestyle data to identify
factors that contribute to their cardiovascular disease risk, such as smoking, obesity, or lack
of exercise. The model could then provide personalized recommendations for diet and
exercise modifications, which could help patients improve their cardiovascular health.

There are some pitfalls that healthcare providers need to understand when using
language models. There is a chance that language models may provide inaccurate or
irrelevant information which can lead to misunderstanding or misinterpretation of medical
information. Language models may also struggle to provide information in different
languages, and these will need to be verified by a medical translator before providing it
to the patient. Lastly, language models may also be limited by their inability to account
for an individual patient’s unique needs and preferences. It is essential that any material
generated through the use of AI be reviewed by an appropriately credentialed provider to
assure accuracy.

2.3. Medical Education and Training

AI and language models can also help in medical education and training in the field
of cardiology. These technologies can analyze large amounts of medical data and provide
insights and recommendations to healthcare professionals, enabling them to make more
accurate diagnoses and treatment decisions. One way that AI and language models can
help in medical education and training in cardiology is by providing access to educational
materials and resources. For example, a language model could analyze medical textbooks,
research papers, and other resources to provide healthcare professionals with the latest
information about cardiovascular conditions and treatment options. This could help
clinicians stay up-to-date on the latest advances in cardiology and provide the best possible
care to their patients.
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AI can also be used to develop virtual training tools and simulations for healthcare
professionals. For example, a virtual training tool could simulate a patient with a cardiac
condition and allow healthcare professionals to practice diagnosing and treating the con-
dition in a realistic setting. This could help clinicians develop their skills and improve
their confidence in managing cardiovascular conditions. Language models can be used
to create educational materials for medical students and healthcare professionals. By sim-
ulating real-world clinical scenarios, they can help train medical professionals to make
more accurate diagnoses and treatment decisions. Language models are able to create
simulated cases and questions for varying levels of training in the healthcare field. An
example case created by ChatGPT-4 is shown in Figure 6. Additionally, ChatGPT-4 was able
to generate three questions about the case for different levels of training such as medical
students, residents, and cardiology fellows. ChatGPT-4 also provided answers for all of
those questions (Figure 7). The case and the follow-up questions generated by ChatGPT-4
were appropriate in terms of context and the various levels of training.

In addition, AI and language models can analyze patient data to identify patterns
and provide insights into the most effective treatment options for specific cardiovascular
conditions. This could help healthcare professionals develop more effective treatment plans
and improve patient outcomes. For example, a language model could analyze patient data
to identify the most effective medications and dosages for a patient with heart failure.

There are limitations to the use of language models in education. Language models
may not be able to provide the same level of hands-on experience and exposure to real-
world clinical scenarios compared to traditional teaching models. Language models may
also have difficulty accounting for cultural or contextual factors that may influence medical
practice and patient outcomes.
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2.4. Streamlining Administrative Tasks

AI and language models can also help streamline administrative tasks in the field
of cardiology. By automating routine administrative tasks, these technologies can free
up time for healthcare professionals to focus on patient care and improve efficiency in
healthcare operations.

One way that AI and language models can help streamline administrative tasks in
cardiology is by automating documentation and record-keeping. For example, a language
model could be used to automatically transcribe physician notes and patient medical
records, reducing the need for manual data entry and allowing healthcare professionals to
spend more time with their patients. This could also improve accuracy and reduce the risk
of errors in patient records.

Generative AI will be able to offload many medical provider tasks that have robbed
healthcare providers of their central role of interacting with our patients on a humanistic
level [19]. The never-ending task of composition and completion of medical records for
appropriate documentation is an essential endeavor and will be augmented and improved
by utilizing AI. AI can be utilized to update progress notes, summarize the results of
various tests, and write discharge summaries. An example discharge summary written by
ChatGPT-4 is in Figure 8. Although, the discharge summary was appropriate, ChatGPT-
4 added additional information that was not provided in the input. This may lead to
misleading information and healthcare providers need to be aware of these flaws. This
can potentially be prevented by providing in-depth input that includes all the essential
information and training ChatGPT-4 to avoid adding additional information.

Additionally, other regulatory and required tasks such as obtaining pre-approvals and
filing appeals for medical care will be made easier for providers by utilizing generative AI.
The automation of these tasks will allow physicians to spend more time caring for patients
and improving patient outcomes.

Another great area of benefit will be in the gathering, synthesis, and summarization
of ever-increasing amounts of data for each patient to make sure nothing is missed in
the consideration of the differential diagnosis [20,21]. By freeing up providers from these
and many more time-consuming and low-value tasks, care providers will be able to fo-
cus more attention on patient interaction through the ideal gathering of an appropriate
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history and performance of a complete physical exam. By focusing on this, maintenance
of the emotional intelligence central to the humanistic approach in medicine is assured.
Additionally, assuring a collaborative healthcare environment for interprofessional teams
requires optimal communication, role clarification, and optimal relationships between team
members [22,23]. These qualities require time to develop.
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Figure 8. A response from ChatGPT-4 for the question “Write a discharge summary for a 65-year-old
male with a past medical history significant for hypertension and a prior myocardial infarction
admitted to the hospital for heart failure exacerbation for three days. Initial CXR showed pulmonary
edema and the patient was treated with Lasix” [15].

AI can also be used to develop predictive analytics tools that can help healthcare orga-
nizations better manage patient populations. For example, a predictive analytics tool could
analyze patient data and identify those who are at high risk of developing cardiovascular
disease. Healthcare organizations can then proactively reach out to these patients with pre-
ventative care measures, such as lifestyle recommendations and early interventions, before
their conditions worsen. In addition, AI and language models can help improve communi-
cation and collaboration between healthcare professionals. For example, a language model
could be used to automatically schedule appointments, coordinate patient care between
different healthcare providers, and manage electronic health records. This could improve
efficiency and reduce the risk of miscommunication between healthcare professionals.

3. Discussion

ChatGPT-4, especially when used with chatbots, is the perfect tool for human-machine
conversations because of its ability to generate meaningful text. In this manuscript, we
demonstrate how ChatGPT-4 can be used within the field of cardiology [15]. The use of
language models and AI in medicine has the potential to enhance physician productivity
and improve patient outcomes. The diagnosis and management of various cardiovascular
diseases could be aided by AI and language models in the field of cardiology. To gain
insights into the diagnosis and treatment of conditions, language models can analyze
enormous amounts of patient data, including medical records, test results, and clinical
observations [24]. By identifying patients who are most likely to develop particular cardiac
diseases, language models can help medical professionals in the early diagnosis and
treatment of cardiac conditions [25,26]. They can assist in identifying potential red flag
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symptoms that may require urgent treatment and instruct healthcare professionals on the
right questions to ask patients during consultations.

In cardiology, the use of language models can help with medical diagnosis and
decision-making [27,28]. By examining the patient’s symptoms, medical history, and
other pertinent data, they can aid healthcare professionals in reducing the number of
potential diagnoses and making suitable treatment recommendations. AI can also assure
that the diagnostic imaging performed on cardiology patients is scrutinized and evaluated
appropriately [29]. Additionally, language models can be used to create patient education
materials that are simple to understand and useful for a variety of patients.

Although AI and language models have several benefits in clinical practice, it is
important to acknowledge and address the limitations of their use. One concern is that these
technologies might not always reflect the most up-to-date scientific information and may
offer out-of-date information. Secondly, the cost of AI tools may result in higher healthcare
expenditures and less accessibility for the general public [30]. Since some patients might
feel uncomfortable if their care is solely determined by computer-driven recommendations,
it’s also crucial to take the doctor-patient relationship into account. Additionally, due
to inadequate representation in the training data, language models may not have the
necessary knowledge in cases involving uncommon pathologies or presentations [31,32].
As a result, healthcare professionals must be cautious when utilizing AI, use their clinical
judgment, and interpret the language model’s recommendations in light of the particular
circumstances surrounding each patient.

It is important to acknowledge both the strengths and weaknesses of AI in cardiol-
ogy. By reducing the number of possible diagnoses and offering suggested treatments,
language models like ChatGPT-4 can help medical professionals in diagnosing and treating
patients [16]. Large patient data sets are processed efficiently and expertly by language
models, allowing them to identify associations and provide insightful information. Health-
care providers can increase productivity and improve decision-making by making use of
AI capabilities [33]. However, it is imperative to keep in mind that AI should not replace
the role of healthcare professionals. In order to provide patients with the best care possible,
clinical judgment and the human touch are still crucial. While language models are capable
of data analysis, they might ignore the contextual factors that affect treatment choices.
A balance must be struck between using AI as a tool to support clinical expertise and
providing healthcare professionals with insightful information while ensuring that final
decisions are made jointly by healthcare providers and patients. Maintaining trust and
preserving the doctor-patient relationship are facilitated by open discussions about the
role of AI in healthcare and transparency with patients, which ultimately results in safe,
efficient, and individualized care.

Language models are powerful tools that have been trained using vast amounts of
data to understand and generate human language. The quality and quantity of the data
they are trained on, however, have a limit on how accurate and useful their predictions
or recommendations can be. In the case of language models used in healthcare, the data
used to train them is frequently restricted to electronic health records (EHRs) or medical
literature, which may not accurately capture the entire scope of clinical practice or the
complexity of individual patients. These restrictions could lead to bias in language models
or a failure to consider all relevant factors that might influence a patient’s diagnosis or
course of treatment. For example, language models may not have access to all relevant
lab results, imaging studies, or other diagnostic tests, which can be critical in making
an accurate diagnosis. Additionally, language models may not be able to consider the
context of a patient’s individual circumstances, such as their medical history, lifestyle, or
social determinants of health. Furthermore, language models may be particularly prone
to inaccuracies in cases where patients have rare pathologies or unusual presentations.
This is because these cases may not be well-represented in the training data, meaning
that the language model may not have sufficient knowledge to make accurate predictions



Int. J. Environ. Res. Public Health 2023, 20, 6438 11 of 14

or suggestions. In such cases, healthcare providers must use their clinical judgment and
expertise to evaluate the language model’s recommendations and adjust them accordingly.

The selection of appropriate training data is of utmost importance in generating
optimal outputs. In the context of language models, using high-quality and diverse training
data can significantly enhance the accuracy and relevance of the generated text. Making
sure to use relevant and trustworthy medical data is essential for producing trustworthy
and medically sound information when it comes to applications of language models in
the medical field, like ChatGPT. The quality and relevance of the training data used have
a significant impact on the accuracy and reliability of AI-generated insights. The use of
comprehensive and high-quality medical data must be given top priority in the healthcare
industry for patient safety. Data from EHRs, peer-reviewed medical journals, and only
other reliable sources should be included. AI models like ChatGPT can produce more
accurate and trustworthy information by utilizing substantial and comprehensive datasets,
empowering healthcare professionals to make wise decisions and give patients the best
care possible. The meticulous selection and curation of training data play a vital role in
maintaining the integrity and trustworthiness of AI applications in the medical field. It is
worth noting that ChatGPT has demonstrated impressive capabilities, including passing
medical board exams, which highlights the potential of language models to assist and
augment healthcare professionals [34].

It is essential to understand that language models are not a replacement for human
healthcare providers. While they can be powerful tools to augment clinical decision-making,
they should be used in conjunction with a provider’s clinical judgment and expertise.
Ultimately, it is the responsibility of the healthcare provider to ensure that the care they
provide is safe, effective, and personalized to the individual needs of each patient.

As AI and language models become more prevalent in healthcare, it is crucial that
healthcare professionals receive adequate training to use these tools effectively. This
training should cover not only the technical aspects of using AI but also the ethical and
legal implications of its use. The healthcare professionals who use AI tools must understand
the strengths and limitations of the technology, the importance of verifying its accuracy,
and how to interpret the results generated by the tool. This training should also include
discussions on the potential biases and limitations of AI and how these could impact
patient care. Proper training is especially important because improper use of AI technology
could have negative consequences for patient outcomes. For example, relying solely on
a language model’s recommendation could lead to misdiagnosis or incorrect treatment
decisions, potentially harming patients. Additionally, if the AI model is not properly
trained or verified, it may produce inaccurate or misleading results that could lead to
unintended consequences. Another potential risk is the impact of AI on the doctor-patient
relationship. Patients may become concerned if they feel that their care is being determined
solely by a machine, rather than by a human healthcare professional who can provide
a personalized approach. It is essential to note that while AI can be a powerful tool in
healthcare, it is not a replacement for healthcare professionals. The use of AI should be
viewed as an augmentation of clinical decision-making rather than a replacement for it.
Ultimately, the healthcare professional is responsible for the care and well-being of their
patients, and they must use their clinical judgment to interpret the results generated by AI
tools and provide individualized care to each patient.

The major limitation of this study is that many of the ideas presented are hypothetical
and reflect the perspectives of the authors. This is partly because language AI is still
in its early stages in terms of its application to cardiology aspects. While ChatGPT-4,
particularly when used with chatbots, is a valuable tool for human-machine conversations
and generating meaningful text, its specific application to the field of cardiology may still
require further development and validation.
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4. Conclusions

In summary, language models have a range of uses and benefits in cardiology, includ-
ing medical diagnosis and decision support, patient communication and education, and
medical education and training. These benefits can improve patient outcomes, enhance
medical education, and advance clinical research in the field of cardiology. While language
models have these positives, there are also several pitfalls and limitations. These limita-
tions should be carefully considered and addressed to ensure the safe and effective use of
language models in cardiology.

5. Future Directions

Although language models like ChatGPT-4 have a lot of potential in the field of
cardiology, a lot of work needs to be completed to create more precise and customized
language models. Future research should focus on enhancing the quantity and quality of
training data as well as adding more diverse types of data to language models, such as
social determinants of health, wearable device data, and genomic data. This might aid
in addressing some of the shortcomings and biases present in language models currently
used in healthcare.

The incorporation of language models into clinical decision-making workflow is a
crucial area for future research. This would entail creating intuitive dashboards and user
interfaces that facilitate access to and interpretation of language model results by healthcare
professionals. Further work needs to be conducted on creating more complex algorithms
that can produce predictions or recommendations as well as explain their justification. This
would promote transparency and trust in language models used in the healthcare industry.

Last but not least, future studies should focus on addressing some of the moral and
legal issues that come up when using language models in healthcare. This might entail
establishing uniform protocols for the application of language models in clinical settings as
well as dealing with concerns about patient privacy and consent. Research also needs to be
conducted on creating more thorough methods for assessing the security and effectiveness
of language models in healthcare.

In conclusion, even though there are still many obstacles to be overcome, the applica-
tion of language models in cardiology has the potential to completely alter how medical
care is provided. With continued research and development, language models could help
improve patient outcomes and enhance physician productivity.

Author Contributions: Conceptualization, A.N.M.; methodology, investigation, writing—original
draft preparation, writing—review and editing, and visualization, D.G. and A.N.M. All authors have
read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: We acknowledge the use of OpenAI’s GPT-4 in the preparation of this manuscript.
All work has been cited appropriately.

Conflicts of Interest: The authors declare no conflict of interest.

Declaration of Generative AI and AI-assisted technologies in the writing process: During the
preparation of this work the authors used ChatGPT-4 in order to provide insight into language
models utilities and responses. After using ChatGPT-4, the authors reviewed and edited the content
as needed and take full responsibility for the content of the publication.



Int. J. Environ. Res. Public Health 2023, 20, 6438 13 of 14

References
1. McGrow, K. Artificial intelligence: Essentials for nursing. Nursing 2019, 49, 46–49. [CrossRef] [PubMed]
2. Davenport, T.; Kalakota, R. The potential for artificial intelligence in healthcare. Futur. Health J. 2019, 6, 94–98. [CrossRef]

[PubMed]
3. Janssen, B.V.; Kazemier, G.; Besselink, M.G. The use of ChatGPT and other large language models in surgical science. BJS Open

2023, 7, zrad032. [CrossRef] [PubMed]
4. Nadkarni, P.M.; Ohno-Machado, L.; Chapman, W.W. Natural language processing: An introduction. J. Am. Med. Inform. Assoc.

2011, 18, 544–551. [CrossRef] [PubMed]
5. Madahana, M.C.; Khoza-Shangase, K.; Moroe, N.; Mayombo, D.; Nyandoro, O.; Ekoru, J. A proposed artificial intelligence-based

real-time speech-to-text to sign language translator for South African official languages for the COVID-19 era and beyond: In
pursuit of solutions for the hearing impaired. S. Afr. J. Commun. Disord. 2022, 69, e1–e11. [CrossRef] [PubMed]

6. Popel, M.; Tomkova, M.; Tomek, J.; Kaiser, Ł.; Uszkoreit, J.; Bojar, O.; Žabokrtský, Z. Transforming machine translation: A deep
learning system reaches news translation quality comparable to human professionals. Nat. Commun. 2020, 11, 4381. [CrossRef]

7. Lahat, A.; Shachar, E.; Avidan, B.; Shatz, Z.; Glicksberg, B.S.; Klang, E. Evaluating the use of large language model in identifying
top research questions in gastroenterology. Sci. Rep. 2023, 13, 4164. [CrossRef]

8. Zhang, R.; Pakhomov, S.V.; Lee, J.T.; Melton, G.B. Using language models to identify relevant new information in inpatient clinical
notes. AMIA Annu. Symp. Proc. 2014, 2014, 1268–1276.

9. Linardatos, P.; Papastefanopoulos, V.; Kotsiantis, S. Explainable AI: A Review of Machine Learning Interpretability Methods.
Entropy 2020, 23, 18. [CrossRef]

10. Sezgin, E.; Sirrianni, J.; Linwood, S.L. Operationalizing and Implementing Pretrained, Large Artificial Intelligence Linguistic
Models in the US Health Care System: Outlook of Generative Pretrained Transformer 3 (GPT-3) as a Service Model. JMIR Med.
Inform. 2022, 10, e32875. [CrossRef]

11. Kades, K.; Sellner, J.; Koehler, G.; Full, P.M.; Lai, T.Y.E.; Kleesiek, J.; Maier-Hein, K.H. Adapting Bidirectional Encoder Representa-
tions from Transformers (BERT) to Assess Clinical Semantic Textual Similarity: Algorithm Development and Validation Study.
JMIR Med. Inform. 2021, 9, e22795. [CrossRef]

12. Siontis, K.C.; Noseworthy, P.A.; Attia, Z.I.; Friedman, P.A. Artificial intelligence-enhanced electrocardiography in cardiovascular
disease management. Nat. Rev. Cardiol. 2021, 18, 465–478. [CrossRef]

13. Houssein, E.H.; Mohamed, R.E.; Ali, A.A. Heart disease risk factors detection from electronic health records using advanced NLP
and deep learning techniques. Sci. Rep. 2023, 13, 7173. [CrossRef]

14. Sheikhalishahi, S.; Miotto, R.; Dudley, J.T.; Lavelli, A.; Rinaldi, F.; Osmani, V. Natural Language Processing of Clinical Notes on
Chronic Diseases: Systematic Review. JMIR Med. Inform. 2019, 7, e12239. [CrossRef]

15. Chat Generative Pre-Trained Transformer-4. 2023. Available online: https://chat.openai.com/chat (accessed on 28 April 2023).
16. Eysenbach, G. The Role of ChatGPT, Generative Language Models, and Artificial Intelligence in Medical Education: A Conversa-

tion With ChatGPT and a Call for Papers. JMIR Med. Educ. 2023, 9, e46885. [CrossRef]
17. Ricci, L.; Villegente, J.; Loyal, D.; Ayav, C.; Kivits, J.; Rat, A. Tailored patient therapeutic educational interventions: A patient-

centred communication model. Health Expect. 2022, 25, 276–289. [CrossRef]
18. Shoenbill, K.; Song, Y.; Craven, M.; Johnson, H.; Smith, M.; Mendonca, E.A. Identifying patterns and predictors of lifestyle

modification in electronic health record documentation using statistical and machine learning methods. Prev. Med. 2020, 136,
106061. [CrossRef]

19. Tortez, L.M.; Quinlan, P.S.; Makaryus, A.N.; George, C.; Caruso, V.; Gilman, S.; Ricardo, A.; Fornari, A. The long-term impact
of an interprofessional humanistic faculty development programme: A qualitative investigation. J. Eval. Clin. Pract. 2020, 26,
738–746. [CrossRef]

20. Gupta, M.D.; Kunal, S.; Girish, M.; Gupta, A.; Yadav, R. Artificial intelligence in cardiology: The past, present and future. Indian
Heart J. 2022, 74, 265–269. [CrossRef]

21. D’Costa, A.; Zatale, A. AI and the cardiologist: When mind, heart and machine unite. Open Hear. 2021, 8, e001874. [CrossRef]
22. Wei, H.; Corbett, R.W.; Ray, J.; Wei, T.L. A culture of caring: The essence of healthcare interprofessional collaboration.

J. Interpro. Care 2020, 34, 324–331. [CrossRef] [PubMed]
23. Rider, A.E.; Chou, C.; Abraham, C.; Weissmann, P.; Litzelman, D.K.; Hatem, D.; Branch, W. Longitudinal faculty development to

improve interprofessional collaboration and practice: A multisite qualitative study at five US academic health centres. BMJ Open
2023, 13, e069466. [CrossRef] [PubMed]

24. Yang, X.; Chen, A.; PourNejatian, N.; Shin, H.C.; Smith, K.E.; Parisien, C.; Compas, C.; Martin, C.; Costa, A.B.; Flores, M.G.; et al.
A large language model for electronic health records. NPJ Digit. Med. 2022, 5, 194. [CrossRef] [PubMed]

25. Ulloa-Cerna, A.E.; Jing, L.; Pfeifer, J.M.; Raghunath, S.; Ruhl, J.A.; Rocha, D.B.; Leader, J.B.; Zimmerman, N.; Lee, G.; Steinhubl,
S.R.; et al. rECHOmmend: An ECG-Based Machine Learning Approach for Identifying Patients at Increased Risk of Undiagnosed
Structural Heart Disease Detectable by Echocardiography. Circulation 2022, 146, 36–47. [CrossRef] [PubMed]

26. Kumar, Y.; Koul, A.; Singla, R.; Ijaz, M.F. Artificial intelligence in disease diagnosis: A systematic literature review, synthesizing
framework and future research agenda. J. Ambient. Intell. Humaniz. Comput. 2022, 14, 8459–8486. [CrossRef]

27. Alabdaljabar, M.S.; Hasan, B.; Noseworthy, A.P.; Maalouf, J.F.; Ammash, N.M.; Hashmi, S.K. Machine Learning in Cardiology: A
Potential Real-World Solution in Low- and Middle-Income Countries. J. Multidiscip. Health 2023, 16, 285–295. [CrossRef]

https://doi.org/10.1097/01.NURSE.0000577716.57052.8d
https://www.ncbi.nlm.nih.gov/pubmed/31365455
https://doi.org/10.7861/futurehosp.6-2-94
https://www.ncbi.nlm.nih.gov/pubmed/31363513
https://doi.org/10.1093/bjsopen/zrad032
https://www.ncbi.nlm.nih.gov/pubmed/36960954
https://doi.org/10.1136/amiajnl-2011-000464
https://www.ncbi.nlm.nih.gov/pubmed/21846786
https://doi.org/10.4102/sajcd.v69i2.915
https://www.ncbi.nlm.nih.gov/pubmed/36073080
https://doi.org/10.1038/s41467-020-18073-9
https://doi.org/10.1038/s41598-023-31412-2
https://doi.org/10.3390/e23010018
https://doi.org/10.2196/32875
https://doi.org/10.2196/22795
https://doi.org/10.1038/s41569-020-00503-2
https://doi.org/10.1038/s41598-023-34294-6
https://doi.org/10.2196/12239
https://chat.openai.com/chat
https://doi.org/10.2196/46885
https://doi.org/10.1111/hex.13377
https://doi.org/10.1016/j.ypmed.2020.106061
https://doi.org/10.1111/jep.13277
https://doi.org/10.1016/j.ihj.2022.07.004
https://doi.org/10.1136/openhrt-2021-001874
https://doi.org/10.1080/13561820.2019.1641476
https://www.ncbi.nlm.nih.gov/pubmed/31390903
https://doi.org/10.1136/bmjopen-2022-069466
https://www.ncbi.nlm.nih.gov/pubmed/37076167
https://doi.org/10.1038/s41746-022-00742-2
https://www.ncbi.nlm.nih.gov/pubmed/36572766
https://doi.org/10.1161/CIRCULATIONAHA.121.057869
https://www.ncbi.nlm.nih.gov/pubmed/35533093
https://doi.org/10.1007/s12652-021-03612-z
https://doi.org/10.2147/JMDH.S383810


Int. J. Environ. Res. Public Health 2023, 20, 6438 14 of 14

28. Sanchez-Martinez, S.; Camara, O.; Piella, G.; Cikes, M.; González-Ballester, M.; Miron, M.; Vellido, A.; Gómez, E.; Fraser, A.G.;
Bijnens, B. Machine Learning for Clinical Decision-Making: Challenges and Opportunities in Cardiovascular Imaging. Front.
Cardiovasc. Med. 2021, 8, 765693. [CrossRef]

29. Patel, B.; Makaryus, A.N. Artificial Intelligence Advances in the World of Cardiovascular Imaging. Healthcare 2022, 10, 154.
[CrossRef]

30. Esmaeilzadeh, P. Use of AI-based tools for healthcare purposes: A survey study from consumers’ perspectives. BMC Med. Inform.
Decis. Mak. 2020, 20, 170. [CrossRef]

31. Morrow, E.; Zidaru, T.; Ross, F.; Mason, C.; Patel, K.D.; Ream, M.; Stockley, R. Artificial intelligence technologies and compassion
in healthcare: A systematic scoping review. Front. Psychol. 2022, 13, 971044. [CrossRef]

32. Kerasidou, A. Artificial intelligence and the ongoing need for empathy, compassion and trust in healthcare. Bull. World Health
Organ. 2020, 98, 245–250. [CrossRef]

33. Hazarika, I. Artificial intelligence: Opportunities and implications for the health workforce. Int. Health 2020, 12, 241–245.
[CrossRef]

34. Kung, T.H.; Cheatham, M.; Medenilla, A.; Sillos, C.; De Leon, L.; Elepaño, C.; Madriaga, M.; Aggabao, R.; Diaz-Candido, G.;
Maningo, J.; et al. Performance of ChatGPT on USMLE: Potential for AI-assisted medical education using large language models.
PLoS Digit. Health 2023, 2, e0000198. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.3389/fcvm.2021.765693
https://doi.org/10.3390/healthcare10010154
https://doi.org/10.1186/s12911-020-01191-1
https://doi.org/10.3389/fpsyg.2022.971044
https://doi.org/10.2471/BLT.19.237198
https://doi.org/10.1093/inthealth/ihaa007
https://doi.org/10.1371/journal.pdig.0000198

	Introduction 
	Language Models in Cardiology 
	Medical Diagnosis and Decision Support 
	Patient Communication and Education 
	Medical Education and Training 
	Streamlining Administrative Tasks 

	Discussion 
	Conclusions 
	Future Directions 
	References

