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Abstract: Modern electrical grids are transitioning from a centralized generation architecture to an
architecture with significant distributed, intermittent generation. This transition means that the
formerly sharp distinction between energy producers (utility companies) and consumers (residences,
businesses, etc.) are blurring: end-users both produce and consume energy, making energy
management and public policy more complex. The goal of the Open Power Quality (OPQ) project
is to design and implement a low cost, distributed power quality sensor network that provides
useful new forms of information about modern electrical grids to producers, consumers, researchers,
and policy makers. In 2019, we performed a pilot study involving the deployment of an OPQ sensor
network at the University of Hawaii microgrid for three months. Results of the pilot study validate
the ability of OPQ to collect accurate power quality data in a way that provides useful new insights
into electrical grids.
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1. Introduction

Power quality is not currently a concern for most people in developed nations. Just like most
people in developed nations assume that their tap water is of adequate quality to drink, most also
assume that their electricity is of adequate quality to power their homes and appliances without
causing harm. In both cases, most people assume that public utilities will appropriately monitor and
correct any quality problems if they occur.

Successfully maintaining adequate power quality and providing sufficient amounts of electrical
power to meet the rising needs of consumers has been a triumph of electrical utilities for over
100 years. In recent times, however, there have been changes to the nature of electrical generation and
consumption that make power quality of increasing concern and interest. First, there is a global need
to shift to renewable energy sources. Second, traditional approaches to top-down grid power quality
monitoring may not be well suited to bottom-up, distributed generation associated with renewable
energy sources such as rooftop photovoltaic panels (PV). Third, modern consumer electronics place
more stringent demands on power quality. Finally, effective public policy making in this modern
context can be aided by increased public access to power quality data reflecting the state of the grid as
it is experienced by end-users. Let us examine each of these assertions in more detail.

1. We need more renewable energy. Concerns including pollution, environmental degradation,
and climate change have produced a global movement away from centralized, fossil-fuel-based forms
of electrical energy generation and toward distributed, renewable alternatives such as wind and solar.
However, the economic, environmental, and political advantages of renewable energy come with
significant new technical challenges. Wind and solar are intermittent (for example, solar energy cannot
be harvested at night) and unpredictable (for example, wind and solar energy fluctuate based upon
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cloud cover and wind speed). In addition, renewable energy generation is often distributed throughout
the grid (such as in the case of residential rooftop photovoltaic (PV) systems).

One impact of adding renewable energy generation to an electrical grid is that maintaining
adequate power quality is much more challenging. This problem is inversely proportional to the size
of the electrical grid. For example, each island in the State of Hawaii maintains its own electrical grid,
ranging from a 1.8 GW grid for the island of Oahu to a 6 MW grid for the island of Molokai. (In contrast,
the size of the European electrical grid is approximately 600 GW and the size of the U.S. continental
grid is over 1000 GW.) For small grids, the unpredictable nature of power generation by distributed,
intermittent renewables can quickly create problems for grid stability. In the case of Hawaii, consumer
demand for grid-tied rooftop solar exceeded the ability of Hawaiian Electric to manage, resulting
first in complex and expensive “interconnection studies” [1,2], and later in the requirement for new
installations to include batteries and grid-disconnected operation. Photovoltaics affect power quality
by introducing harmonics [3]. The power feed-in of PV generation in rural low-voltage grids can
influence power quality (PQ) as well as facility operation and reliability [4]. In fact, a study of the
island of Porto Santo in Portugal found that the intermittent nature of installed photovoltaic and wind
energy could result in a potential drop in frequency of 12 Hz, lasting as long as 7 s [5].

2. Traditional top-down monitoring is not well-suited to bottom-up energy generation.
For traditional grid architectures where generation is centralized and under the complete control
of the utility, it is common to monitor power quality only to the substation level, because it can be
assumed that the power quality experienced at the substation is a reasonably accurate proxy for the
power quality experienced by the 1000 or so end-users serviced by the substation. Furthermore, if an
end-user experiences a power quality problem not experienced by the substation, then it is most likely
due to equipment or electrical issues local to that end-user and not a grid-level problem.

These assumptions might not hold in grids with distributed, intermittent generation by end-users,
such as is the case with roof top solar. In these cases, the unpredictable nature of generation can
lead to local power quality problems that are not experienced by the substation, and that are not
due to any single individual, but rather the bottom-up power generation architecture of the grid.
Solar panels connected to low voltage networks will result in over-voltages, the switching frequency of
the converters in wind turbines causes high-frequency signals flowing into the grid, and harmonics are
generated by EV chargers. [6] Nakafuji notes that Hawaiian Electric is contending with PV penetrations
in excess of 60% on certain distribution circuits, for which traditional rules of thumb for the design of
protection and distribution systems might not hold [7].

3. Consumer electronics require high quality power. The rise of consumer electronics has raised
the bar for what constitutes “adequate” power quality. Only a few decades ago, computers were a
rare presence outside of labs and large institutions. Today, computers are everywhere: embedded
in phones, washers, refrigerators, thermostats, and so forth. These electronic devices not only have
higher power quality requirements, but some of them actually introduce power quality problems
in the form of harmonic distortion. Poor power quality can result in electronic devices failing
unpredictably, and/or decreasing their lifespan. Reduced input voltage can cause excessive power
supply heat dissipation, resulting in reduced mean time between failures (MTBF). In addition, rectifiers
and DC-to-DC converter switching transistors draw high-peak currents, which raise their junction
temperatures. These temperature excursions take a toll on semiconductor longevity. High input
voltage can also puncture a power supply’s rectifier and switching transistor junctions, causing MTBF
reduction and eventual breakdown. High-voltage transients lasting microseconds can permanently
wreck the power supply and its electronic equipment load. [8].

4. Power quality data should be publicly available. Electrical utilities are not required to be totally
transparent about the quality of power they provide to consumers. For example, in Hawaii, utilities are
only required to make a “best effort” to provide non-harmful voltage and frequency values, and are
only required to publicly report about power outages of more than 3 min. There is no requirement for
utilities to report potentially harmful levels of voltage, frequency, THD, or transients as long as they do
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not lead to outages. Indeed, in places like Hawaii, there is not yet even infrastructure in place to enable
utilities to collect that information, even if they were asked to report on it. Providing a high quality,
third party, publicly available source of power quality data not only benefits the public, it makes
it much easier to perform research on ways to improve grid stability in the presence of renewable
energy generation.

Better public understanding of power quality is important because it is such a significant economic
problem. Across all business sectors, the U.S. economy is estimated to be losing between $104 and
$164 billion a year to outages and another $15 to $24 billion to power quality phenomena [9]. India
lost more than $9.6 billion in 2008 due to power quality problems, and Europe is estimated to be losing
$150 billion per year [10].

Providing power quality data to address the above issues requires solving several difficult
technical problems. First, monitoring below the substation level increases the number of required
monitoring devices by two to three orders of magnitude. This has significant implications for the
cost of monitoring in terms of the devices, and the sheer amount of low-level power quality data that
will be produced. Second, this low-level data must be processed in a manner that does not require
inordinate amounts of processing, network bandwidth, or storage. Finally, collecting the data is not
useful if it cannot be converted into actionable information in a reasonable amount of time. This paper
describes results to date of the Open Power Quality project, which attempts to address these problems.

2. Methods

The central aim of the OPQ Project is to provide a scalable source of actionable power quality data
about electrical grids, particularly those with high levels of distributed, intermittent power generation.

Our research methodology consists of three (potentially interleaved) phases. First, we specify,
design, and implement novel hardware and software for collecting, transmitting, and analyzing four
essential measures of power quality data: voltage, frequency, THD, and transients. Second, we verify
that our implementation matches our specifications through laboratory experiments. Third, we validate
our implementation by testing a variety of hypotheses through a real-world deployment. In this
paper, we report on results from a pilot deployment at the University of Hawaii over the course of
three months.

Our central hypothesis is that we can accomplish this through the design and implementation
of a low-cost sensor network for power quality using custom power quality monitors with real-time,
two-way communication to a set of cloud-based services.

We will test this central hypothesis through six subhypotheses: (1) OPQ provides valid and
reliable collection of power quality data (Section 4.2), (2) OPQ’s triggering system provides advantages
with respect to bandwidth and computation (Section 4.3), (3) OPQ enables subthreshold event detection
based upon temporal locality (Section 4.4), (4) the OPQ information architecture provides a means to
produce actionable insights (Section 4.5), (5) the OPQ information architecture provides predictable
upper bounds on storage resources (Section 4.6), and (6) OPQ provides useful adaptive optimization
capabilities (Section 4.7).

The remainder of this section presents the overall architecture of OPQ, along with details on the
design and implementation of each of the principal architectural components. We will also discuss
our verification activities for each component. Our validation and hypothesis testing activities will be
described in Section 4.

2.1. OPQ Architecture

The OPQ system architecture consists of four major open source hardware and software
components that provide end-to-end support for the capture, triggering, analysis, and reporting
of consumer level local and global PQ events. OPQ Box is a hardware device that detects the
electrical waveform from a standard residential outlet and communicates both low and high fidelity
representations of the waveform to other OPQ system components either at predefined intervals or
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upon request. OPQ Makai monitors incoming low fidelity data from OPQ Boxes, requests high fidelity
data when necessary, and stores the results in a MongoDB database. OPQ Mauka analyzes low level
data and analyzes it to produce higher-level representations according to the information architecture
described below, and can tell OPQ Makai to request high fidelity data from one or more OPQ Boxes to
facilitate analysis. OPQ View is a browser-based visualization platform for displaying the results for
data capture and analysis.

Figure 1 illustrates how these components work together to take information from wall outlets (on
the left side) to the display of analyses in a browser (on the right hand side). First, OPQ Boxes analyze
power from wall outlets, and send low fidelity measurements to OPQ Makai. OPQ Makai analyzes
low fidelity measurements, and requests high fidelity waveforms when desirable. Both measurements
and waveforms are saved in a MongoDB database. OPQ Mauka analyzes low and high fidelity data,
and creates “events” to represent anomalies. OPQ View notifies users of events and allows them to
drill down into low and high fidelity data.

OPQ Makai, OPQ Mauka, and OPQ View are all cloud-based software services that collectively
form a single “instance” with respect to data transmission, storage, analysis, and visualization. We refer
to this collection of software-side components as OPQ Cloud. Every OPQ Box connects to a single
instance of an OPQ Cloud. It is possible to have multiple OPQ Cloud instances. For example,
a company might install an OPQ Cloud instance behind their firewall along with OPQ Boxes to
provide a private mechanism for collecting and analyzing power quality data.

Figure 1. High level system architecture of an Open Power Quality (OPQ) Sensor Network.

2.2. OPQ Box

OPQ Box is a hardware device designed to provide inexpensive, extensible and accurate residential
power quality measurements. A block diagram of OPQ Box is shown in Figure 2a. A complete device
is shown in Figure 2b.



Energies 2020, 13, 4032 5 of 25

(a) OPQ Box Block Diagram. The power path is in red,
signal path is in green and the digital IO is in black.

(b) OPQ Box in an ABS plastic enclosure.

Figure 2. (a) OPQ Box block diagram and (b) production OPQ Box ready for deployment.

2.2.1. OPQ Box Hardware

The power system of the OPQ Box electrically isolates most of the device from the AC mains
power. An isolated AC-DC converter generates 5Vdc from the mains 120Vac. A total of 5 V is used
to power the Raspberry Pi, the equipment connected to the expansion port, the 3.3 V regulators and
voltage reference, and an isolated DC/DC converter. A total of 3.3 V is used to power the isolated end
of the isolation amplifier as well as the STM32F3 analog to digital converter/digital signal processor
(ADC/DSP). The hot side of the isolation amplifier is powered from the isolated DC/DC converter.
This allows OPQ Box to function with a battery attached to the expansion port, so that it may retain
data and continue to operate during a power outage.

A Raspberry Pi single board computer (SBC) is responsible for signal analysis and anomaly
detection. The Raspberry Pi model used in OPQ Box is the Pi Zero W equipped with 256 MB of main
memory and a single core 1 GHz ARM11 CPU. It also contains an on-board 802.11n WIFI transceiver,
which removes the need for an external WIFI dongle.

2.2.2. OPQ Box Software

The software stack of the Raspberry Pi aims to deliver an accurate and precise power quality
analysis framework despite the rather limited capabilities of the hardware. A block diagram of the
software stack is shown in Figure 3. Digital data is transferred from the DSP to the Raspberry Pi via
Serial Peripheral Interface, with the Pi acting as the master and the DSP as a slave device. A hardware
interrupt line is used to inform Pi software that the DSP is ready for the data transfer, and a kernel
driver provides management of the SPI bus. Internally, the OPQ driver maintains a ring buffer of
16 windows, each of which is 200 data samples in size. Upon receiving the interruption for the DSP,
the CPU sets up the DMA transfer and the DMA engine transfers a 200 sample window into the kernel
memory without CPU interaction. This scheme requires the CPU to only service 60 interruptions a
second, with each interruption requiring on the order of 100 instructions, for a CPU utilization of less
than 1% in normal operation. Userland applications communicate with the kernel driver using a file
descriptor, where every read system call yields 200 samples of raw waveform. As a result, the smallest
window that a userland application may process is a single AC cycle of the grid mains.

The userland component of the OPQ Box software is a multi-threaded extensible analysis
framework called Triggering. The reader thread is responsible for transferring and accumulating
data from the kernel driver. The smallest data buffer that the Triggering application processes at
any given time is 10 grid cycles or 2k samples. Once the cycles are transferred to the userland and
timestamped, they are passed to the analysis thread for feature extraction, as well as to the Raw
Data Ring Buffer (RDRB). Since internally all data is addressed using shared pointers, during data
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duplication no copying is required. RDRS is capable of buffering up to an hour of data before it is
overwritten, resulting in the RDBS maximum size of 100 MB.

Figure 3. Block diagram of the OPQ Box 2 software stack.

The analysis thread of the Triggering application performs feature extraction of the raw data
windows of 2000 samples. Four metrics are extracted from the data stream: (1) Fundamental frequency,
(2) RMS Voltage, (3) Total Harmonic Distortion, and (4) Transients. Let us briefly discuss how each of
these are computed.

2.2.3. OPQ Box: Calculating Fundamental Frequency

The fundamental frequency is calculated by computing the zero crossings of the AC waveform.
In order to improve the accuracy of the frequency calculation one must first filter out as much noise as
possible. Since our sampling rate is quite high (12 kSps) and the fundamental frequency is quite low
(60 Hz), it is very computationally expensive to perform this filtering in a single step. Instead, filtering
is accomplished via a set of two low pass finite impulse response (FIR) filters. The first filter has a
passband of 0–600 Hz allowing us to downsample the waveform to 1200 samples per second. The next
filter has a passband of 0–100 Hz allowing for further removal of high frequency noise. Finally, zero
crossings are extracted and used for the frequency calculation. The zero crossings themselves were
calculated by using linear interpolation between two points that bracket the time axis.

2.2.4. OPQ Box: Calculating RMS Voltage

Root mean square voltage (Vrms) in electrical power is the equivalent value of DC voltage, which
would dissipate the same power in the resistive load. Vrms is a convenient measure for detecting
voltage sags and swells, since they result in nominally higher and lower computed value.

Similarly to the frequency calculation, OPQ Box uses a 10 cycle window for a single Vrms

calculation. Unlike the frequency calculation, the input is not filtered a priori.

2.2.5. OPQ Box: Calculating THD

The OPQ Box calculates total harmonic distortion (THD) using the industry standard methodology.
It should be noted that in the power quality domain THD is expressed as a percentage as opposed
to dB√

Hz
as used in other disciplines. Operationally, OPQ Box computes THD for 10 cycles of

the fundamental frequency. First an FFT transforms the real voltage samples into its frequency
components. Next, the square of the harmonic bins are accumulated and scaled by the magnitude of
the fundamental power.

2.2.6. OPQ Box: Transient Detection

OPQ Box transient detection is performed via filtering out of the fundamental frequency via
an FIR high pass filter with a cutoff frequency of 400 Hz and searching for a maximum value in
the remainder.

It should be noted that this transient detection method is susceptible to THD fluctuations, since
any harmonic above 400 Hz will remain in the filtered waveform. However, since the THD information
is transmitted along with the transient detection metric, they can be correlated in downstream
transient detection.
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2.2.7. OPQ Box: Network Communication

The computed fundamental frequency and Vrms are transmitted to the Makai service for
aggregation. Data transmission is handled using ZeroMq software stack with Curve25519 elliptic
curve encryption. Each device holds a unique private and public key, as well as the servers’ public key,
allowing both the Makai service and the OPQ Box to verify its peer. Internally, metrics transmission
uses ZeroMq’s PUB/SUB protocol. This protocol is a publish/subscribe topology, with each message
containing the topic and a payload. Additionally, ZeroMq allows for multiple sub peers with
subscriptions forwarded to the publisher automatically via a side channel. This allows for the
aggregation service to be spread across multiple nodes, with minimal network overhead.

If the aggregation service determines that an anomaly has occurred, it is able to request raw
waveform from the OPQ Box RDRB via a separate ZeroMq pub sub channel. If the RDRB buffer
contains data for the requested temporal range, OPQ Box transmits the available data to the aggregation
service via a push pull ZeroMq channel. Protobuf message serialization is used to encode messages
across the OPQ ecosystem.

In order to make a distributed measurement, all of the OPQ Boxes on the OPQ network need to
maintain an accurate time reference. Time synchronization across multiple OPQ Boxes is accomplished
using the Network Time Protocol. The expansion port of the OPQ Box supports a GPS receiver.
However, since GPS receivers require line of sight to the sky, it was not used for deployment. NTP
performance has been verified against GPS resulting in time error of 8 ± 5 ms, which is typical for
NTP running over the Internet with a nearby NTP server.

2.2.8. OPQ Box: Manufacturing

Currently, there is no mechanism for mass production of OPQ Boxes, but all of the plans are
available under an Open Source license, so interested organizations with some basic hardware
engineering skills can build their own boxes.

Complete specifications for the OPQ Box hardware, firmware, and software are available [11].
As of the time of writing, a single OPQ Box can be manufactured for approximately $100 in parts.
The cost drops significantly with scale, for example, 100 OPQ Boxes can be manufactured for a cost of
approximately $75 in parts per device.

2.3. OPQ Makai

OPQ Box provides an inexpensive hardware device for collecting four important power quality
measures with high fidelity, but realizing its potential requires an innovative approach involving
two-way communication between OPQ Boxes and the OPQ cloud-based services. To see why, consider
the IEEE 1159 standard for single location power quality monitoring [12]. For transient monitoring,
IEEE 1159 suggests a sampling rate of at least 7680 samples/second, up to 1 Megasample/second.
This implies that if the cloud service requires the high fidelity data from all OPQ Boxes, it would
incur a very large bandwidth cost. At 20 Ksamples/second with 16bit samples, a single OPQ Box will
generate 300 Kb/s of network bandwidth. Several thousand devices would easily saturate a 1 GB
network link. In addition, collecting and recording all of the raw waveform data from residential
power quality meters could lead to security and privacy issues.

Network bandwidth saturation is a common problem for distributed sensor networks, and a
common solution is called “self-triggering”. In this approach, each monitoring device is configured
with a threshold value for one or more measures of interest. When the threshold for a measure
of interest is exceeded, then and only then is data sent over the network to cloud-based services
for analysis.

The problem with the self-triggering approach is that grid-wide power quality events do not
affect the entire grid in the same way. For example, due to the grid’s hierarchical structure, a voltage
sag on one sub-circuit can manifest as a sag of a different magnitude or even a swell on another [13].
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This may result in a situation where some of the monitoring devices will not consider a power quality
anomaly as an event, because it did not surpass the metric threshold, and simply ignore it. From an
analysis perspective, however, it can be useful to get raw data from all of the affected devices, not just
the ones that were affected to the point where the box was triggered. This additional information can
be used to localize the disturbance, as well as better evaluate its impact.

Since sending all the data is infeasible, and since the self-triggering approach can potentially miss
important forms of information, OPQ implements a novel, hybrid centralized/decentralized data
acquisition scheme, which involves two-way communication between the OPQ Boxes and a cloud
service called OPQ Makai. In this scheme, OPQ Boxes use local processing resources to feature extract
the incoming waveforms while storing them locally for an hour. Each OPQ Box sends its feature data
to OPQ Makai once a second, which we called the “triggering stream”. Feature data is very small,
on the order of a few kilobytes, and so this approach allows the sensor network to scale to thousands
of devices with acceptable network bandwidth requirements. OPQ Makai processes the incoming
triggering stream and looks for anomalies. If an anomaly is present in only a single device, it is highly
probable that the cause is local and not grid-level. On the other hand, if the triggering stream shows an
anomaly temporally collocated across multiple devices, the entire network or a subset of the network
may be queried for raw waveform data for a temporal region which corresponds to the disturbance in
the triggering stream.

Our pilot study, discussed in Section 4 will provide examples of the novel analysis capabilities
made possible by OPQ Box and OPQ Makai communication. In general, here are the main advantages
of our hybrid centralized/decentralized approach over traditional self-triggering and the “naive”
approach of sending all of the data:

Bandwidth usage is minimized. Instead of sending the entirety of raw data, only extracted
features are sent. This results in a tiny fraction of the bandwidth requirement when compared to raw
waveforms. Furthermore, the temporal window, which encompasses a single feature, can be adjusted
in real time. Thus, as soon as an anomalous behavior is observed in a subset of sensors, this window
can be adjusted for a finer grained feature extraction.

Effects of latency are minimized. In this case, “latency” refers to the time required for OPQ Makai
to process the incoming feature stream and decide whether to request high fidelity data from one or
more OPQ Boxes. Even at 1 M samples/second at 16 bits of resolution, the memory requirement to
store 5 min of raw waveform without compression are on the order of 512 MB, which is well within
the realm of inexpensive single board computers such as Raspberry PI. With compression specifically
suited to the signal of interest, the memory requirement can be reduced even further. In the case of the
OPQ sensor network, OPQ Makai has an hour to process feature data and request high fidelity data
from OPQ Boxes. During our pilot study, OPQ Makai always responded within a second or two.

Cloud processing requirements are reduced. Since feature extraction is already performed at the
device level, cloud computation requirements are reduced. With the advent of the Internet of Things,
the computational capacity of edge devices is increasing.

Subthreshold data acquisition can improve understanding of grid-local anomalies. OPQ Makai
makes the decision to acquire raw waveform from OPQ Boxes. This allows analysis of data from
devices that were only mildly affected or even not affected at all by the disturbance. This creates new
possibilities for investigation of disturbance propagation across the sensed area, as will be discussed in
Section 4.

Temporal locality allows OPQ to provide improved insights into power quality anomalies over
traditional triggering algorithms. By exploiting the idea of temporal locality, it is possible to ascertain
the geographical extent of an anomaly with only coarse features. This allows for a simple robust
algorithm, which may be deployed at the sink node for anomaly detection.
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OPQ Makai: Design

OPQ Makai is a distributed extensible microservice framework responsible for receiving the
triggering stream from the OPQ Boxes, locating anomalous temporal regions and requesting raw
waveform for the anomalous time ranges. As shown in Figure 4, Makai consists of four major
components: Acquisition Broker, Triggering Broker, Event Service and the Acquisition Service.

Triggering Broker

Acquisition Broker

Acquisition Service

OPQBox

Encrypted Clear text

Pub/Sub
Push/Pull

Pub/Sub
Pub/Sub

Push/Pull

MongoDBOPQ Makai

Event Service
Pub/Sub

Figure 4. Makai component design.

The Triggering Broker is perhaps the simplest component of the OPQ Makai system.
The triggering stream generated by the OPQ Boxes is encrypted to preserve user privacy. In order to
minimize the CPU time spent decrypting the data across multiple OPQ services, the Triggering Broker
decrypts the data and sends clear text measurements to other OPQ cloud services. The Triggering
Broker uses the ZeroMq subscribe socket to receive data from OPQ Boxes, and sends it via a publish
socket to any connected client. Each publish message is published to a topic, which corresponds to the
ASCII representation of the originating OPQ Box ID. This allows services that utilize the Triggering
Broker to select a subset of IDs to operate on. This is useful for load balancing the backend services,
or dividing the OPQ network into separate regions with no electrical connections between them.

The Acquisition Broker manages the two-way communication between the OPQ Boxes and the
rest of the cloud infrastructure. Unlike the triggering stream, which originates from the OPQ Box,
two-way communication is always initiated by OPQ cloud services. Two way communication is
realized via a command response interface, where the OPQ service initiates the communication by
sending a clear text command to the Acquisition Broker, which then forwards it in encrypted form to
the appropriate OPQ Boxes.

The Acquisition Service resides between the Triggering and Acquisition Brokers. The Acquisition
Service is responsible for three tasks: (1) Computation of statistics of the incoming triggering stream;
(2) Hosting plugins for triggering stream analysis; and (3) Generating data event requests for OPQ
Boxes. The Acquisition Service accesses the triggering stream by connecting to the publish socket of
the Triggering broker. Since the connection is managed through the ZeroMq publish-subscribe socket,
several Acquisition Services can be connected to a single Triggering broker endpoint, each servicing a
subset of OPQ Boxes by subscribing to only specific devices. The Acquisition Service does not include
any analysis capabilities by default. Instead, analysis is performed by shared library loadable plugins.
These plugins can be loaded and unloaded at runtime, thus allowing live upgrading and testing of
new analysis methods.

The Event service is a microservice that stores raw data generated by OPQ Boxes in the MongoDB
Database. On initialization, the Event service queries MongoDB database for the highest event number
recorded so far, connects to the Acquisition Broker’s publish port, and subscribes to all messages that
start with the prefix “data”. This allows the Event service to capture every response from OPQ Boxes
generated from commands issued by the Acquisition service plugins. Once the Event service receives
a data response with an identity containing an event token it has not seen before, it will increment the
event number, and store it in an internal key value store.
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2.4. OPQ Mauka

The previous sections discussed the design of OPQ Box, a custom hardware device for collecting
four important measures of power quality, and OPQ Makai, a novel, hybrid centralized/decentralized
data acquisition scheme, which involves two-way communication between the OPQ Boxes. As a result
of these two innovations, an OPQ sensor network has the ability to collect and analyze high fidelity,
low level data about power quality anomalies in a cost-effective, scalable fashion.

There are remaining challenges to creating a useful power quality sensor network. First, the data
provided by OPQ Boxes is low-level, “primitive” data consisting of either features (i.e., frequency,
voltage, THD, and transients) or waveform data. However, what we actually want is actionable
insights into grid stability. For example, we might want to know if a given anomalous data value is
actually detrimental, or we might want to be able to predict when a power quality event might occur
in the future based upon the recognition of cyclical events in the historical data.

A second challenge involves the potentially high volume of data that might accumulate in the
cloud. Although OPQ Box and OPQ Makai provide a scalable mechanism for communicating power
quality data to the cloud services, it is still the case that, over time, a substantial amount of data could
accumulate. One strategy is to simply store all of the data sent to the cloud forever. This means that
data storage requirements will increase monotonically over time, making the sensor network more
costly to maintain the longer it is in place. An alternative strategy is to implement an algorithm to
identify uninteresting (or no longer interesting) data and discard it. Ideally, such an algorithm would
enable OPQ sensor network designers to calculate an upper bound on the total amount of cloud
storage required as a function of the number of nodes (OPQ Boxes) in the network.

OPQ Mauka addresses both of these issues. First, OPQ Mauka provides a multi-layered
representation for structuring and processing DSN data. The structure and processing at each layer is
designed with the explicit goal of turning low-level data into actionable insights. Second, each layer
in the framework implements a “time-to-live” (TTL) strategy for data within the level. This strategy
states that data must either progress upwards through the layers towards more abstract, useful
representations within a fixed time window, or else it can be discarded. The TTL strategy is useful
because when implemented, it allows DSN designers to make reasonable predictions of the upper
bounds on data storage at each level of the framework adjusting for the number of sensors and power
anomaly probability.

TTL also makes possible a “graceful degradation” of system performance if those bounds turn out
to be exceeded. For example, consider a situation in which a power network enters a prolonged period
of widespread power quality instability, where every OPQ Box is reporting continuous anomalous
conditions with respect to voltage, frequency, THD, and transients. This “worst case scenario” would
lead to the potential situation of every OPQ Box trying to upload raw waveform data all the time.
The TTL system provides safeguards, in that whatever low-level data has not been processed relatively
quickly can be discarded. Thus, instead of the system potentially going down entirely, it could instead
continue to operate at a reduced capacity.

Figure 5 illustrates the hierarchical data model for OPQ Mauka. This data model can be
conceptualized as a multi-level hierarchy that adaptively optimizes data storage using a tiered TTL
approach and provides a mechanism in which typed aggregated data is continually refined to the
point of becoming actionable. The data model also includes software components called “actors” that
both move data upward through the levels and also apply optimizations downward through the levels.
Actors are implemented through a plugin architecture, making it easy to experiment with the data
model and improve it over time.

The lowest layer of the hierarchy is the Instantaneous Measurements Layer (IML). The IML
contains “raw” data, in other words, the digitized waveform. IML data exists both on each OPQ Box
(where it is available for up to the previous 60 min). It also exists in the cloud, in the event that OPQ’s
triggering mechanism has caused a temporal interval of waveform data to be uploaded. IML data
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in the cloud has a TTL of 15 min: unless the waveform data is found to be useful by a cloud service
within 15 min, it can be discarded.

Figure 5. Mauka data model hierarchy.

The second layer is the Aggregate Measurements Level (AML). The AML stores power
quality summary statistics sent either once per second or once per minute by each OPQ Box.
These summary statistics include the maximum, minimum, and average values of voltage, frequency,
THD, and transient metrics over the time window. It is AML data that is used to initiate the triggering
process of uploading IML data from the cloud.

The third layer is the Detections Level (DL). This layer is responsible for processing the IML
and AML data to produce a representation of an “event” with a precisely defined start and end time
based upon examination of the waveform. As will be discussed in Section 4.4, knowledge of the start
and end time of a power quality anomaly allows investigation of how that anomaly might manifest
itself elsewhere in the grid, even if this manifestation is not severe enough to produce over-threshold
data values.

The fourth layer is the Incident Level (IL). This layer starts to answer the question of whether
the data is “actionable” by classifying the detected event according to various industry standards for
power quality anomalies: IEEE 1159, ITIC, SEMI F47, and so forth. For example, an event that falls
into the ITIC “prohibited” region clearly indicates a power quality anomaly that requires further study
and intervention.

The fifth and final level is the Phenomena Level (PL). This layer contains the results of analyses that
attempt to identify cyclic, and thus predictable, power quality disturbances. It also contains analysis
results regarding the similarity of various incidents, which can help uncover causal factors. Finally,
it provides analyses for adaptive optimization of the OPQ Sensor Network. These optimizations
can change the thresholds for individual boxes to either increase their sensitivity or decrease their
sensitivity over specific intervals of time. The ultimate goal of adaptive optimization is to help the
network learn to acquire all of the data useful for analyses, and only the data useful for analyses.
We are still in the early stages of exploring the potential of adaptive optimization in OPQ networks.

OPQ Mauka: Actors

The current capabilities of OPQ Mauka can be summarized in terms of its Actors, which are
implemented as plugins. Nine of the most important Actors are described below.

Makai Event Actor. The Makai Event Actor is responsible for reading data newly created by OPQ
Makai into OPQ Mauka. It performs feature extraction on the raw data stream and forwards those
features (or the raw data) to subscribing Actor plugins. This allows OPQ Mauka to perform feature
extraction once, and allow use of those features by multiple Actors.
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Frequency Variation Actor. The Frequency Variation Actor classifies generic frequency sags,
swells, and interruptions as defined by the IEEE 1159 standard. Both duration and deviation from
nominal are used to perform these classifications. Duration classifications include frequency deviations
that last for less than 50 ns, between 50 ns to 1 ms, and 1 to 50 ms. Classifications for deviations from
nominal are performed for values that are up to 40% deviation from nominal. This Actor is able to
classify frequency swells, frequency interruptions, and frequency sags, leading to the creation of data
at the Incident Layer.

IEEE 1159 Voltage Actor. The IEEE 1159 Voltage Actor is used to classify voltage Incidents in
accordance with the IEEE 1159 standard [14]. In general, this standard classifies voltage disturbances
by duration and by magnitude. Voltage durations are classified from 0.5 to 30 cycles, 30 cycles to
3 s, 3 s to a minute, and greater than 1 minute. Voltage deviations are classified in both the sag and
swell directions as a percentage from nominal. Sags are generally classified between 10% and 90% of
nominal while swells are generally classified from 110% to 180% of nominal. This Actor is capable of
classifying voltage sags, swells, and interruptions as defined by the standard, and creating data at the
Incident Layer if appropriate.

Box Optimization Actor. The Box Optimization Actor is responsible for sending and receiving
typed messages to and from OPQ Boxes from OPQ Mauka. This Actor is capable of requesting the
state of each OPQ Box (e.g., uptime, Measurement rate, security keys). It is also capable of adjusting
the state of individual OPQ Boxes by changing things such as the Measurement and Trend rate or the
sampling rate used by the Box.

Future Phenomena Actor. The Future Phenomena Actor is responsible for creating Future or
Predictive Phenomena. These Phenomena are used to predict Events and Incidents that may occur in
the future. This plugin does not subscribe to any messages, but instead utilizes timers to perform its
work. By default, this plugin runs every 10 min.

When a Future Phenomena Actor runs, it loads any active Periodic Phenomena found in the
database. If Periodic Phenomena are found, this Actor extrapolates possible Detection and Incident
Layer data by first examining their timestamps and then extrapolating into the future using the mean
period and the standard deviation. For each timestamp in a Periodic Phenomena, the mean period is
added. If the resulting timestamp is in the future, a Future Phenomena is created using the time range
of the future timestamp plus or minus the standard deviation of the Periodic Phenomena.

When a Future Phenomena is created, timers are started in a separate thread signifying the start
and end timestamps of the Future Phenomena. When the first timer runs, messages are sent to the Box
Optimization Actor and the Threshold Optimization Actor instructing OPQ Box thresholds to be set
lower and measurement rates to be set higher. This increases the chance of seeing an anomaly over the
predicted time window. When the second timer runs, these values are reset to their default values.
Thus, the plugin increases fidelity and decreases thresholds over the period of a Future Phenomena.

ITIC Actor. The ITIC Actor analyzes voltage to determine where it falls within the ITIC curve [15].
The ITIC curve is a power acceptability curve that plots time on the x-axis and voltage on the y-axis.
The purpose of the curve is to provide a tolerance envelope for single-phase 120V equipment. The curve
defines three regions. The first region is “No Interruption” and generally includes all voltages with very
short sustained durations. All events within this region have no noticeable effect on power equipment.
The second region, the ”No Damage Region”, occurs during voltage sags for extended periods of time.
Power Events in this region may cause equipment interruptions, but it will not damage the equipment.
The final region, the ”Prohibited” region, is caused by sustained voltage swells and may cause damage
to power equipment. This Actor determines if an event falls within the “No Damage” or “Prohibited”
regions and if so, creates an Incident to record this.

SEMI F47 Actor. The SEMI F47 Actor is similar to the ITIC Actor in that it plots voltage
and duration against a power acceptability curve. In this case, the standard used is the SEMI F47
standard [16]. Rather than using a point-in-polygon approach, this plugin reads the voltage features
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sequentially and uses a state machine to keep track of the current classification. This plugin only
classifies values as a “violation” or as ”nominal”.

Transient Actor. The Transient Actor is responsible for classifying frequency transients in power
waveforms. The plugin subscribes to messages from a topic that contains a calibrated power waveform
payload. The Transient Actor is capable of classifying impulsive, arcing, oscillatory, and periodic
notching transients. A decision tree is utilized to select the most likely transient type and then further
analysis is used to perform the actual classification of transients. Dickens et al. [17] provide more
details on the transient classification system used by this Actor.

Periodicity Actor. The Periodicity Actor is responsible for detecting periodic signals in power
data. This Actor does not subscribe to any messages, but instead runs off of a configurable timer.
The Actor is set to run by default once an hour and every hour it scrapes the last 24 h worth of data
and attempts to find periods in the Measurements over that duration.

For each feature in the Measurement and Trend data (e.g., frequency, voltage, and THD),
the Periodicity Actor first removes the DC offset from the data by subtracting the mean. Next,
the Actor filters the signal using a fourth order high-pass filter to filter out noise. The Actor then
performs autocorrelation on the signal followed by finding the peaks of the autocorrelation. The mean
distance between the peaks of the autocorrelation provides the period of the signal.

The Periodicity Actor only classifies data as periodic if at least three peaks were found and the
standard deviation of the period is less than 600 s (10 min). Once a positive identification has been
made, peak detection is performed on the original signal. Once the plugin has the timestamps and
deviations from nominal of the periodic signal of interest, the plugin can group Measurements, Trends,
Detection Layer Events, and Incidents that were created during the periodic signals together as part of
the Periodic Phenomena.

2.5. OPQ View

The final component of the OPQ Sensor Network system architecture is called OPQ View. It is a
web application, implemented using the Meteor application framework, which provides a variety of
visualization and query services. An example of the OPQ View home page is provided in Figure 6.

Figure 6. OPQ View: home page.
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The home page provides three components: a “System Stats” window, which indicates the
number of data elements currently at each level of the OPQ Mauka data hierarchy, a ”System Health”
window that indicates whether the Cloud services appear to be running correctly and the status of
communication with all known OPQ Boxes on the sensor network, and a “Box Trends” visualization
that provides the ability to quickly see trends in the four basic measures (Voltage, Frequency, THD,
and Transients) over time.

Figure 7 shows a map-based view of the sensor network. This figure shows the location of 11
OPQ Boxes on the University of Hawaii campus at one point during Fall of 2019. Depending on the
zoom level of the interface, some boxes are collapsed into disks with a number indicating the number
of boxes at that location. Zooming in reveals more information about the box including near-real time
values for voltage and frequency, as is shown for the box in the upper right corner of the figure.

Figure 7. OPQ View: Box map.

Figure 8 shows a visual display of a single Incident. This view includes a map-based location
of the box that was involved in the Incident, the start and end time and duration of the Incident,
the classification(s) of the anomalous data, and the waveform associated with the Incident (when
applicable). If additional analysis is desired, the raw data can be downloaded in CSV format.

The above images provide a sense for how OPQ View helps users to understand, monitor,
and assess an OPQ Sensor Network and the underlying power quality of the grid it is attached to.
There are several features in OPQ View for user and box management; for details, please see the OPQ
View documentation.

While OPQ View provides a variety of useful visualization and analysis features, users wishing
to understand the power quality of their grid are not restricted to its current feature set. The OPQ
database schema is public, and if a new analysis is desired, it is straightforward to query the database
directly for the data of interest and build a new analysis off of it.
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Figure 8. OPQ View: Incident summary.

3. Related Work

This section explains how OPQ fits into current industry solutions as well as academic research
on power quality monitoring and analysis. For the purposes of this review, we exclude utility-side
power quality monitoring and analysis systems.

3.1. Power Quality Hardware

There exists a very wide variety of power quality hardware devices, including those made by
Fluke [18], Dranetz [19], Elspec [20], PowerSide (formerly Power Standards Lab) [21], ACR Systems [22],
and OpenZMeter [23].

All of the above devices contrast with the OPQ Box in similar ways. First, all of them collect
a wider variety of power quality measures than OPQ Box, and most have been certified according
to one or more industry standards. Except for OpenZMeter, they are generally designed to support
industrial applications, where the goal is to ensure that the power being supplied to a building or plant
is of adequate quality, and/or that the machinery in the plant is not degrading power quality. Apart
from the PowerWatch monitor, all of them are attached to electrical mains using current transformers.
Finally, all of them are designed for “stand alone” operation: each device can independently gather
and assess power data.

While the OPQ Box has much more limited functionality, it is designed to be manufactured
for approximately $75, which is 10 to 100 times less expensive than most commercial devices,
and similar is cost to OpenZMeter. The most important distinguishing feature of OPQ Box is that it is
designed to grid-level, not single point monitoring, and thus incorporates features (such as two-way
communication with the cloud, and subthreshold triggering) that are not present in devices intended
for “stand alone” capabilities.

3.2. Power Quality Software

PQView [24], PQSCADA Sapphire [25], PQDIF [26], and Grid Protection Alliance [27] are
examples of software and/or software standards for manipulating power quality data.

The differences between the way OPQ and the above systems store and manipulate power quality
data arise from fundamentally different architectural assumptions and the historical background of the
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technology. PQView and PQSCADA Sapphire are designed to operate in a technology environment
consisting of a large number of installed, “stand alone” power quality monitors built by different
vendors. Their goal is to aggregate the data collected by these devices, and in order to do so,
they depend upon the PQDif standard as a way to obtain power quality data independent of the
vendor and device generating it. This results in a kind of “store and forward” process: power quality
data is captured and stored on the device, and then periodically bundled into a PQDif file and sent to
the database software.

OPQ Cloud, on the other hand, is designed only to support the capabilities of OPQ Boxes. OPQ
Boxes, furthermore, have no “stand-alone” capability; they maintain continuous connection to the
Internet and upload power quality data to cloud-based services as needed. This means that OPQ
implements a very different approach to representing and transmitting data than PQDif. For details
on the representation, see the OPQ Data Model, and for details on communication, see the OPQ
Protobuf protocol.

3.3. Research Systems

Di Manno et al. [28] describes a PQ monitoring system called PiKu. Unlike OPQ, PiKu is designed
as a hardware device for sensing power quality that is directly integrated into a PC. Systems with
similar architectures include TRANSIENTMETER, described in Da Ponte et al. [29], BK-ELCOM,
described in Bilik et al. [14], and a system described in Xu et al. [30].

There are also research projects based upon leveraging existing monitoring infrastructure.
Suslov et al. [31] describe a distributed power quality monitoring system based upon existing phasor
measurement units installed by utilities. Sayied et al. [32] describe a system designed using existing
smart meters. Kucuk et al. [33] describe a similar system for the Turkish National Grid using utility
grid monitoring infrastructure.

Mohsenian-Rad et al. [34] designed the µPMU (phase measurement unit) system, which provides
distributed power quality measurements over power grid distribution systems. The µPMUs in
conjunction with their backend software provide two types of analytics. Descriptive analytics provide
information about the types and classifications of power quality issues that are observed within
the power distribution grid. Predictive analytics are used to predict future power quality issues.
The authors describe their system as providing the ground for enabling future prescriptive analytics,
which is the idea of self-tuning the DSN to prepare for future power quality problems by using a
combination of descriptive and predictive analytics. In contrast, as we will discuss in Section 4.7,
the OPQ sensor network already supports self-tuning through adaptive optimization.

One research system very similar in spirit to OPQ is FNET [35]. Like OPQ, the FNET system
consists of custom hardware that monitors the electrical signal from a wall outlet, and uploads data
to the cloud for further processing. Unlike OPQ, FNET is designed for monitoring of frequency
disturbances, how they propagate across wide area (i.e., nation-wide) utility grids, and, if possible,
where the frequency disturbance originated. This means that FNET devices must be synchronized
using GPS, and that the data collected consists of frequency and voltage angle. OPQ is designed for
more “local” grid analysis, and we are not interested in propagation. As a result, OPQ Boxes are
synchronized using NTP rather than GPS, which reduces cost and simplifies installation (OPQ Boxes
do not need line of site to a GPS satellite). Finally, FNET hardware appears to support only “one way”
communication from device to the cloud, while OPQ Boxes support “two way” communication (from
box to cloud, and from cloud to box).

4. Results and Discussion

To evaluate the capabilities of the OPQ Sensor Network, we deployed 16 OPQ Boxes at the
University of Hawaii Manoa campus over the course of three months in the Fall of 2019. The University
of Hawaii campus is an isolated microgrid connected to the Oahu powergrid only via a single 46 kV
feeder. The UH Campus also has commercial electrical meters (a mixture of GE PQMII and GE
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EPM 7000) deployed across various levels of the power delivery infrastructure. While the primary
purpose of these meters is to monitor power consumption, they do include power quality monitoring
capabilities. Data from these meters were used as ground truth for validation studies of the OPQ
sensor network.

Our pilot study is significant because much of the literature on power quality assessment relies
on models, not actual installations [3,36–38]. In other cases, data was collected from only one location
or for a very short time span [23,39].

4.1. Descriptive Statistics

The pilot study started on 7 October 2019 and ended on 4 February 2020. We deployed 16 OPQ
Boxes across campus. As noted above, each OPQ Box collects 200 measurements per grid cycle, for a
total of approximately 1B raw measurements per day per box. Values for the maximum and minimum
voltage, frequency, and THD, along with the presence or absence of transients, is sent once a second to
the cloud by each box. Thus, each box sends approximately 86,400 measures per day to the cloud at a
minimum. Over the course of the pilot study, a total of approximately 116M aggregate measures were
sent by all of the OPQ Boxes.

Figure 9 provides two additional sets of summary statistics regarding the pilot study. Figure 9a
shows the number of anomalous events (i.e., where threshold values for frequency, voltage, THD,
or transients were exceeded) along with the number of OPQ Boxes that experienced the power quality
anomaly during that same time period. So, for example, 170,925 power quality anomalies were
experienced by only one of the 16 OPQ boxes, and 463 anomalous power quality measurements were
experienced by all 16 OPQ Boxes.

Events Boxes Events Boxes

170,925 1 203 9
1654 2 160 10
1109 3 162 11
853 4 130 12
593 5 169 13
416 6 210 14
354 7 477 15
246 8 463 16

(a) Summary statistics: Events

Incident Total

Frequency Swell 291,235
Frequency Sag 244,286
Excessive THD 21,395
Voltage Sag 620
ITIC (No Damage) 93
SEMI F47 (Violation) 24
Voltage Interruption 16
Frequency Interruption 14
Voltage Swell 8

(b) Summary statistics: Incidents

Figure 9. Summary statistics of (a) boxes involved in events and (b) incident type occurrences.

4.2. OPQ Provides Valid and Reliable Collection of Power Quality Data

The first goal of the pilot study was to assess how well an OPQ sensor network is able to collect
basic power quality data. To do this, we compared data on voltage and frequency collected by OPQ
Boxes with data on voltage and frequency collected by the existing UH power monitors. The results
are shown in Figure 10.

As the charts illustrate, there is very close correspondence between the building meters and the
OPQ Boxes. For frequency differences, the value of σ is 0.0079 Hz, and for voltage, σ is 0.1703 V. (Note
that typical thresholds for frequency and voltage PQ anomalies is 1 Hz and 6 V, so OPQ Box values
appear accurate enough for their intended purpose.)

Validating THD and transient data, the other two basic power quality measures collected by OPQ
Boxes, was more challenging.

Figure 11 shows the results of comparing values of THD collected by OPQ Boxes and
building meters.
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(a) Frequency differences. (b) Voltage differences

Figure 10. Validation of (a) frequency and (b) voltage.

Figure 11. Total harmonic distortion (THD) differences.

During the hours of 6 p.m. and 6 a.m., OPQBox and the building level meter displayed a high
level of agreement, as shown in the blue histogram in Figure 11. On the other hand, during the hours
of 6 p.m. and 6 a.m., there was a static disparity of 0.13% between the two meters as portrayed in
the red histogram. This is likely attributed to the meter location in the power transmission hierarchy.
While the OPQ Box is plugged the 120Vac line, the building meter is monitoring the 480Vac three phase
line. An additional active conditioning system installed along side the transformer responsible for
compensating for reactive power in the building is the likely culprit in the disparity.

Unfortunately, we were unable to perform validation of transient data collection, because building
meters did not provide us with access to that information. However, synthetic tests performed in the
lab against a calibration source showed that OPQ Box is able to measure transient magnitude with
σ = 0.125 V, significantly higher than the triggering threshold. It should be noted that the internal
transient metric provided by the OPQ Box is only used for event detection, while higher level analytics
compute their own transient classification parameters. As such, the transient detection capabilities of
the OPQ Box are more than sufficient for its role in the OPQ ecosystem.

4.3. OPQs Triggering System Provides Advantages with Respect to Bandwidth and Computation

The pilot study provided an opportunity to collect data on the resources required by an OPQ
sensor network with respect to cloud-level network resources and server-level computation overhead.

To assess network bandwidth utilization, we analyzed the data stream of frequency and voltage
collected by OPQ Boxes, and the resulting network bandwidth utilized by the OPQ Makai triggering
algorithm. Over the course of a typical day, OPQ Makai requested approximately 136 MB of data from
the deployed OPQ Boxes. We then calculated how much data would be sent by a power quality meter
using a more conventional triggering approach in which exceeding a threshold would automatically
result in sending waveform data, and found that, under the same conditions, approximately 1025 MB
would be sent to the cloud, or eight times the network bandwidth.
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The computational cost of an OPQ sensor network is proportional to the amount of data acquired.
Since the meter level analytics are at best only good enough for event detection, further analysis is
required for event classification. This implies that the OPQ Makai triggering algorithm is at least eight
times more efficient than the self triggered counterpart, since eight times less data is sent by OPQ
Boxes to the cloud for analysis.

4.4. OPQ Enables Subthreshold Event Detection Based on Temporal Locality

One interesting capability enabled by two-way communication between OPQ Boxes and their
cloud-based services is what we term subthreshold event detection based on temporal locality. In a nutshell,
when one OPQ Box determines that a power quality measure has exceeded a threshold, one of the
actions of the sensor network is to request high fidelity waveform data from neighboring boxes for the
same temporal period, regardless of whether those boxes are reporting over-threshold data. In the
event that any of those boxes actually do report over-threshold data, then the request ripples outward
to the boxes neighboring that box, and so forth. This is accomplished by maintaining a model of the
OPQ Box metrics for each device. Once a single device passes a threshold, OPQ Makai will search the
network for all other devices, which exhibit measurements that deviate significantly from the device
model. If more devices are located, data from all the affected devices will be captured. Otherwise,
the event is deemed local and ignored.

Sub-threshold triggering allows for clustering of OPQ Boxes based on their electrical distance
without a priori knowledge of the power grid topology. A distance metric comprised of the magnitude
of the Vrms disturbance between every pair of OPQ Boxes was used as the clustering parameter.
This distance metric describes how much local disturbances observed by a device affect every other
device on the network. Hierarchical clustering employed on the aforementioned distance metric results
in the hierarchy shown in Figure 12a. These clusters closely corresponded to the topology of the power
grid. For example, the two top-level clusters correspond to the two 12 kV feeders, which power the
university campus. As such, disturbances that originate on one feeder, have a minimal impact on the
other. On the other hand, devices 1009 and 1008 are located in adjacent buildings, and a common
480 V feeder, resulting in a large level of commonality in observed anomalies. Sub-threshold triggering
along with clustering in turn made it possible to perform limited localization of PQ incidents without
prior knowledge of the grid layout. For example, consider a Vrms sag observed by the OPQ network
shown in Figure 12b. This event had the largest impact on devices 1008 and 1009, which, as shown via
hierarchical clustering, are closely coupled. From this information it is possible to conclude that the
event depicted in Figure 12b originated from inside the UH power grid relatively close to devices 1008
and 1009.

(a) Hierarchical clustering of OPQ Boxes. (b) Localization of a disturbance.

Figure 12. Hierarchical clustering of OPQ Boxes, and localization of a disturbance.
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4.5. The OPQ Information Architecture Provides a Means to Produce Actionable Insights

Figure 13 provides some descriptive statistics on the total number of entities created at each layer
of the OPQ Information Architecture over the course of the pilot study. Note that the number of entities
at a given layer at a given point in time is typically far less, due to the use of TTL to discard entities not
promoted to higher layers.

Figure 13 shows that all layers of the hierarchy were actively used. In addition, the system was
able to produce actionable insights by automatically detecting periodic phenomena for two boxes,
and then predicting future occurrences of power quality anomalies with over a 50% success rate (in
other words, the current implementation of predictive phenomena leads to a significant false positive
rate, predicting twice as many future power quality anomalies as actually occurred). Improving the
predictive capabilities is a topic of future research.

Level Total

Phenomena 10.4 K
Incidents 415 K
Detections 91.4 K
AML (Trends) 1.94 M
AML (Measurements) 116 M
IML 100 B

Figure 13. Entities created at each level of the OPQ Information Architecture during the pilot study.

4.6. The OPQ Information Architecture Provides Predictable Upper Bounds on Storage Resources

Figure 14 shows a graph that illustrates storage requirements both with and without TTL-based
data removal. As the graph shows, over the course of the three month period, we estimate that
cloud-level storage requirements would have reached approximately 2.5 TB if all data was kept.
However, due to TTL, the amount of data held in the cloud at the conclusion of the case study was
only 100 GB.

Figure 14. Storage requirements with and without time-to-live (TTL).

It is difficult to compute a strict upper bound on storage requirements for an OPQ network,
because the amount of storage does depend on the number of power quality anomalies experienced
by the grid. That said, we did notice that storage requirements were rising much more slowly at the
end of the pilot when utilizing TTL as compared to not utilizing TTL.
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The largest contribution to data storage is the raw power data. In a system without TTL, raw data
storage rapidly grows. The bounds on raw storage can be calculated by taking into account the
sampling rate and sample size for active OPQ Boxes.

Given that OPQ Boxes were configured to sample at 12 kHz at 2 bytes per sample during the
deployment, we can calculate the bounds on raw storage for 16 OPQ Boxes over three months without
TTL as 3.1 TiB.

Given a network of 16 OPQ Boxes over the pilot deployment period with TTL, the combined data
storage from all levels reached an asymptotic limit of near 100 GB. The high rate of detections made by
OPQ utilizes most of the space. The reason for this is that Events store associated IML data along with
each detection for high-fidelity analysis. It is also possible to observe how the AML and IML levels
level off asymptomatically over time. This is a result of TTL discarding not useful data.

4.7. OPQ Provides Useful Adaptive Optimization Capabilities

The top layer of OPQ’s information architecture supports adaptive optimization: the ability to
analyze previously collected data and use it to change the settings associated with data collection from
OPQ Boxes.

Two areas where adaptive optimizations were utilized are identifying periodic phenomena and
predictions of future phenomena. Periodic phenomena are PQ related signals that occur at regular
intervals. One example of periodic phenomena is a cyclic voltage sag that was observed at one of our
sensors with a period of about 34 min during our pilot study (Figure 15). This periodic phenomena
not only provided a classification of an interesting pattern, but also helped optimize the OPQ system
for the capture of future phenomena. Several system wide optimizations are utilized.

Figure 15. Detection of periodic voltage sags.

First, classified periodic phenomena are used to generate future phenomena. Future phenomena
are a prediction of future signals of interest. When a prediction is made, the system will automatically
increase sampling fidelity for the predicted sensor during the time window of the prediction.
In particular, the measurement rate is increased from one measurement per second to six measurements
per second, providing higher fidelity data. Detection thresholds are also decreased, making it more
likely that the predicted signal will be observed even if it is of low magnitude.
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Second, the increase in detection sensitivity makes it more likely that sub-threshold signals of
interest will be classified. For example, the increased detection sensitivity allowed us to observe and
classify a periodic voltage sag that would not have been detected by our normal classifier due to the
small magnitude of the sag.

This creates a positive feedback loop whereas periodic phenomena become more accurate, future
phenomena become more accurate. As future phenomena become more accurate, periodic phenomena
become more accurate.

5. Conclusions and Future Directions

This project has produced both hardware and software for power quality monitoring with a
variety of innovations. Our OPQ Boxes collect frequency, voltage, THD, and transients with high
fidelity, and at a cost that is generally 10× to 100× cheaper than current commercial offerings (though
these commercial offerings offer a variety of features not available from OPQ Boxes, so the appropriate
choice depends upon the needs of the user).

Our sensor network provides real-time, two-way communication between the sensor nodes (OPQ
Boxes) and their cloud services, providing several innovative features for power quality monitoring.
The OPQ triggering system exploits temporal locality to request high fidelity data from neighboring
boxes when one exceeds a threshold, enabling our network to detect and analyze data that would have
been unreported by a naive, threshold-based approach. The OPQ Information Architecture enables
Actors at the Phenomena Layer to control sensitivity settings of individual OPQ Boxes in order to
improve data collection when power quality anomalies have been predicted.

Our sensor network is designed to efficiently use network and storage resources. Two way
communication enables OPQ Boxes to send low fidelity summary statistics on power quality at one
second intervals, which can be used by cloud-based services to decide whether to request high fidelity
data. Our TTL mechanism implements a “use it or lose it” approach to cloud-based data, which in our
pilot study reduced cloud storage requirements by over ten-fold.

Our pilot study has provided evidence that OPQ sensor networks can provide useful new support
for understanding grid stability, particularly in grids with distributed, intermittent renewables. This in
part because OPQ Boxes are suitable for installation at the residential level: installation requires only
an available wall socket and WiFi connection, no electrician or GPS line-of-sight required. Finally,
the low cost of OPQ Boxes means mass deployment across a neighborhood is not financially infeasible.

One future goal is to partner with an organization that can enable OPQ Boxes to be produced at
volume. We made the OPQ Boxes by hand for the pilot study, and although we have had numerous
requests for OPQ Boxes, we do not possess manufacturing capacity.

With manufacturing capacity will come the ability to deploy OPQ sensor networks at a higher scale.
We believe that a single sensor network can easily scale to hundreds of boxes before bandwidth and
processing constraints become an issue. To scale to many thousands of boxes, we believe a federated
approach would work in which individual OPQ sensor networks communicate their findings to each
other. Those networks could be designed around natural grid boundaries such as substations.

A second goal is to explore ways to combine OPQ sensor networks with more traditional power
quality monitoring tools and standards, such as PQDIF. For example, it is possible that OPQ analyses
could be improved with access to additional power data such as current, phase angle, and so forth.

A third goal is to build Actors that operate not only on power quality data but also environmental
data such as wind, temperature, humidity, and insolation. These additional data streams could yield
valuable mechanisms for creating Predictive Phenomena for power quality anomalies associated with
renewable energy sources. Ultimately, such understanding could lead to ways to significantly increase
the amount of distributed renewable energy that can be incorporated into electrical grids.

To conclude, a recent paper by Mohsenian et al. [34] states, “the main challenge is to go beyond
manual methods based on the intuition and heuristics of human experts...it is crucial to develop the
machine intelligence needed to automate and scale up the analytics on billions of PMU measurements
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and terabytes of data on a daily basis and in real time.” We believe that the OPQ sensor network
represents a small step along the path toward that future.
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