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Abstract: The temporal resolution of the demand and generation profiles may have a significant
impact on the estimation of self-sufficiency and self-consumption for consumers and prosumers. As an
example, measuring the load profile, with a low temporal resolution, may lead to the under-estimation
of energy consumption, while measuring solar irradiation with a low temporal resolution may lead
to the over-estimation of on-site energy generation. Storage systems may reduce errors due to the
lower temporal resolution by 8–10 times or even more, depending on the capacity of the batteries.
Besides self-generation and self-consumption, there are other indicators that can be influenced by
temporal resolution that deserve to be investigated. This is a detailed study of the influence of
temporal resolution and the time averaging on a hybrid photovoltaic-battery system; this study
encompasses both economic and technical aspects, from the calculation of savings on the electricity
bill to the estimation of the equivalent cycles of battery storage system. To this end, the three-minute
load profile of a real case study is used to obtain other three load profiles with temporal resolution
equal to 15, 30, and 60 min via data averaging. Therefore, the authors analyze the influence and the
impact of temporal resolution and data averaging in terms of: The size of the photovoltaic generator
and the capacity of the storage system; the savings in the electricity bill and the balance between
costs and savings; the peak values and the average values of power flows during high generation
and low generation; the profile of the storage system over the year; the utilization rate of the storage
system and the rated power of the electronic converter that regulates the charge and the discharge;
the profile of the state of charge of the storage system and the life-time estimation of batteries through
the calculation of the equivalent number of cycles.

Keywords: data averaging; time resolution; photovoltaic battery system

1. Introduction

Besides the reduction of technology costs, the government support via economic and fiscal
incentives are key factors for the diffusion of systems with renewable energy sources. In the period
2005–2014, these systems benefited from the subsidies of 135 billion dollars worldwide; at the end
of 2017, subsidies have increased from 135 to 143 billion dollars with an average growth rate of 2%
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per year. In 2014, the governments of Germany, United States of America, and Italy paid half of the
worldwide subsidies. In 2017, this scenario changed because China was the main supplier of subsidies
to renewables, ahead of Germany, United States, Japan, and Italy; together, these five countries account
for almost 65% of total renewable energy subsidies. Today China, United States, Brazil, Germany, and
India are the five countries that, in decreasing order, have the greatest capacity to generate energy from
renewable sources; China is the leader, both in terms of photovoltaic capacity and wind capacity, as
shown in Table 1. On the other hand, if the population of these countries as in Table 2 is considered,
Germany and Denmark achieve the leadership for capacity per capita for photovoltaic (PV) and wind
(WG), respectively; the small Ireland is the runner-up in per capita wind capacity [1,2].

Table 1. Power capacity 2017 top five.

Power Capacity China USA Brazil Germany India

Power capacity (hydro not incl.) China USA Germany India Japan
Solar photovoltaic capacity China USA Japan Germany Italy

Solar photovoltaic capacity per capita Germany Japan Belgium Italy Australia
Wind capacity China USA Germany India Spain

Wind capacity per capita Denmark Ireland Sweden Germany Portugal

Table 2. Population in million, 2017.

Ireland 4.784
Denmark 5.749
Sweden 9.995
Portugal 10.291
Belgium 11.354
Australia 25.197

Italy 60.591
Germany 82.791

Japan 126.440
USA 329.187
India 1324.171
China 1403.500

Source: United Nations Department of Economic and Social Affairs, Population Division, www.un.org.

Historically, wind farms and photovoltaic plants received most of the subsidies; in 2017 they
obtained more than 80% of the total support and represent 70% of the global non-hydroelectric
renewable energy production. In 2017, roughly 52 GW of wind turbines were installed so the
worldwide installed capacity is about 539 GW (+11% compared to 2016). In the same year, roughly
98 GW of photovoltaic modules were installed so the worldwide installed capacity is about 402 GW.
Bioenergy is the third most supported renewable energy technology in 2017. In the future scenarios,
subsidies to renewables will grow further, up to a peak of $300 billion in 2035 (doubling rate in about
16 years), with a decrease to $280 billion in 2040. Wind farms and photovoltaic plants will still have
most of the support, that is more than three quarters of the support; bioenergy will receive 15% [1–3].

The data summarized above clearly shows that the future of renewables is promising. Although,
it remains heavily dependent on government support policies; indeed, this combination of renewable
sources and supporting government policies is unstable due to a handful of reasons. First of all, despite
the extraordinary growth of photovoltaic and wind power plants in the world, the generation of energy
from renewable sources is not keeping up with the rapid growth in energy demand. In 1987, fossil
fuels covered 81% of the world’s energy consumption, after thirty years, this percentage has remained
unchanged [1,2]. As shown in Figure 1, in 2015 the world total primary energy supply by fuel is still
dominated by coal, oil and natural gas. Nuclear has increased over time, as well as biofuels and waste;
hydro and others (geothermal, solar, wind, tide/wave/ocean, heat, and others) are last. On the other
hand, a different scenario from the one shown in Figure 1 would have been improbable given that,
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in the last years, for each dollar given as subsidy to renewables, $2.60 have been given to fossil fuels.
In addition, the energy generated from renewable sources and the energy demand are not shared
between the consumption sectors in the same proportions. Notwithstanding the difficulties related to
development for renewables, Chinese policy makers and planners are integrating the demand and
supply of distinct sectors—electrifying heating, manufacturing, and transport—in those parts of the
country where there is a large penetration of renewable energy generation [4,5].
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On the other hand, as the energy demand is converted into electricity demand, problems of electric
transmission lines become more acute. This is because photovoltaic and wind generators produce
power in an intermittent way, therefore with increased penetration of renewables, the harder is to
satisfy the demand when these generators are not available or are not sufficiently productive. The
absence of generation from renewable sources is already a substantial and expensive problem, even
when this absence is known in advance; for example, the Californian independent system operator
(CAISO) managed the eclipse on 21 Monday 2017, securing a power reserve 3.8 times greater than it
normally handles [6]. Two years before, a solar eclipse passed over the Atlantic Ocean and it was visible
across Europe; the European transmission system operators published a report about the estimated
impact well in advance [7]. Network operators in Germany spent 3.6 million euros to double the usual
power reserve; in Italy, 4 GW capacity was prepared [8]. Therefore, it is necessary to create flexibility
in this direction, so that the generation and demand find their balance and, at the same time, the
electricity grids operate in a safe and economic way.

Storage systems, both centralized and distributed, play an extremely important role in the direction
of flexibility, since they contribute to reliability [9] and adequacy [10] of power systems [11], and to the
management of the uncertainty of power generation from renewables [12–14]. The great improvement
in system dynamic performance is already discussed since decades and is provided by the application
of a battery energy storage (BES) system to the load frequency control of interconnected power
systems [15], to the bus voltage control in three-phases distribution lines [16]; the same applies to
battery storage systems, even when installed on electric vehicles, and sustainable energy development
of emerging economies [17]. For all this reasons, the dimensioning and positioning in electrical
grids, as well as the planning and real-time management of storage systems are deeply investigated
issues [18–22]. When decentralized and built using electrochemical batteries, storage systems are
notoriously a practical, fast, modular, and cost-effective tool to guarantee residential and commercial
end-users a high self-consumption rate, savings on bills and providing higher reliability [23–31].

This paper contributes to this area, focusing its attention on a grid-connected hybrid
photovoltaic-battery system at residential and commercial level.
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1.1. State of the Art

The literature reports show that having data with high temporal resolution can be a mandatory
issue in order to reach correct and precise conclusions. For example, Richardson et al. in [32] present an
energy demand model to be used as a tool in the design of the local distribution network. The model
returns the profile of the household load—the aggregated load profile—starting from the profiles of
single appliances, previously created synthetically. Each synthetic profile faithfully reproduces the
real-use case, since the temporal resolution is 1 min. The volatility of the demand for each single home,
minute-by-minute, as well as the power factor of the aggregated load are almost perfectly represented
in the 100–1000 W range; the energy consumption for powers up to 10 W, and above 1000 W are
under-estimated as the night-time demand is under-estimated, mainly because the model does not
exactly represent people’s behaviour (English men and women in the case of the paper) who leave the
lights on while they sleep.

The close correlation between the electricity demand and the habits of the occupants of a dwelling
is a central node for Richardson and for Widen et al. in [33]; the Markov-chain model, presented by
Widen, reproduces a high resolution numerical series, stochastically generated, which represent the
profile of a family’s demand; these series are useful for evaluating the performance of small scale
energy systems and indoor building climate. To generate the numerical series, the Widen’s model first
synthetically generates activities for each family member using 1-min real data, and then it calculates
the aggregated profile of members.

Marszal et al. in [34] propose a high-resolution load model to facilitate the modeling of flexible
energy buildings. Like Richardson, Marszal uses a bottom-up approach so the use of a single appliance
is the basic brick to create synthetic data in order to obtain the one-minute profile of a typical Danish
family. The comparison of the synthetic data with the measured data shows that the Marszal’s model
captures well all the characteristics of the families’ profiles; the sole exception is the under-estimation
of energy consumption for powers over 1000 W and the under-estimation of electricity demand during
spring and summer, mainly due to the fact that the model under-estimates the need for lighting in
these periods.

Wright et al. in [35] measure the load profile of eight houses for each minute and evaluate the
effect of time-averaging from 1 min to 5, 15, and 30 min on the statistics of both the on-site generation
and load profiles. The analysis shows that as the measurement recording interval increases, the load
peaks reduce or disappear completely; high-frequency cyclic loads, such as heating appliances are no
longer evident if the temporal resolution is greater than 1 min. Wright also reports that time intervals
longer than 1 or 2 min have a significant effect on all basic statistical surveys, except on the calculation
of the average: Maximum and highest percentile values are reduced, the median increases. Wright
also adds that five-minute data averaging is a reasonable compromise for the evaluation of on-site
generation with good precision; 30-min data averaging can still provide a reasonable estimation of the
energy generated on-site and the energy exported to the local grid, but it is not for the estimation of the
imported energy.

For Huld et al. in [36], the on-site generation is given by a photovoltaic thin film cells; the efficiency
of such a generator is estimated as a function of the temporal resolution of the local irradiance and
temperature. Huld shows that monthly-average data lead to an over-estimation of efficiency of about
2%; this is not a great error if compared to the uncertainty in the measurement of solar irradiance
but it can be equally significant because it is a systematic error, therefore, it can negatively affect the
estimation processes, such that it is carried out by the web application of the Photovoltaic Geographical
Information System (PVGIS) of the European Commission. For Widen et al. in [37] the on-site generator
is a conventional photovoltaic module; the researchers discuss the massive integration in low-voltage
power grids of the distributed generation and the possible negative impacts due to the excess of power
generation on the grid, taking into account the time averaging from 10 min to 60 min and a simplified
model of a real 0.4 kV low-voltage distribution grid in Uppsala, Sweden. Widen concludes that time
averaging negatively impacts the statistical properties of the load demand in individual households,
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whereas, this impact is almost null for both the on-site generation and the aggregated load profile (the
latter is already smoothed by random coincidence).

Talavera et al. in [38] propose a new approach based on cost-competitiveness to size the
photovoltaic generator and maximize self-consumption. In this sense, the researchers measured the
energy consumption of three houses located in South of Spain for an entire year with one-minute
time intervals; they also performed a quality check by removing the invalid measurements and
processing the remaining data according to the recommendations of the IEC 61724 standard. Talavera
concludes that the adopted temporal resolution let to the conclusion that the daily, monthly, and annual
self-consumption rates are between 0.5 and 0.6. Therefore, half of the load demand can be met through
self-consumption, without local storage.

Also Ayala et al. in [39] considers that conventional photovoltaic modules and studies how
the self-consumption rate and the self-sufficiency rate changes with the increase in the temporal
resolution. Given a 2.3 kW photovoltaic generator is placed on the rooftop and sized in order to reach
the zero-energy-building target, Ayala concludes that the self-consumption and self-sufficiency are
overestimated by 9% when a temporal resolution of 60 min is used in place of a temporal resolution of
10 seconds.

Cao et al. in [40] calculate a greater error in the averaging effect on both the on-site electrical
generation and demand; given that a 183.3 square meter area is entirely covered by photovoltaic
modules, such an error increases from 0.2% to 69% when the temporal resolution changes from 5 to
60 min. The coarse resolution causes a large error especially when the generation profile frequently
intersects with long and intermittent peaks of the demand profile. Cao concludes that there is no
unambiguous indication about the value of the coarser resolution, which should be adopted to obtain
results close to those with a one-min resolution, given that the most essential factors are the specific
characteristics of the generation and demand profiles. Moreover, Cao extends the study and considers
battery storage systems; these systems have a significant effect on the errors reported above, which
are reduced 8–10 times because the storage systems hardly level the long, intermittent peaks of the
demand profile.

Also Beck et al. in [41] provide an evaluation of the influence of the temporal resolution of
both the demand and the on-site generation profiles on self-consumption and on the size of hybrid
photovoltaic-battery systems. Given the load profile of a typical family in Germany, and a photovoltaic
generator is sized to minimize the electricity bill, Beck affirms that a 15-min generation profile is a
good profile in general. As for the demand profile, a 15-min temporal resolution is also a reasonable
value on condition that the demand profile does not show the most of the energy consumption for
powers above 2 kW, otherwise a 1-min resolution is required for reliable results. Beck also states
that, when adopting a storage system, the temporal resolution becomes almost negligible due to the
flexibility introduced by the batteries, and indeed, if the demand profile shows frequent peaks and a
large quantity of energy is consumed for powers above 2 kW then a temporal resolution of 5 min leads
to errors lower than 5% in estimating the self-consumption rate; temporal resolutions up to 60 min
may still be acceptable, depending on specific characteristics of the load profile.

A hybrid photovoltaic-battery system and the temporal resolution of input data are also the two
pillars of the study presented by Wolf et al. in [42]. The electrical load consumption, solar radiation,
and the indoor temperature of a real case were measured every 15 seconds; these data were used to
calculate further profiles with different temporal resolution. Wolf concludes that, in the absence of a
storage system, a 1-min temporal resolution is necessary in order to limit the error on self-consumption
to 5%. In the presence of a storage system, such an upper limit is also achieved in the case of 60-min
temporal resolution or even longer depending on the size of the battery. In fact, the results obtained
by Wolf need further investigation as the numerical experiments carried out do not take into account
the power of the storage system, that is, the charge and discharge power of the battery system have
no limits.
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A more complete hybrid system is studied by Hoevenaars et al. in [43]; indeed, besides a
photovoltaic generator and batteries, the researchers also considered variable residential loads, wind
power generation, and a diesel genset. The influence of temporal resolution was first studied for each
component, one at time. Hoevenaars states that the energy produced by the wind turbine increases
up to a maximum of 7% as the temporal resolution varies from 1 second to 1 hour, whereas, the fuel
consumption of the genset reduces to a maximum of 5.6%. Hoevenaars also states that the operation
of both, the photovoltaic generator and the batteries are not affected by the length of the time step.
Subsequently, the influence of temporal resolution was studied for the optimization of the entire system;
the obtained results return that the impact of the temporal resolution depends on the configuration of
the hybrid system and, in particular, on the type of backup source, i.e., the batteries and the genset.
Hoevenaars concludes that the temporal resolution has higher impact when the genset is operating,
and that it is not possible to determine the optimal temporal resolution without having performed a
simulation of the given entire system.

1.2. The Contribution of this Paper

The contributions from the literature show that the temporal resolution of the demand
and generation profiles may have a significant impact on the estimation of self-sufficiency and
self-consumption for consumers and prosumers. As an example, load profiles that are measured with
a temporal resolution greater than 1 min, may lead to the under-estimation of energy consumption
and the inability to identify electrical loads. The low temporal resolution can also determine an
over-estimation of the energy output of a photovoltaic generator installed on the rooftop in a very wide
range, from 9% to 69%. Self-consumption is also overestimated by 9% if the temporal resolution is
greater than 10 seconds. All these errors are strongly reduced, 8–10 times, by storage systems. On the
other hand, these contributions do not consider the influence of temporal resolution on common issues
of great interest to consumers, such as the savings on the electricity bills or the influence on technical
issues, such as the power flows in the hybrid system and the utilization rate of the storage system.

This paper provides a detailed study of a hybrid photovoltaic-battery system, which evaluates the
influence of the data averaging and the temporal resolution on energetic issues, such as self-generating
and self-consumption. In addition, this paper extends the previous studies to cover technical and
economic issues, such as the sizing of the hybrid system and the life estimation of the batteries. To this
end, the three-minute load profile of a real case is considered; via data averaging, further three load
profiles with temporal resolution equal to 15, 30, and 60 min are obtained. Therefore, the authors
analyse the influence and the impact of temporal resolution and data averaging in terms of: the size of
the photovoltaic generator and the capacity of the storage system, the savings on the electricity bill
and the balance between costs and savings, the peak values and the average values of power flows
during low generation and high generation, the profile of the storage system over the year and during
four particular months, the utilization rate of the storage system and the rated power of the electronic
converter that regulates the charge and the discharge of storage system, the profile of the state of charge
and the life-time estimation of the batteries through the calculation of the equivalent number of cycles.

2. The Hybrid Photovoltaic-Battery System

The scheme of a typical grid-connected hybrid photovoltaic-battery system, suitable for residential
and commercial applications, is depicted in Figure 2a; the photovoltaic generator, the storage system,
the aggregated load, and the meter are shown along with their respective profiles: PPV, PLOAD, PBES,
and PGRID. For the latter, it is appropriate to distinguish between the power flow from the system
to the grid, Pexported, and power flow to the system, Pimported; such a distinction is necessary for
the calculation of the electricity bill, the net-metering, etc. In practice, the realization of a hybrid
photovoltaic-battery system requires, first selecting the system configuration, by choosing between
the two system configurations illustrated in Figure 2b,c. The configuration in Figure 2b is typical for
new installations where both the generator and the storage are brand new and installed at the same
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time. The power converter A is a dc-dc converter that ensures the tracking of the maximum power
point of the photovoltaic generator, the power converter B is a current-controlled dc-ac converter
that injects an AC current that, in most of applications, is in phase with the voltage detected at the
output terminals. The power converter C is a dc-dc converter which regulates both the charge and
discharge of the batteries. It is a step-up or step-down type, depending on preferences and choices
during design, including the number of cells of batteries that realize the storage system. All these
power electronic converters, A, B and C, are interconnected with each other by means of a centralized
controller, which acquires information and measurements in order to optimize the operation of the
hybrid system as a whole. The small number of converters makes the use of a single microcontroller
possible for executing all the measurements and calculations, including the generation of pulse-width
modulation signals for the switches of all the converters. The configuration, illustrated in Figure 2c,
refers to the so-called retrofit of an existing system, where the photovoltaic generator has already
been installed on the rooftop, before and, in a second step, a new storage system is installed. When
retrofitting, the power electronic converters A, B, and C rarely communicate or cooperate with each
other, they are not coordinated by a central controller. Sharing a voltage or current measurement can
be very difficult, even when these converters adopt an international communication standard, such as
the IEC61850.

The configuration of Figure 2d is less known and less widespread than the previous two
configurations. It is more expensive but also advantageous in case of a weak distribution grid, when
the hybrid system is often forced to operate in islanded mode [44]. Supposing a blackout or an
excessive deviation of the amplitude or frequency of the voltage at the point of common coupling,
the relay that connects the hybrid system to the grid opens; the converter D’ performs a seamless
transition from grid-connected to islanded mode as to ensure in the local grid of the hybrid system a
stable voltage, close to the reference values [45,46]. When islanded, the current-controlled converter, B,
continues to operate without interruption as the converter D’ compensates for over generation and
under generation. Since a failure of the converter B determines the disconnection of the unique power
generator inside the hybrid system and the total collapse of the system itself, the additional converter C’
provides a solution; it increases the cost of the hybrid system, as well as the robustness, since it allows
the storage system to be recharged by the photovoltaic generator and, in turn, offers the load to be
supplied by the batteries. The two converters C’ and D’ do not necessarily have the same rated power.

As for the operation of the hybrid photovoltaic-battery system, the authors in this paper assumed
that the power produced by the photovoltaic generator feeds the electrical loads at first; the remaining
power, if any, recharges the batteries in compliance with the rated power of the dc-dc converter and
the state of charge. The power flow between the batteries and the utility grid is not allowed: The grid
does not recharge the batteries, and therefore, it is not possible to buy and store energy during off-peak
hours and consume it during peak hours. The authors also assume that the energy imported from
the utility grid is paid at market price, the exported energy to the grid does not imply any income,
no incentives or subsides are paid, and net-metering is not considered. Moreover, demand response
programs and ancillary services are beyond the scope of this paper. In the next Sections 2.1 and 2.2, the
photovoltaic generator and the battery storage system models are presented; the model of the hybrid
photovoltaic-battery system follows in Section 2.3.
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C: dc-dc bidirectional converter, D: dc-ac bidirectional converter, C’: dc-dc charge converter, D’: dc-ac
discharge converter.

2.1. The Model of the Photovoltaic Generator

In the model of the photovoltaic generator adopted in this paper; the average value of the power
generated by the photovoltaic generator PPV(∆t) in the time interval ∆t is a function of the peak power
PV of the generator, of the solar radiation G(∆t) and of two parameters as follows:

PPV(∆t) = PV∗G(∆t)·η1·η2 (1)
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The parameter η1 in (1) is defined as:

η1 = 1 − 0.4982%·(Tmod(∆t) − TSTC) (2)

and takes into account the difference between the operating temperature of the photovoltaic module
and the standard test temperature. This is because the peak power of the photovoltaic module is
certified in standard operating conditions and the test temperature TSTC is set to 25 ◦C; therefore, the
authors assume a variation of the actual power with respect to the peak one equal to 0.4982% for each
Centigrade degree of difference between the module temperature and the test temperature.

The temperature of the module Tmod in (1) is defined as:

Tmod(∆t) = Tamb(∆t) + α·G(∆t) (3)

That is, as the sum of the ambient temperature Tamb(∆t) and the product between the parameter
α and the solar radiation G(∆t). The parameter α is 0.035 ◦C/(W/m2) for a ground-mounted system or
0.050 ◦C/(W/m2) for a building-integrated system. The parameter η2 in (1) takes into account the power
losses, due to the tilt shading and local shading, the power losses due to reflection and mismatching,
and the power losses in DC and AC circuits and inverters.

2.2. The Model of the Battery Energy Storage System

The model of the battery storage system adopted in this paper mainly includes the capacity of the
batteries set, the nominal power PBES of the batteries set, the state of charge SOC(∆t) and the power
flow PBES(∆t) of the batteries; other parameters, such as the batteries voltage and current, are omitted.
During the discharge of the batteries, the power exported by the batteries is upper limited to the
nominal power:

PBES (∆t) ≤ PBES. (4)

Power flows higher than PBES are never allowed, also in very short intervals. During the recharge
of the batteries, the power imported by the batteries is upper limited to the nominal power multiplied
by the coefficient m:

PBES (∆t) ≤ m·PBES. (5)

The value of the coefficient m can be set greater or lower than 1, to simulate a fast or a slow
recharge. In this paper, the value of m is set to 1. As the power flow varies, the state of charge of the
storage system varies accordingly from a previous value SOC(h−1) to a new one SOC(h),

SOC(h) = SOC(h−1) + (PBES(∆t)·∆t/BES)·(1/ηd)·100 (6)

SOC(h) = SOC(h−1) + (PBES(∆t)·∆t/BES)·ηc·100 (7)

where ηd and ηc account for the efficiency during the discharge, and the recharge, respectively. The
self-discharge phenomenon has been considered negligible.

2.3. The Model of the Hybrid Photovoltaic-Battery System

This paragraph describes the model of the hybrid photovoltaic-battery (PV&BES) system of
Figure 1. In order to size the hybrid photovoltaic-battery system, a typical objective function is also
provided. Given the index h = 1 . . . T for the time interval ∆t, the main inputs of the model are the
solar radiation G(h), the load demand PLOAD(h), the nominal power of the storage system PBES; the
main outputs of the model are the size of the photovoltaic system PV and the capacity of the storage
system BES.

maximize (Savings − Costs) (8)
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subject to,
h = 1, 2, . . . T (9)

PPV (h) = PV·G(h)·η1·η2 (10)

IF PPV (h) ≥ PLOAD (h) (11)

PBES (h) ≤ PPV(h) − PLOAD(h) (12)

PBES(h) ≤ m·PBES (13)

SOC(h) = SOC(h−1) + (PBES(h)·∆t/BES)·ηcharge·100 (14)

IF PPV (h) < PLOAD (h) (15)

PBES (h) > PPV(h) − PLOAD(h) (16)

PBES(h) ≤ PBES (17)

SOC(h) = SOC(h−1) + (PBES(h)·∆t/BES)·(1/ηdischarge)·100 (18)

PGRID(h) = PPV(h) − PLOAD(h) − PBES(h) (19)

IF PGRID(h) < 0 (20)

Pexported(h) = PGRID(h) (21)

IF PGRID(h) > 0 (22)

Pimported(h) = PGRID(h) (23)

T∑
k=1

PPV(h)·∆t = 100%
T∑

k=1

PLOAD(h)·∆t (24)

T∑
k=1

(
PPV(h) − Pexported(h)

)
·∆t = 70%

T∑
k=1

PPV(h)·∆t (25)

Electr.Bill =
T∑

k=1

Pimported(h)·∆t·Price(k) (26)

Savings = Electr.billw/out PV&BES − Electr.billwith PV&BES (27)

Installment (PV) = f(Loan_rate; Loan_lenght; Amount (PV)) (28)

Installment (BES) = f(Loan_rate; Loan_lenght; Amount (BES)) (29)

Costs= Installment (PV) + Installment (BES) (30)

Balance = Savings − Costs (31)

SOCmin ≤ SOC ≤ SOCmax (32)

PV ≥ 0; BES ≥ 0 (33)

The functions and constraints will be discussed in the order as they are numbered. As in
Equation (8), the objective function maximizes the difference between savings on bills and costs.
Equation (9) sets k as the index over the T time intervals ∆t. Equation (10) calculates the power PPV (h)
produced by the photovoltaic generator as the product of the rated power PV, the solar irradiance G (h)
and the two parameters η1 and η2 which take into account the ambient temperature, and the combined
power system losses, respectively. Equation (11) compares the power of the photovoltaic generator with
the load demand; when the generation exceeds the demand, an over-generation exists and batteries
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can be recharged. Therefore, Equation (12) upper limits the power flow of batteries PBES(h) to the
over-generation whereas Equation (13) further upper limits PBES (h) to the rated power PBES multiplied
by the coefficient m which, if greater or lower than 1, can be used to accelerate or decelerate the recharge.
Finally, Equation (14) updates the state of charge; the new value is the previous value plus a quantity,
which depends on the power PBES (h), the storage capacity BES and the parameter ηcharge. Equation (15)
compares again the power of the photovoltaic generator with the load demand; if the renewable
generation does not exceed the demand, an under-generation exists and batteries can be discharged.
Equations (16) and (17) upper limit PBES (h), and Equation (18) consequently updates the SOC. Given
the value of PBES (h), Equation (19) calculates the power PGRID (h) at the point of connection to the
utility grid. If Equation (20) verifies that PGRID (h) is lower than zero then Equation (21) labels this value
as imported power; vice versa, if Equation (22) verifies that PGRID (h) is positive then Equation (23)
labels this value as exported power. Equation (24) imposes the zero-net-energy target since the energy
produced by the photovoltaic generator during the year must equal the energy consumed by loads
(i.e., 100% self-sufficiency). Similarly, Equation (25) imposes self-consumption being equal to 70%.
The remaining equations, from (26) to (31), return the calculation of values useful for evaluating costs
and savings achieved through the adoption of the hybrid photovoltaic-battery system. In particular,
Equation (26) calculates the electricity bill, Electr.Bill, using market energy prices, Price(h), to the
imported energy. Therefore, Equation (27) calculates the savings as the difference between the bill when
calculated in the presence of the photovoltaic-battery system, Electr.billw/outPV&BES, and in the absence,
Electr.billwithPV&BES. Equations (28) and (29) return the annual installment for purchase, install and
maintain the photovoltaic generator and the storage system, according to the interest rate, Loan_rate,
the length of the loan, Loan_length, and the financed amount, Amount (.). Moreover, Equation (30)
calculates the total annual cost while Equation (31) calculates the so-called balance between savings
and costs. Equations (32) and (33) constrain the value of the state of charge of the storage system, the
peak power of the photovoltaic generator and the capacity of the batteries, respectively.

3. Numerical Experiments

This section illustrates the results of numerical experiments with reference to a real case study.

3.1. The Case Study

The case study is a building of the University of Calabria, placed in the South of Italy; the building
consists of eight floors, each floor covers an area of 400 square meters, offices, and laboratories are
often on the same floor. A set of data, such as the phase voltage and current, solar irradiance and
ambient temperature, has been measured for an entire year using a smart meter mod. 3Ph-WiFi by
CretaES [47]; input ports of such a meter allow to sample signals in the 0–3.3 V and 0–100 kHz range
every 200 µs. The measured values are averaged over longer periods of time. For example, the smart
meter has returned the load profile PLOAD in the form of a string of 175,200 positive/negative/null
numbers; the temporal resolution is equal to 3 min, hereinafter also referred to as R3. The yearly
energy consumption is 121 MWh; interior lighting covers about 30% of annual consumption, the rest is
for other electrical loads. The electricity bill is about €11,769. Other data are: The market electricity
prices, the market price for photovoltaic generators and for the lithium-ion battery storage system, the
interest rate for a bank loan.

3.2. Load Profile, Temporal Resolution and Time Averaging

Given the load profile PLOAD with a three-minute temporal resolution, namely R3 resolution,
the authors have calculated three load profiles with different temporal resolution by applying time
averaging. The temporal resolutions of these three new profiles are 15 min, 30 min and 60 min,
hereinafter also referred to as R15, R30 and R60.
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As an example, Figure 3 illustrates the load profile on 1st of July; in particular, Figure 3a
illustrates the load profile as it has been returned by the smart meter whereas Figure 3b–d illustrate the
time-averaged load profiles.
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3.3. Influence on the Size of the Photovoltaic Generator and Capacity of the Battery Energy Storage System

The model of the PV&BES system, shown in Section 2 of this paper, is now used to optimal sizing
both the photovoltaic generator and the battery energy storage system; the optimal solution minimizes
the cost function, it ensures that the self-generation rate is equal to 100% and the self-consumption rate
is 70%. When R3 is considered, the optimal size for the photovoltaic generator is 83.38 kW while the
optimal capacity of the batteries storage is 105.17 kWh, as reported in the first column of Table 3. Such
a calculation is now repeated with reference to R15, R30 and R60; the remaining columns of Table 3
show that the optimal size of the photovoltaic generator remains unchanged and equals 83.38 kW,
while the optimal capacity of the batteries slightly decreases from 105.10 kWh to 103.01 kWh (−1.98%).
The conclusion is that the temporal resolution has no particular relevance in the optimal sizing of the
PV&BES system, as time averaging from 3 to 60 min does not imply any relevant error; for the case
studied, time averaging underestimates the capacity of the batteries storage system by only 2%.
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Table 3. 100% Self-generation, 70% self-consumption, imported/exported energy, bills, and savings.

Title R3 R15 R30 R60

Temp resolution min 3.00 15.00 30.00 60.00
Opt size PV kW 83.38 83.38 83.38 83.38
Opt size BES kWh 105.17 104.97 104.52 103.01

EPV MWh 121.64 121.64 121.64 121.64
EBES MWh 30.69 30.31 29.95 29.25
EIMP MWh 36.49 36.87 37.23 37.93

The second half of Table 3 reports the energy EPV produced by the photovoltaic generator during
the year, the energy EBES stored by the batteries during the year, the energy EIMP imported from the
grid during the year as a function of the temporal resolution; the value of EPV does not vary and
remains equal 121.64 MWh, the value of EBES decreases from 30.69 MWh to 29.25 MWh (−4.69%), the
value of EIMP increases from 36.49 MWh to 37.93 MWh (+2.84%). These results clearly indicate that the
temporal resolution has small influence on the calculation of energies EPV, EBES and EIMP therefore it is
easy to deduce that the influence of the temporal resolution on the electricity bill and savings is equally
irrelevant. In this respect, the first column of Table 4 shows the electricity bill, when calculated in the
absence of both the photovoltaic generator and the storage system, i.e., Billw_outPV&BES, is €11,769.39,
where €7501.81 (63.74%) is for the electricity consumption and €4267.58 (36.26%) is for taxes and VAT.
Adopting the hybrid PV&BES system, the bill reduces to €3562.33 therefore the saving is about 69.73%.
On the other hand, some additional costs exist: The annual installment for the photovoltaic generator
is, €15,077.46 and the annual installment for the storage system is €3214.79; therefore, the balance
between savings and installments is €−10,085.18. When the temporal resolution varies from 3 min to
60 min, the balance varies by +0.04%. Therefore, the conclusion is that the temporal resolution has no
relevance on the calculation of the balance between savings and costs when a hybrid PV&BES system
is adopted.

Table 4. Bills and savings.

Title R3 R15 R30 R60

Temp resolution min 3.00 15.00 30.00 60.00
Bill without PV&BES € 11,769.39 11,769.39 11,769.39 11,769.39

Generation € 7501.81 7501.81 7501.81 7501.81
Bill with PV&BES € 3562.33 3562.00 3560.84 3557.70

Saving € 8207.06 8207.39 8208.55 8211.69
Saving % 69.73 69.74 69.74 69.77

Instalment PV € 15,077.46 15,077.46 15,077.46 15,077.46
Instalment BES € 8462.53 8446.45 8410.28 8289.21

Balance € −10,085.18 −10,084.85 −10,083.99 −10,080.85

3.4. Influence on Power Flows During an Over Generation

This section discusses the influence of the temporal resolution on peak values of these four
profiles: PLOAD, PLOAD − PPV, PBES and PESP; they are the load profile, the difference between the
load profile and the photovoltaic generator profile, the profile of the battery storage system, and the
profile of the power exported to the utility grid, respectively. As reported in the first column of Table 5,
the peak of PLOAD is 52 kW and it significantly decreases to 31.50 kW as the temporal resolution
changes from R3 to R60. The conclusion is that a 60-min temporal resolution can cause a substantial
under-estimation (39.42%) of the peak value of the load profile; since current peaks are under-estimated
too, the estimation of the number of times that the electric cables are overloaded is jeopardized [15].
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Table 5. Peak values during high generation.

Title R3 R15 R30 R60

Time resolution min 3.00 15.00 30.00 60.00
PLOAD kW 52.00 34.00 33.00 31.50

PLOAD − PPV kW 77.12 73.12 67.69 60.83
PBES kW 73.27 69.47 64.31 50.36
PESP kW 77.02 72.02 61.93 60.83

When negative, the difference PLOAD − PPV indicates that the photovoltaic generator produces
more than the load demand; in this case an over generation is in progress and the batteries can be
recharged. Worth noting is that PLOAD − PPV is the power available for the recharge and that it does not
necessarily coincide with PBES. The peak value of PLOAD − PPV is 77.12 kW for R3 and it decreases to
60.83 kW for R60 (−21.12%), as shown in the second row of Table 4. Similarly, the peak value of PBES is
73.27 kW for R3 and it decreases to 60.83 kW (−24%) for R60, as shown in the third row of Table 3. The
peak value of PBES is lower than the peak value of PLOAD − PPV because of two reasons; the first relates
to the state of charge. Indeed, if the storage system is fully charged then the over-generated power is
necessarily exported to the grid or locally dissipated, penalizing the self-consumption rate. The second
relates to the rated power of the electronic converter, which regulates of the battery recharge; if such a
rated power is lower than the peak value of PLOAD − PPV than a part of the over-generated power is
necessarily exported to the grid or locally dissipated, further penalizing the self-consumption rate. The
estimate of the decrease of the self-consumption rate, due to the under-estimation of the rated power
of the batteries recharger, requires precise numerical calculations because it depends on how many
times, and for how long, the rated power of the recharger is found to be lower than PLOAD − PPV. For
example, a battery’s recharge with a rated power equal to 60.83 kW, i.e., the peak value of PLOAD − PPV

for R60, instead of 73.27 kW, i.e., the peak value of PLOAD − PPV for R3; the numerical results returns a
self-consumption rate still of 70%. The conclusion is that a coarse temporal resolution can induce the
under-sizing of the power converter that regulates the recharge of the batteries; in this case, a part of
the power generated by the local generators is necessarily exported to the grid or locally dissipated,
thus penalizing the self-consumption rate. The estimate of the reduction in the self-consumption rate
requires specific calculations, case by case. Lastly, the fourth row of Table 5 shows the peak value of
PESP that is the power flow exported to the utility grid; this peak value is 77.02 kW for R3 whereas it is
60.83 kW for R60 resolution (−21%). The conclusion is that the coarse temporal resolution can induce
the under-estimation of the feed-in contractual power.

3.5. Influence on Powers During an Under Generation

This paragraph studies the hybrid PV&BES system when PLOAD − PPV is positive, that is the load
demand is higher than the on-site generation. In order to compensate for this under generation, the
batteries start discharging in compliance with the constraints regarding the state of charge, as well
as the rated power of the converter that regulates for the discharge of the batteries themselves. The
peak value of PLOAD − PPV is shown in the first row of Table 6. It decreases from 41.35 kW to 25.50 kW
(−38.33%) when the temporal resolution changes from 3 min to 60 min. The second row of Table 6
shows the peak value of the power flow of batteries which compensates for the under-generation;
the peak value is 32.00 kW for R3 and 24.38 kW for R60 (−23.81%). The conclusion is that a coarse
temporal resolution can induce an under-estimation of the rated power of the electronic converter,
which regulates the discharge of the storage system, thereby, penalizing the self-consumption rate.
In most of the real applications, the batteries’ discharge coincides with the batteries’ recharge. Therefore,
the size of such a converter has to be chosen by taking into account the extreme condition between
over-generation and under-generation. Finally, if the storage system does not fully compensate for the
under-generation then the hybrid PV&BES system imports power from the utility grid. The peak value
of PIMP is reported in the last row of Tab 6 and it is 41.35 kW for R3 and 25.50 kW for R60 (−38.33%).
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The conclusion is that the coarse temporal resolution can induce the under-estimation of the imported
contractual power.

Table 6. Peak values during low generation.

Title R3 R15 R30 R60

Time resolution min 3.00 15.00 30.00 60.00
PLOAD − PPV kW 41.35 29.35 26.40 25.50

PBES kW 32.00 27.00 25.25 24.38
PIMP kW 41.35 29.35 26.40 25.50

3.6. Influence on the Utilization Rate of the Storage System

The influence of the temporal resolution on the calculation of the utilization rate of the storage
system is investigated in this paragraph by distinguishing three cases: The storage system is in
stand-by mode, recharging, and discharging. The stand-by mode indicates that the batteries storage is
functioning, but the output current is zero or almost zero; therefore, the longer the stand-by mode, the
lower the utilization rate of the storage system. In order to estimate the utilization rate, PBES provides
the necessary information. Indeed, PBES is a string of values whose cardinality depends on the temporal
resolution; for example, if the temporal resolution is three minutes then the cardinality of PBES is
175,200 values. The authors assume being null the values belonging to the range of ±0.10 kW. Given
this assumption, half of PBES (50.31%) is null when the temporal resolution is 3 min, the utilization rate
of the storage system is 49.69%, as reported in the first column of Table 7. The utilization rate increases
from 49.69% to 51.29% when the temporal resolution changes from 3 to 60 min. The conclusion is that
the poor temporal resolution scarcely influences the estimate of the utilization rate of the storage system.

Table 7. Storage system profile.

Title R3 R15 R30 R60

String length 175,200 35,040 17,520 8760
Utilization rate % 49.69 50.02 50.15 51.29

Recharge % 17.60 17.37 17.67 18.44
Recharge ave. kW 19.89 19.91 19.34 17.98

Discharge % 32.46 32.36 32.56 32.85
Discharge ave. kW 10.78 10.69 10.50 10.18

It is important to underline that the low utilization rate mentioned above is due to the strategy
that regulates the operation of the storage system and it is not due to the temporal resolution. Indeed,
the adopted strategy means batteries’ recharge occurs exclusively in the presence of an over generation,
while the batteries’ discharge occurs exclusively in the presence of under-generation; this strategy
excludes any exchange of power between the storage system and the grid.

This strategy clearly limits the use of the storage system and, consequently, the utilization rate.
Finally, Table 8 shows the utilization rates when calculated for March, June, September, and December.
The utilization rates in March vary with the temporal resolution but they coincide almost exactly with
the utilization rates for the whole year. In contrast, the storage system gives a higher contribution
to the PV&BES system in June, compared with March; indeed, the rates reported in the third row of
Table 8 show higher contribution of about 10%. The utilization rates in September are in the middle
between March and June. Finally, December is the month with the lowest utilization rates since the
storage system remains inactive for about 60% of time, regardless of the temporal resolution.
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Table 8. Utilization rate of the storage system.

Title R3 R15 R30 R60

March % 49.27 49.03 49.00 50.14
June % 58.57 58.30 59.08 60.49

September % 55.35 55.45 55.99 57.26
December % 40.02 39.02 39.45 39.39

3.7. Influence on the Recharge of the Storage System

The previous paragraph has studied the profile of the storage system and it has paid attention to
null values only, thereby calculating the utilization rate and evaluating the influence of the temporal
resolution on it. This paragraph focuses on positive values of PBES, i.e., those values that indicate the
batteries recharge. As reported in the third and fourth rows of Table 7, the batteries recharge covers the
17.60% of PBES and the average value is 19.89 kW when a three-minute temporal resolution is adopted.
The authors approximate these values to integers and calculate their recurrences; as an example, the
string {5, 7, 9, 9, 9, 5, 5, 5, 5, 5} has ten integers, the number 5 recurs six times or its recurrence is 60%,
the recurrence of number 7 is 10%, the number 9 counts for 3 times therefore its recurrence is 30%. This
said, Figure 4a illustrates the recurrences of values of the battery storage profile when the temporal
resolution is 3 min; in the Figure, 10 kW recurs 0.1% since the number 10 counts in PBES approximately
for 176 times. Figure 4a also shows that all values in PBES recur less than 0.3% and that none of the
values prevail. Figure 4b–d show the recurrences when the temporal resolution is 15, 30 and 60 min,
respectively. A conclusion is: the recurrences of the values belonging to PBES do not vary appreciably
when the temporal resolution varies; given a trend line, the dispersion of the values increases as the
temporal resolution get worse.

Energies 2020, 13, x FOR PEER REVIEW  16 of 25 

of the power converter. In fact, sizing the batteries’ recharger, and taking into account the recurrences 
of values of PBES, is not sufficient; the corresponding values of energy have to be considered as well. 
In this regard, Figure 5 associates the values of PBES and the corresponding values of energy stored in 
the batteries, according to the temporal resolution. Figure 5 shows that all the four curves merge into 
one and that the energy stored in the batteries for power higher than 40 kW is about 18.56%. 
Therefore, a 40 kW batteries recharge is no longer a valid choice, since it penalizes self-consumption 
in a non-negligible way. A 51 kW batteries recharger is more reasonable since, according to Figure 5, 
it affects the self-consumption by 2.28%. The conclusion is that the temporal resolution does not 
significantly affect the estimate of the amount of electrical energy stored in the storage system, 
including the correspondence between the stored energy and the respective values of powers. 

 

 
Figure 4. Recurrences of values in PBES during a recharge for (a) 3-min; (b) 15-min; (c) 30-min and (d) 
60-min temporal resolution. 

Figure 4. Recurrences of values in PBES during a recharge for (a) 3-min; (b) 15-min; (c) 30-min and
(d) 60-min temporal resolution.



Energies 2020, 13, 354 17 of 26

The calculation of the recurrences of PBES in Figure 4 can be a valid aid to sizing the power
electronic converter that regulates the batteries; recharge. Indeed, while examining the Figure 4, it can
be noted that the values greater than 40 kW recur less than 0.05%, therefore, 40 kW is a valid size of
the power converter. In fact, sizing the batteries’ recharger, and taking into account the recurrences
of values of PBES, is not sufficient; the corresponding values of energy have to be considered as well.
In this regard, Figure 5 associates the values of PBES and the corresponding values of energy stored
in the batteries, according to the temporal resolution. Figure 5 shows that all the four curves merge
into one and that the energy stored in the batteries for power higher than 40 kW is about 18.56%.
Therefore, a 40 kW batteries recharge is no longer a valid choice, since it penalizes self-consumption
in a non-negligible way. A 51 kW batteries recharger is more reasonable since, according to Figure 5,
it affects the self-consumption by 2.28%. The conclusion is that the temporal resolution does not
significantly affect the estimate of the amount of electrical energy stored in the storage system, including
the correspondence between the stored energy and the respective values of powers.Energies 2020, 13, x FOR PEER REVIEW  17 of 25 
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3.8. Influence on the Discharge of the Storage System

The two previous paragraphs have studied the profile of the storage system and they have paid
attention to positive and null values; this paragraph focuses on the negative values of PBES, which
indicate the discharge of the storage system.

When the temporal resolution is 3 min, the discharge of the storage system covers the 32.46%
of PBES and the average value of powers during the discharge is 10.78 kW, as in the fifth and sixth
rows of Table 7. The authors approximate these negative values of PBES to integers and calculate their
recurrences, as already explained and done in the previous paragraph. Figure 6a shows the recurrences
of values of PBES. Some of these values clearly recur more than others and cause spikes. Recurrences
of 12 kW, and 8 kW are 26.24%, and 20.50%, respectively. These two values count almost half of the
recurrences. With the exception of 16 kW, which recurs approximately 3%, the remaining values have
negligible recurrences. As the temporal resolution get worst, the distribution of recurrences changes
and it completely loses spikes. Indeed, the distribution of recurrences for R15, R30 and R60 shown in
Figure 6b–d clearly indicates that the more the temporal resolution get worst, the more the discharge
of the storage system tends to a unique value, that is 10 kW. The conclusion is that the three-minute
temporal resolution allows a set of powers to be identified most frequently exported by the storage
system. In other words, the discharge of the storage system takes place in correspondence with a
restricted set of power values. The 60-min temporal resolution causes the total loss of this information;
the discharge tends to concentrate in the close neighborhood of a single value that, in a high temporal
resolution, might count zero times.
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3.9. Influence on the State of Charge of Batteries

The previous three paragraphs have studied the influence of the temporal resolution on the
utilization rate, the recharge, and the discharge of the storage system. The batteries storage system
profile has been the basis of such a study. This paragraph illustrates a similar study but, this time, the
basis of the study is the profile of the state of charge (SOC) [48]. As usual in this field, such a profile
is a string of numbers in the range 0–100%; the string length depends on the temporal resolution, it
decreases from 175,200 to 8760 values when the temporal resolution changes from 3 to 60 min. The
recurrences of SOC’s profile for a three-minute temporal resolution are reported in Figure 7a; this
temporal resolution returns a fairly sharp curve where most of the recurrences are equal to about 0.05%.
Two spikes are on the range boundaries: If the SOC tends to 0% then the recurrence tends to 4% while
if SOC tends to 100%, then the recurrence tends to 2%.
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The recurrences of SOC’s profile for a 60-min temporal resolution are reported in Figure 7b;
recurrences remain below 1% and no value prevails with respect to the others. The conclusion is that
the calculation of recurrences of SOC’s profile is a useful aid in understanding the use of the batteries
storage system, but the 60-min temporal resolution compromises the effectiveness of such a calculation
as it flattens the distribution of recurrences, forcing them into a restricted range.

The calculation of recurrences of SOC profile is not the solely useful aid in understand the use of
the batteries storage system; an alternative exists namely the extraction of the increasing and decreasing
substrings from the SOC profile. As an example, the SOC profile is a string of numbers in the range
0–100%; this profile is now divided into M substrings,

SOC = {substring1} & {substring2} & . . . & {substringM} (34)

where an ascending substring indicates a partial or total recharge whereas a descending substring
indicates a partial or total discharge. For sake of simplicity, an ascending substring from 28% to 48%
is named sub (+20%) whereas sub (−30%) indicates any descending substring which accounts for a
partial discharge of 30%.

This said, the SOC profile in the first ten days of January is divided into M = 240 substrings for a
three-minute temporal resolution, or into M = 16 substrings for a 60min temporal resolution. These
substrings are shown in Figure 8. The three-minutes temporal resolution allows the true understanding
of the use of the batteries. In Figure 8a the storage system executes four 100% recharges, two 75%
recharges, one 50% recharge and one 40% recharge; it also executes four 100% discharges, one 75%
discharge, two 50% 50% discharges and five discharges within 1–25% range. The 60-min temporal
resolution makes the identification of the use of the batteries less precise, indeed in Figure 8b the storage
system executes eight discharge/recharge cycles in alternation: Four 100% discharge/recharge, two 75%
discharge/recharge, one 50% discharge/recharge and one 40% discharge/recharge. The conclusion is
that the 60-min temporal resolution simplifies the use of the storage system, masks both the charges
and discharges with small amplitude, and promotes those with a larger amplitude.
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The conclusion reported above is the result of a ten-days period of observation, from the 1 to
10 January, It is opportune to verify such a conclusion over a wider period, i.e., the entire year. To this
end, Figure 9a shows the recurrences of all substrings of the SOC profile for a 3-min temporal resolution.
On the left of Figure 9a, sub (−100%) indicates a full discharge and it recurs 13.63%; on the right of
Figure 9a, sub (+100%) indicates a full recharge and it recurs 14.10%. Recurrences of full discharges
and full recharges almost coincide each other. Figure 9a also shows that almost all the remaining
substrings have negligible recurrences, except for the substrings in the narrow range around zero, i.e.,
sub (±4%) whose recurrence is about 15–20%. Similarly, Figure 9b–d show the recurrences for temporal
resolutions equal to 15, 30 and 60 min, respectively; an evident result is that recurrences of both sub
(−100%) and sub (+100%) progressively increase up to about 32%, that is a value two times greater
than that measured with a 3-min temporal resolution. Another evident result is that the recurrences
of the substrings in the narrow range around zero, i.e., sub (±4%), tends to zero. The conclusion is
that dividing the profile of the state of charge of the storage system into substrings and studying
these substrings is a valid tool to understand the use of the batteries. The temporal resolution affects
the validity of the results from this study, and in particular, the 60-min temporal resolution strongly
simplifies the operation of the batteries that tends to an alternation of recharges and discharges of
equal amplitude.

Dividing the profile of the state of charge of the storage system into substrings is also a valid tool
to estimate the lifetime of the batteries because the recurrences of substrings contributes to estimate
the number of equivalent cycles of the storage system. To this end, the second row of Table 9 shows
the recurrences of substrings from sub (−100%) to sub (−94%) and from sub (+94%) to sub (+100%);
substrings from sub (−93%) to sub (+ 93%) are not considered since they count almost zero. The
number of equivalent cycles of the storage system is so estimated:

EFC1 =
100%∑

i=94%

count(+subi) + count(−subi)

2
(35)
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Table 9. Batteries life estimation.

Title R3 R15 R30 R60

−100% 207 215 229 234
−99% 4 4 1 1
−98% 3 4 2 1
−97% 6 3 0 0
−96% 1 1 2 2
−95% 1 0 0 0
−94% 3 2 2 1

+94% 4 3 3 1
+95% 3 1 1 0
+96% 1 1 1 2
+96% 1 1 0 0
+98% 8 4 3 1
+99% 2 1 2 2
+100% 214 224 226 235

EFC1 232.00 236.00 241.00 242.50

EFC2 247.03 219.89 218.98 216.55

∆SOH% −56.09 −45.11 −44.34 −43.43
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The number of equivalent cycles EFC1 returned by Equation (35) depends on the temporal
resolution; as in Table 9, EFC1 is approximately 232 for a 3-min temporal resolution while it is
242.50 (+4.52%) for a 60-min temporal resolution. The conclusion is that the recurrences of substrings
of the SOC profile allows the number of equivalent cycles of the storage system to be calculated which,
in turn, allows the lifetime of the batteries to be estimated. Such a calculation is negatively affected
by a coarse temporal resolution as the 60-min temporal resolution induce the over-estimation of the
number of equivalent cycles by 4.52%.

It is worth pointing out that Equation (35) returns an estimate that is an approximate calculation
of the degradation of the storage system. This is because such a formula does not take into account the
type of batteries, the operating temperature, the nominal current, or the nominal voltage. Although, all
these factors affect the degradation process. Equation (35) can be used in combination to an analogous
equation proposed by Berrueta et al. in [49],

EFC2 =

∫
|i|
2C

dt (36)

where |i| is the absolute value of the battery current in amps, where C is the battery capacity in Ah.
The number of equivalent cycles EFC2 returned by Equation (36) is reported in the penultimate row
of Table 9. It is approximately 247 for the temporal resolution of 3 min, and about 216 (−12.55%)
when the temporal resolution is 60 min. The difference between EFC1 and EFC2 is very small; actually
it is irrelevant if compared with respect the 4500 cycles of the modern LiFePO4 lithium polymer
batteries [50,51]. Although, EFC1 and EFC2 are estimates, they are input data for sophisticated formulas
for the batteries aging analysis. As an example, when Wang et al. [52] studied a lithium battery
mod. Sanyo UR18650, they grouped the capacity fade and the impedance rise, and thus, obtained the
following formula useful to estimate for the decrease of state of health:

∆SOH = −
[
0.0008·e0.3903·| i

C |
]
·2·C·EFC− 14876·t0.5

·e
−24500

R·T (37)

where i is the battery current in amps, C is the battery capacity in Ah, |1/C| is the normalized current,
t is the time expressed in days, T is the operating temperature in Kelvin, and R is the gas constant.
Equation (37) is the sum of two negative terms where the first is a function of the current, of the
capacity and of the equivalent number of cycles, while the second term is a function of the time and
the operating temperature. The decrease of state of health returned by Equation (37) is reported in
the last row of Table 9; the degradation is 56.09% when calculated with a 3-min temporal resolution,
whereas, it is 43.43% when calculated with a 60-min temporal resolution. It is important to note that
these values have been calculated using EFC2 and by assuming that the operating temperature remains
constant and equal to 20 ◦C. The latter assumption implies that the second term of Equation (37) is
21.9% per year. The conclusion is that the 60-min temporal resolution causes under-estimation of the
degradation of the state of the health by about 13%.

4. Conclusions

This paper presented an in-depth study of the influence of the data averaging and the temporal
resolution on a hybrid photovoltaic-battery system. The results were obtained using the real load
profile, and covered an entire year with a three-minute temporal resolution, which were then compared
with those obtained using a further three profiles with coarser temporal resolution, that is 5, 30, and
60 min.

With respect to the influence on the size of the photovoltaic generator and capacity of the batteries
energy storage system, the temporal resolution had no particular relevance in the optimal sizing of
the hybrid system in order to guarantee a 100% self-generation rate and a 70% self-consumption
rate. The size of the photovoltaic generator remained unchanged whereas the 60-min profile cased
the under-estimation of the capacity of the batteries storage system by 2% only. In addition, the
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temporal resolution had no influence on the calculation of savings on the electricity bills, achieved by
the adoption of the hybrid system.

As for the influence on power flows during an over-generation, the 60-min load profile substantially
under-estimated the peak values of the load profile by 39.42%. Since current peaks are under-estimated
too, the adoption of a 60-min temporal resolution might induce an under-estimation of the number
of short-term overload, which may affect the electric cables overload. Similarly, the coarse temporal
resolution can induce the system’s designer to undersize the power of the converter, which regulates
the recharge of the batteries, and thereby, penalizing the self-consumption rate. The estimate of the
reduction in the self-consumption rate requires specific case-by-case calculations.

As for the influence on power flows at the point of common coupling between the hybrid system
and the utility grid, the 60-min load profile underestimated both the feed-in and the withdrawal
contractual powers by 21.0%, and 38.33%, respectively.

As for the influence on the utilization rate of the storage system, the temporal resolution scarcely
influenced the estimate of the utilization rate of the storage system.

As for the influence on the recharge of the storage system, the recurrences of values of the
storage system profile were calculated varying the temporal resolution; these recurrences did not vary
appreciably. In addition, the temporal resolution did not affect the calculation of the yearly energy
stored into the storage system neither the correspondence between powers during the recharge and
the correspondent quantities of stored energy.

As for the influence on the discharge of the storage system, a 3-min temporal resolution allowed
to identify a set of powers which frequently occur during the discharge; the 60-min resolution caused
the total loss of this information. The coarse temporal resolution concentrated the power flow during
the discharge in the close neighborhood of a single value that, in the 3-min resolution, counted almost
zero times.

As for the influence on the state of the charge of the batteries, the recurrences of values of SOC
profile for a 3-min temporal resolution aided in understanding the actual use of the batteries storage
system; the 60-min temporal resolution compromised the effectiveness of such a calculation as it
flattened the distribution of recurrences, thereby, forcing them into a restricted range. In other words,
the low temporal resolution simplified the use of the storage system, masked both the recharges and the
discharges with a small amplitude, enhanced those with a larger amplitude, and tended to induce an
almost perfect alternation of recharges and discharges of equal amplitudes. In addition, the extraction
of substrings from the SOC profile proved to be a valid tool for estimating the number of equivalent
cycles of the storage system; the 60-min temporal resolution over-estimated such a number by 4.52%.
Finally, the 60-min temporal resolution caused the under-estimation of the degradation of the state of
health by about 13%.
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