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Abstract: In the present paper, molecular dynamics simulations were performed to study the influ-
ence of two temperature control strategies on water flow behaviour inside planar nanochannel. In
the simulations, the flow was induced by the force acting on each water molecule in the channel. Two
temperature control strategies were considered: (a) frozen wall simulations, in which the dynamics
of confining wall atoms was not solved and the thermostat was applied to the water, and (b) dynamic
wall simulations, in which the dynamics of confining wall atoms was solved, and the thermostat was
applied to walls while water was simulated in the microcanonical ensemble. The simulation results
show that the considered temperature control strategies has no effect on the shape of the water flow
profile, and flow behaviour in the channel is well described by the Navier–Stokes equation solution
with added slip velocity. Meanwhile, the slip velocity occurring at the boundaries of the channel is
linearly dependent on the magnitude of the flow inducing force in both frozen wall and dynamic
wall simulations. However, the slip velocity is considerably greater in simulations when the wall
dynamics are solved in contrast to the frozen wall simulations.

Keywords: molecular dynamics; nanochannels; Poiseuille flow; temperature control; slip velocity

1. Introduction

Advances in micro-and nanotechnology over the last decades paved the way for the
development of new nanofluidic devices, in which the channel dimensions are less than
100 nm [1]. In such devices, novel and unique features emerge, as the channel dimensions
are in the same order as the Debye length, the characteristic length of various biomolecules
(DNR, protein, etc.), and even the lengths of intermolecular interactions in fluids. Such
device features have promising applications in various scientific fields, including micro-
electronic device cooling [2–4], water filtration and salinification [5], biomedicine and
biosensing [6], fluid-based electronics, and energy storage and conversion [7].

The development of nanofluidic devices based on nanoscale heat and mass transfer
requires precise knowledge of fluid behaviour in nanoscale and fluid molecular interactions
with the solids at the interface. However, as the lengths of the channels approach nanoscale,
a novel physical behaviour of the fluids occurs, related to the discrete nature of fluids, high
surface-to-volume ratios, local density and temperature fluctuations, and the variations
of local viscosity within the channels [8–10]. Furthermore, the fluid properties near the
channel walls deviate from bulk behaviour due to the fluid–solid interactions, and the
classic continuum theory does not directly apply at liquid–solid interface [10,11]. For these
reasons, the fluid flow behaviour and flow parameters in various nanoconfinements (such
as tubes and channels) have become a subject of molecular dynamics (MD) simulation

Energies 2021, 14, 6843. https://doi.org/10.3390/en14206843 https://www.mdpi.com/journal/energies

https://www.mdpi.com/journal/energies
https://www.mdpi.com
https://orcid.org/0000-0003-1667-3325
https://orcid.org/0000-0002-5526-9301
https://orcid.org/0000-0003-1531-8006
https://orcid.org/0000-0002-0801-1068
https://orcid.org/0000-0002-2615-6009
https://doi.org/10.3390/en14206843
https://doi.org/10.3390/en14206843
https://doi.org/10.3390/en14206843
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/en14206843
https://www.mdpi.com/journal/energies
https://www.mdpi.com/article/10.3390/en14206843?type=check_update&version=2


Energies 2021, 14, 6843 2 of 13

research, as the MD simulation technique provides powerful predictive capabilities while
the experimental methods still face challenges related to nanoscale measurement.

In the MD simulations, the classical equations of motion for each atom/molecule
of the molecular many-body system are numerically solved, while the intermolecular
interactions are described by effective interaction potentials in order to obtain molecular
trajectories, which can be used to obtain macroscopic properties of the system using
statistical analysis methods [12]. Many of the MD simulations studies were performed to
investigate the confinement wall roughness [13–19], various solid wettability and liquid–
solid interaction type [5,10,20–34], confinement size [5,29,35–37], flow shear rate [24,38,39],
and various confinement shape, and entrance/exit [40–42] effects on fluid behaviour in
nanoconfinements. In recent years, much effort was also put to study flow behaviour in
nanochannels with the presence of nanoparticles as the solid nanoparticles improve the
thermal characteristics of fluids [15,43–48].

An important aspect of confined flow MD simulations is temperature control in the
system, which is required to compensate for viscous heating due to viscous forces in
the flow and to maintain the required simulation conditions during simulations. The
temperature of the simulated system (or the part of the system) can be controlled with
so-called thermostat algorithms, which directly or indirectly affect the movement of the
system molecules [49]. Furthermore, confined flow simulations have two main flow
temperature control strategies [50]: (1) applying the thermostat directly to the fluid flow
or (2) extracting heat through the confinement walls, which are maintained at a constant
temperature. However, the effects of the temperature control algorithms in MD simulations
(the thermostats) and temperature control strategies have not been fully examined to
date, although it is important for flow development, especially when the heat transfer is
considered, for example, in fluid-based cooling applications. Furthermore, the choice of the
thermostat on its own influences the dynamic properties of the bulk fluid in simulations,
such as self-diffusivity and shear viscosity [51]. Further complications arise in simulations
when the flows are induced in highly confined fluids.

As mentioned above, there are two temperature control strategies commonly used in
nanoconfined flow MD simulations. In the first strategy, the flow temperature is maintained
constant by applying the thermostat [50], which extracts the excess energy generated in the
simulations by the viscous heating directly to the fluid, while the dynamics of wall atoms
are not solved, i.e., the positions of wall atoms are fixed-in throughout the simulations. This
strategy has drawbacks as the thermostat affects the movement of the fluid molecules and,
consequently, the dynamic properties of the fluid.The flow is also treated as an isothermal
flow with infinite thermal conductivity of the fluid. Furthermore, the fluid–solid molecular
interactions at the interface are not really captured, as the dynamics of confinement wall
atoms is not solved (the atom positions are frozen), and there is no momentum exchange
between liquid and solid molecules/atoms. However, this strategy is commonly used
for MD simulations due to the reduced computational costs related with neglecting the
dynamics of wall atoms.

The more realistic nanoconfined flow simulation conditions (i.e., conditions closer
to experimental ones), especially when simulating mass and heat transfer processes in
cooling scenarios, can be achieved by applying thermostat to confinement wall atoms,
while simulating the fluid at constant energy, i.e., in microcanonical (NVE) ensemble. Thus,
the flow is not treated as isothermal, and the generated heat is extracted from the simulation
by the heat conduction from the fluid to the confinement walls. This allows us to obtain
the realistic temperature profiles across the flow in the simulations and more realistically
capture the momentum exchange between fluid and confinement walls at the interface.

A limited number of papers has been published in which the effects of temperature
control strategies on nanoconfined flow behaviour were studied in detail. In the study of
Kim et al. [52], the MD simulations of 2D Couette flow of Lennard-Jones (LJ) fluid between
two parallel solid plates were performed, in which the fluid thermal interactions with the
solid thermostated walls were accomplished by connecting the solid atoms to the lattice po-
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sitions with harmonic bonds. Their results showed that the parabolic temperature profiles
were present in the flow, which suggest non-uniform viscosity across the channel. Bernardi
et al. [53] studied the influence of temperature control strategies on the highly confined
Couette flow of LJ fluid. They concluded that, regardless of the choice of thermostat, the
fluid mechanical properties differ in simulations when the thermostat is applied to the con-
finement walls in contrast to simulations in which the confinement walls were held fixed,
and the thermostat was applied to fluid. Yong and Zhang [50] performed MD simulations
of LJ fluid Couette flows in order to investigate effects of the different temperature control
strategies on the flow. They applied a thermostat to either the fluid (TF), the confinement
solid walls (TW), and both on the fluid and the walls (TWTF). They observed that TF
and TWTF strategies produce considerably similar flow behaviours in weakly sheared
systems; however, the dynamic properties deviate in strongly sheared systems due to the
isothermal condition. Thomas and Corry [54] tested a variety of thermostats in their water
flow through carbon nanotube (CNTs) simulations, and inspected the flow rates and tube
permeabilities. Their results showed that the disagreements between simulation results
could be caused by variety of thermostat methods used to control simulation temperature
as the thermostat choice can change the flow rate and tube permeability up to five times.
Sam et al. [55] studied the influences of temperature control strategies in water flow in
CNTs by performing MD simulations. The temperature was controlled via fluid when the
CNT walls were rigid or via flexible CNT walls. Their simulation results showed that the
flow velocities and mass flow rates depended on the tube flexibility and the temperature
control strategy, with up to 20% larger flow rates when the CNT walls were flexible.

In summary, the literature review shows that the flow of water and other fluids
inside nanoconfinements is common MD research object; however, the is no information
published on the effects of temperature control strategies on flow behaviour of water inside
planar nanochannel. Therefore, we used the MD simulations to examine the effects of
fixed wall and dynamic wall temperature control strategies on Poiseuille flow of water
in a planar copper nanochannel (the detailed description for the strategies is given in
following section). From the simulation results, we obtained the dependencies of flow
profiles, mean flow velocity, and slip velocity on flow inducing force for both temperature
control strategies.

2. Simulation Method
2.1. Poiseuille Flow Simulation Details

The Poiseuille flow of water confined in planar nanochannel was induced in our MD
simulations by applying three different values of constant external force in the x-direction
on every water molecule: fx = {1.77; 2.65; 3.53} × 1012 N/kg. The visual representation of
the simulated system is shown in Figure 1.The periodic boundary condition was applied to
the x and y axes. The number of water molecules in simulations was 4148. Each channel
wall was made of 1960 copper atoms plad in face-centred cubic (FCC) lattice nodes (lattice
constant a = 3.67 Å). The water molecules initiay placed between the channel walls as
an ice XI crystal was allowed to melt and fill the unoccupied space in the first stage of
simulations. The channel width (the distance between two atomistic planes of bottom and
top copper walls, which are in contact with water) is 50 Å. The initial molecular velocity
components in the x, y, and z directions for each atom were randomly assigned from the
Gaussian distribution. The magnitude of the flow inducing force was chosen in such a way
that would provide a high signal-to-noise ratio in the induced flow profiles obtained from
MD simulations [56].
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The interactions between water molecules were described by SPC/E intermolecular
model [57] with the cut-off distance rc = 10 Å. The potential energy for SPC/E interaction
model is given as follows:
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where εij, σij, qi, qj, and ε0 are the depth of the Lennard-Jones (LJ) potential well of i-th
and j-th atom interaction, the length parameter of LJ interaction between i-th and j-th
atoms, the charge of the i-th atom, the charge of the j-th atom, and vacuum permeability,
respectively. The parameter values for SPC/E water model can be found in ref. [57] and
are listed in Table 1. The long-range electrostatic interactions beyond the cut-off distance
were handled by the Particle–particle particle–mesh (PPPM) method with the accuracy
of 2 × 10−5 [58]. To avoid unphysical slab–slab interactions, the system was treated as
periodic in z-direction; however, an empty volume was inserted between the channel
walls and dipole inter-slab interactions were removed. The length of the added empty
volume in z-direction was three times the length of the simulation box length in the same
direction. The rigid bond and angle constraints of water molecules were realised using
SHAKE algorithm with accuracy tolerance of 10−4. The Newtonian equations of motion of
molecules were solved using the Verlet method with integration timestep ∆t = 1 fs. The
copper-copper atomic interactions in channel walls were described using EAM interatomic
potential for copper [59]. Furthermore, only the oxygen atoms interacted with copper
wall atoms via LJ potential with parameter values of σCuO = 0.87σ and εCuO = 1.70ε [10].
Simulations were performed using LAMMPS molecular dynamics code [60].

Table 1. Parameter values for SPC/E water model.

σOO, Å 3.166

εOO, kcal/mol 0.1554

qH , e +0.4238

qO, e −2qh

The simulations were performed in three stages:

1. First equilibration stage: In this stage, the simulations began from the initial configura-
tion and continued for 0.4 ns, during which the system reached a thermal equilibrium
state at 303 K temperature. Water and solid walls were simulated in canonical (NVT)
ensemble.



Energies 2021, 14, 6843 5 of 13

2. The second equilibration stage: After equilibrium state was reached, the flow inducing
force in the x-direction was applied to each water molecule, and the simulation
continued for another 0.4 ns. During this stage, the moving average of the mean
flow velocity in time reached constant value (with slight fluctuations), and the system
reached steady flow state. The temperature of the water during the flow (in current
and the following simulations stages) was maintained at 303 K according to the
temperature control strategy used in the simulation.

3. The MD run: After the second equilibration run, the MD run stage was performed
for 12 ns with force still applied to the water molecules to maintain the steady flow
state in the system. During this stage, the atomistic data was sampled for statistical
analysis of the system during steady flow.

2.2. Temperature Control Strategies

The two types of water temperature control strategies were considered during simula-
tions stages with the induced flow to investigate their influence on water flow behaviour in
a planar nanochannel. In frozen wall (FW) simulations (Figure 2 case a), the heat generated
in the system by flow inducing force was extracted by applying thermostat directly to water
molecules (water was simulated in canonical NVT ensemble), while the positions of copper
atoms were frozen during simulations. In dynamic wall (DW) simulations (Figure 2 case b),
water was simulated in a microcanonical NVE ensemble and the generated heat by the
external force was removed through the heat conduction to the copper walls, which were
maintained at constant temperature with a thermostat (i.e., the copper walls were simulated
in canonical NVT ensemble).
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Figure 2. The water flow in planar nanochannel temperature control strategies considered in MD simulations: (a) frozen
wall (FW) simulations, in which the thermostat was applied directly to the flowing water, and copper wall atoms were
frozen, and (b) dynamic wall (DW) simulations, in which the dynamics of copper atoms were solved, and the thermostat
was applied only to copper walls.

The constant temperature in the simulated system was controlled using Nosé–Hoover
thermostat, which maintains the targeted temperature in the system (or the specific parts of
the system) by adding friction term to the Newtonian equations of motion as follows [55]:

mi
d2

dt2 ri(t) = Fi(ri)−miξṽi, (2)
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.
ξ =

1
Q

[
∑N

i=1 mi ṽi·ṽi − (6N + 1)kBT
]
, (3)

where mi is the mass of i-th atom, ri is the position vector of i-th atom, ṽi = vi − u(ri) is the
thermal velocity of i-th atom, vi is the total velocity of i-th atom, u(ri) is the local streaming
velocity of i-th atom, Fi is the force acting on i-th atom, Q is the mass of the “fictitious”
heat bath, kB is the Boltzmann constant, and T is the targeted temperature. The term Q
is determined by the effective relaxation time [49], which in our simulations was set to
τ = 0.2 ps. In cases when the thermostat was applied directly on water, a velocity profile
unbiased temperature control condition was achieved by dividing the simulation box into
50 spatial bins perpendicular to the z-axis and calculating the instantaneous local streaming
velocity as the centre of mass velocity of the atoms located within each bin [50].

The instantaneous temperature of the whole system or the part of the system is
evaluated as [15]:

T(t) =
N

∑
1

miv2
i (t)

3kB
, (4)

where mi and vi are the mass and instantaneous velocity of i-th atom/molecule, and N is
the number of atoms/molecules in the system or the part of the system.

3. Results and Discussion
3.1. Simulation Temperature

We begin by examining the effectiveness of heat extraction methods in the nanocon-
fined flow simulations. The temperature–time evolutions in both FW and DM simulations
with the flow inducing force of fx = 3.53× 1012 N/kg are shown in Figure 3. The tem-
perature evolutions show that water temperature remained constant with slight temporal
fluctuations in FW simulations after the flow was induced. In the case of DW simulation,
the water temperature started to rise when the flow was induced at the beginning of
the second equilibration stage. Furthermore, the temporal temperature fluctuations were
considerably greater than in FW simulation, and the average temperature of the water was
higher by almost 2 K than the targeted simulation temperature of 303 K as the water was
not able to transfer generated heat to the copper walls instantly. The simulation average
temperatures of walls and liquid water are given in Table 2.
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Table 2. Simulation average temperatures for FW and DW simulations with different magnitudes of flow inducing force fx.

The Magnitude of the Flow
Inducing Force fx × 1012, N/kg

FW Simulations DW Simulations

Temperature of Walls
Twall, K

Temperature of Water
Twater, K

Temperature of Walls
Twall, K

Temperature of Water
Twater, K

1.77 0 303.00 302.85 303.19

2.65 0 303.00 302.87 304.06

3.53 0 303.00 302.84 304.99

3.2. Water Density Profiles

The water density profiles along z-axis obtained from FW and DW simulations with
the flow inducing force of fx = 3.53× 1012 N/kg are given in Figure 4. The density
profiles were calculated by dividing simulation cells into spatial bins (with a bin width
of 0.1 Å) parallel to the x–y plane, and the length in z-direction was measured in terms of
σ = σOO. The density profile in the channel exhibits decaying fluctuations in near-wall
regions and reaches the constant value in the bulk region of the channel. The density
profiles from FW and DW simulations almost completely overlap, indicating that solving
the dynamics of copper walls had no significant effect on the density profile compared to
the FW simulations. Furthermore, the first two density peaks were located at distances
σCuO and 2σCuO from the atomistic planes of copper walls, while the distance in which
the fluctuating behaviour persisted into the channel was around 4σCuO. Such oscillatory
behaviour in density profiles can be explained by correlated effects of long-range molecular
attraction and short-range repulsion between copper and oxygen atoms, and was observed
not only in nanoconfined water flow simulations [56,61] but also in flow simulations of LJ
fluids [28,32], CO2, and n-octanes [62].
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It is also worth noting that, even though the channel width was H = 50 Å, the water
molecules could not occupy the whole volume due to the repulsion of copper atoms in
the walls, and the density sharply declined to zero as the distance from the copper walls
decreased at the interface. Thus, we considered that the real channel boundaries were at
the highest density peak locations. In this case, the actual width of the channel (the distance
between the highest density peaks) was approximately H = 44 Å (or 13.90σ).

3.3. Flow Profiles and Slip Velocity

Water flow velocity profiles along the z-axis in FW and DW simulations at three
different values of flow inducing force fx and comparison with the Navier–Stokes (NS)
equation solutions for the water flow between two parallel plates are given in Figure 5. The
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simulation results show that the first layers of water molecules at the channel boundary
travel along the x-axis with slip velocity vslip. The slip velocity is expected as the Knudsen
number of the simulated system is around 0.04, which corresponds to the slip flow regime
satisfying 0.1 > Kn > 0.01 [63]. Thus, the NS solutions were raised by the slip velocity vslip
for each simulation case to directly compare simulation profiles with continuum solution:

vx(z) = vx, NS(z) + vslip = − ρ

2µ
fx

(
z2 − Hz

)
+ vslip. (5)Energies 2021, 14, 6843 9 of 14 
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Furthermore, the expression for NS mean flow velocity (without adding slip veloc-
ity) is:

vave,NS( fx) =
ρ

12µ
fx H2. (6)

Here, ρ = 997 kg/m3 is the water density in the bulk region of the channel, and
H = 44 Å is the width of the channel. The viscosity µ = 0.663 mPas of SPC/E water model
at 303 K temperature was taken from Markesteijn’s et al. [56] work, in which the authors
evaluated the viscosity of various water models using the flow inducing force, the channel
width, and, consequently, the flow velocity values similar to the ones used in present
paper. The NS velocity profiles calculated with the SPC/E water viscosity value obtained
by Markesteijn et al. [56] were in good agreement with the present simulation results (see
Figure 5). Figure 5 also shows that the FW and DW temperature control strategies had no
effect on shape of flow profile. We note that the slip velocity vslip for each case was found
by fitting the simulation results with a parabolic fit and taking the average of the fit values
at both boundaries of the channel, i.e., at the positions indicated by vertical dotted lines in
Figure 5.

Figure 6 shows that the simulation mean flow velocity (excluding the slip velocity) to
NS mean flow velocity ratio vave/vave, NS is close to unity in both FW and DW simulations;
however, the ratio values are slightly higher in DW simulations. The ratios with small
deviations from unity demonstrate that flow in FW and DW simulations corresponds to
NS solution for continuum flow in bulk region. Kucaba-Piętal et al. [26] also obtained
parabolic velocity profiles for water flow inside copper and quartz channels. The water
viscosity for TIP4P water at 300 K was also evaluated to be µ = 4.8 mPas [56]. With such
viscosity value, the ratios vave/vave, NS in their copper channel simulations were 0.54 and
0.71 for channel widths H = 4.37σ and H = 9.35σ, respectively. The disagreement with
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NS mean flow velocity could be explained by different water viscosity values at greater
shear rates due to higher flow inducing force fx = 2.85× 1014 N/kg, which is more than
one order higher than the force used in the present work.
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It was previously shown that the slip velocity is influenced by the fluid molecular
interactions with the solid walls; for example, Kucaba-Piętal et al. [26] showed that slip
velocity for polar fluid (in their case water) is reduced when the electrostatic forces are
introduced in channel walls while Zhang et al. [32] showed that slip velocity decreases
when the solid–liquid interaction strength (described by the Lennard-Jones interaction
parameter ε) increases. On the other hand, the fluid interactions with solid walls in FW and
DW simulations can also be interpreted as two different interaction types as the momentum
exchange between fluid and solid atoms/molecules are considered in the DW simulations,
which leads different collision mechanisms of water molecules with the copper atoms.
Meanwhile, the fluid/solid momentum exchange is not considered in FW simulations.
Consequently, the change of fluid behaviour at the interface could be expected in DW
simulations in comparison with the FW simulations.

Indeed, Figure 7 shows that the slip velocities obtained in DW simulations are sig-
nificantly greater than slip values in FW simulations with the same magnitude of flow
inducing force fx, and the difference in slip velocities increase with increasing value of
fx. The slip velocity in both FW and DW simulations is a linear function of fx in the
investigated range of fx, which can be written as

vslip( fx) = a fx + b. (7)

The coefficients a and b depend on the temperature control strategy and are listed in
Table 3. The slip velocity to NS mean flow velocity ratio vslip/vave, NS was in the range from
1.14 to 1.40 in both FW and DW simulations, while the ratios in copper channel simulations
by Kucaba-Piętal et al. [26] were 2.91 and 2.77 for channel widths H = 4.37σ and H = 9.35σ,
respectively. The difference in the vave/vave, NS ratios could be caused by the different water
models used in the simulations and the significantly different values of flow inducing force.
However, the same order of the ratios in the present work and Kucaba-Piętal’s et al. [26]
work indicate that the slip velocity for water flow inside copper channels are within the
same order, regardless of the higher flow inducing force value. Furthermore, it shows that
the slip velocity scales with both the flow inducing force and channel width. Similarly to
present results for water, the LJ fluid simulations results by Priezjev [39] showed that slip
length (which is closely related to slip velocity [28]) is also proportional to fx, and the form
of the proportionality depends of solid/wall interaction strength parameter εsw: when
the value of εsw is reduced, the slip length becomes non-linearly dependent on fx, while
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with higher values of εsw the proportionality is linear. Furthermore, the change in fluid
behaviour when the confinement atom dynamics are considered was also confirmed by
Sam et al. [55] as they showed that the flow enhancement in CNTs (which is caused by the
slip velocity) is significantly greater in CNTs with flexible tube walls compared to CNTs
with rigid walls and thermostat applied directly to the fluid.
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Table 3. The slip velocity function (Equation (6)) coefficient values for FW and DW simulations.

Coeffiicients FW Simulations DW Simulations

a× 1012, kgmN−1s−1 2.79 3.72

b, ms−1 0.060 −1.147

Let us note that the differences in slip velocity in our FW and DW simulations could
also be influenced by the different simulation temperatures (see Table 2). However, the
difference between slip velocities in FW and DW simulations is greater than could be ex-
pected from the 0.19 K difference in simulation temperatures when fx = 1.77× 1012 N/kg,
which suggests that influence of temperature, in this case, is not significant. Therefore, the
exact contributions of liquid/solid momentum exchange and slightly different simulation
temperatures to the slip velocity could not be determined, and further research is needed.

On the contrary to our findings on water flow behaviour between two parallel solid
plates, Zhang et al. [32] previously showed different behaviour for pressure-driven flows
of LJ fluids. In their study, the authors investigated the influences of the strength of the
solid-fluid coupling, the fluid temperature, and the density of the solid wall on the velocity
slip at the fluid boundary. They showed that for LJ fluid, the factors influencing the slip
velocity at the channel boundary also influenced the maximum flow velocity at the middle
channel (when the slip velocity was subtracted from velocity profile), while our results
for water showed that the flow behaviour of water in the channel does not depend on slip
velocity, and is well described by continuum solution.

4. Conclusions

In the present paper, molecular dynamics simulations were performed to study the
influence of two temperature control strategies on water flow behaviour inside planar
nanochannel when the flow was induced by force acting on each water molecule in the
channel. Two temperature control strategies were studied: (a) frozen wall simulations,
in which the dynamics of confining wall atoms was not solved (frozen walls) and the
thermostat was applied to the water, and (b) dynamic wall simulations, in which the
dynamics of confining wall atoms was solved, and the thermostat was applied to walls
while water was simulated in the microcanonical ensemble. The following conclusions can
be drawn from the investigation results:
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• the water temperature during steady flow state in simulations where the temperature
is controlled through the channel walls might be slightly higher than the targeted
simulation temperature due to the finite thermal conductivity in bulk water and
liquid–solid interface and, consequently, this could change the temperature-dependent
dynamic properties of water in the channel;

• the peaks in the water density profiles show the water layering effect near the channel
walls, which is caused by correlated effects of long-range molecular attraction and
short-range repulsion between copper and oxygen atoms. Furthermore, as the water
cannot occupy the whole volume between solid walls, the channel boundaries are
considered to be at density peak locations;

• the temperature control strategies considered in simulations had no effect on the
shape of the water flow profile, and flow behaviour in the channel is well described
by the Navier–Stokes equation solution with added slip velocity. Meanwhile, the
slip velocity occurring at the boundaries of the channel is linearly dependent on the
magnitude of flow inducing force in both frozen wall and dynamic wall simulations.
However, the slip velocity is considerably greater in simulations, when the wall
dynamics are solved in contrast to the frozen wall simulations, which is caused by
the different collision mechanisms of water molecules with the copper atoms at the
interface when the exchange of momentum is considered and the slightly different
simulation temperatures.
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