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Abstract: As the heat flux of electronic components is increasing rapidly, the traditional air-cooling
technique is gradually not meeting the requirements of thermal management. The immersion liquid-
cooling technique shows great potential, and has attracted increasing attention due to its excellent
performance in recent years. The finned heat sink is common and essential for cooling electric
components. To analyze the influences of its structural parameters on heat dissipation and improve
its efficiency while using a dielectric coolant, this study used the orthogonal analysis method to
obtain the optimal structure via the numerical simulation method. The maximum temperature of
the heat sink was selected as the evaluation criteria. The results showed that the parameters that
affect the maximum temperature, in order of importance, are fin thickness, the number of fins, the
height of the fins, and substrate thickness. Finally, taking the maximum temperature and mass as
indexes obtained the optimal structure of the heat sink. The mass was reduced by 19%, while the
temperature only increased by 4.5% when considering the mass index.

Keywords: heat sink; orthogonal analysis method; numerical simulation

1. Introduction

With the rapid development of information technology, the power density of high-
performance servers is increasing. The maximum power consumption of high-performance
microprocessors is expected to reach 300 W. If the heat dissipation problem is not dealt with
effectively, it may hamper chip performance and shorten its lifetime [1]. Approximately
55% of damages in electronic equipment are caused by inadequate thermal management [2].
Thus, the effective removal of heat is paramount in order to ensure a reliable working
temperature for electronic equipment. Many methods are available for cooling electronic
components, such as heat pipes, microchannels, and microfluidics [3–7]. Conventionally, a
heat sink is superior in terms of cost, convenience, and reliability.

Fins are usually used for extending surfaces in the heat dissipation of electronic
components in what is known as the heat sink. Heat sinks are widely used in heat-
exchange equipment, and many efforts have been made to optimize the fins to improve heat-
transfer performance, and various types of finned heat sinks have been designed. Zhang
et al. [8] proposed a W-type finned heat sink and found that the maximum temperature
dropped by 4.6 ◦C because the W-type finned heat sink increased the air input in the
direction perpendicular to the substrate, and the thermal boundary layer was thinned.
Naserian et al. [9] investigated different shapes of a 90-degree V-type fin, as well as the gap
between them in different cases. By scrutinizing the results, they obtained an optimum fin
shape. Altun et al. [10] found that sinusoidal wavy fins increased heat transfer more than
rectangular fins; however, with the increase of fin wave amplitude, the effect of enhanced
heat transfer was weakened. Nilpueng et al. [11] investigated sinusoidal wavy plate fins
with phase shift of 0◦, 90◦, and 180◦, and found that the phase shift had a great influence
on thermal performance. Ghandouri et al. [12] designed a new rippling fin, and the natural
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convection heat transfer was enhanced by 78%, and it had a mass reduction of 47.83%
compared to rectangular fins. Shyu et al. [13] tested the thermal performance of plate-fin
heat sinks with different types of winglets, and the results showed that heat transfer was
enhanced compared to plain plate-fin heat sinks.

In some studies, the purpose of the work was to enhance the turbulence of flow
between the fins to improve heat-transfer performance further. Shaeri and Yaghoubi [14]
found that increasing the number of perforations could significantly improve the per-
formance of perforated ribs. In the study by Huang et al. [15], the natural convection
heat transfer of a horizontal rectangular fin array was enhanced by drilling holes in the
fin base. Maji et al. [16] investigated the heat-transfer enhancement of heat sinks using
perforated pin fins with different perforation geometries, and the results indicated that
heat-dissipation rate of perforated fins was always higher than the solid ones. The perfora-
tion of fins increases the heat-dissipation rate, and at the same time, decreases the usage of
materials. Tariq et al. [17] proposed four novel fins with rectangular and circular perfora-
tions and slots, and the results showed that the heat-transfer coefficient was increased by
41.1%, while the mass and pressure drop were reduced by 38% and 41.1%, respectively.

The fins of non-uniform structures have also attracted more attention. Yang and
Peng [18] found that a non-uniform fin height design could enhance the heat-transfer
performance, and increasing the height of fin near the center of heat sink could reduce the
temperature junction. Yang et al. [19] evaluated the possibility of improving a heat sink’s
thermal performance by utilizing a non-uniform width, and found that it could increase
the Nusselt number. Huang [20] and Chen [21] used the Levenberg–Marquardt method
to optimize the width and height of a heat-sink module. The results showed that the
heat-sink module with an optimal fin width and a non-uniform height had the best thermal
performance when the volume of the fin was fixed. Moreover, the thermal resistance of the
optimal radiator was reduced by 4.81% compared with [19].

In some studies, a finned heat sink filled with phase-change materials (PCMs) greatly
improved the heat-transfer efficiency because it had a great influence on the uniform heat
distribution in the heat sink [22]. A numerical study on heat sink thermal performance
using PCMs and a vapor chamber was carried out by Ghanbarpour et al. [23], and they
found that PCMs could reduce the heat source temperature by 33.1% compared to a
conventional heat sink. The number and height of the fins contributed more to the reduction
of temperature of electronic components. Kalbasi et al. [24] pointed out that the optimal
number of fins was affected by the height and width of heat sink, fin thickness, heat
flux, and fin spacing, and also gave a correlation to estimate the optimum fin number
in a PCM-based heat sink. Yazici et al. [25] studied the inclination angle on the thermal
performance of PCM-based heat sinks, and the results showed the best performance when
the inclination angle was 60◦.

According to the literature review above, most of the studies on heat sinks analyzed a
single structural parameter instead of integrating multiple parameters. Orthogonal analysis
is a statistical method to study the multiple factors and their levels in a group of cases
that has been successfully applied in many fields [26–29]. In this paper, the integrated
influences of multiple parameters on the heat transfer of heat sinks is studied using the
orthogonal analysis and numerical simulation methods. Additionally, considering the
maximum temperature and material usage obtained the optimal structure of heat sink.

2. Numerical Simulation of the Heat Sink Model
2.1. Computational Model

Figure 1a gives the computational model of the domain, which was 600 mm × 160 mm
× 60 mm. The fluid flows from the bottom to the top of the domain. The heat sink is
located in the center of the domain. Figure 1b gives the details of the heat sink, which is
made of aluminum. The length L1 is 75 mm and the width L2 is 65 mm. The substrate
thickness is B and the number of fins is N. The thickness of fin is W and the height is H. The
300 W heat source for the model is located at a 55 mm × 55 mm area at the bottom-center
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of the heat sink. In particular, the coolant is a kind of dielectric fluid named FC-40. The
related physical properties of FC-40 are shown in Table 1.
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Table 1. The physical properties of FC-40.

Property Value

Density (kg/m3) 1903 − 2.15 × T (◦C)
Specific heat (J/(kg·K)) 1100
Thermal conductivity(W/(m·K)) 0.065
Dynamic viscosity (mPa·s) 3.4
Boiling point (◦C) 155

2.2. Governing Equations

The simulations were conducted using the commercial ANSYS Fluent software. The
flow was treated as a three-dimensional steady flow, and the fluid properties of coolant
were constant except for density, and buoyancy effects were considered. The heat transfer
of the model satisfied the continuity equation, the momentum-conservation equations, and
the energy-conservation equations, which are shown as the following:

Continuity equation:
∂(ρu)

∂x
+

∂(ρv)
∂y

+
∂(ρw)

∂z
= 0 (1)

where u, v, and w are the velocities at the direction of x, y, and z directions, and ρ is fluid
density.

Momentum-conservation equations:
In x-direction:

∂(ρuu)
∂x

+
∂(ρuv)

∂y
+

∂(ρuw)

∂z
= −∂p

∂x
+ µ(

∂2u
∂x2 +

∂2u
∂y2 +

∂2u
∂z2 ) (2)

In y-direction:

∂(ρvu)
∂x

+
∂(ρvv)

∂y
+

∂(ρvw)

∂z
= −∂p

∂y
+ µ(

∂2v
∂x2 +

∂2v
∂y2 +

∂2v
∂z2 ) (3)
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In z-direction:

∂(ρwu)
∂x

+
∂(ρwv)

∂y
+

∂(ρww)

∂z
= −∂p

∂z
+ µ(

∂2w
∂x2 +

∂2w
∂y2 +

∂2w
∂z2 )− ρg (4)

where µ is the dynamic viscosity, p is fluid static pressure, and g is the acceleration of
gravity.

Energy-conservation equations:
For the fluid:

ρCp(u
∂Tf

∂x
+ v

∂Tf

∂y
+ w

∂Tf

∂z
) = λ(

∂2Tf

∂x2 +
∂2Tf

∂y2 +
∂2Tf

∂z2 ) (5)

where Tf is the fluid temperature, λ is the fluid thermal conductivity, and Cp is the fluid-
specific heat capacity.

For the solid:

k(
∂2Ts

∂x2 +
∂2Ts

∂y2 +
∂2Ts

∂z2 ) = 0 (6)

where k and Ts are the thermal conductivity and temperature of the solid, respectively.

2.3. Boundary Conditions and Algorithm

The inlet was set as the velocity boundary condition, which was 0.05 m/s at a temper-
ature of 27 ◦C. The outlet was set as the pressure outlet boundary condition. The heat flux
of the model was 99,173 W/m2. An adiabatic boundary condition was applied to the other
lateral surfaces of the domain. At the fluid–solid interface, a no-slip condition was used.

The turbulence model used the Realizable k-ε model. The solution algorithm applied
the SIMPLE algorithm. The PRESTO scheme was adopted in the pressure-correction equa-
tion. The spatial discretization method adopted second order upwind for the momentum,
turbulent kinetic energy, turbulent dissipation energy, and energy equations. The residual
value used for convergence indicator was 10−4. The convergence criterion was deemed as
sufficient when the monitored maximum temperature remained stable.

2.4. Validation of Grid Independence

As shown in Figure 2, the computational domain was discretized with fully structured
hexahedral grids. The boundary layer grid was generated at the wall. To ensure the
accuracy of the numerical solution, a grid independence test was needed. The average
temperature of heat source Tave and pressure loss δP were used as the evaluation criteria.
Figure 3 gives the variation of Tave and δP with the quantity of grid. When the grid number
increased to 1,056,720, the evaluation criteria varied little, which indicates that the solution
had little relationship with the grid.
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2.5. Validation of the Model

To validate the numerical model, the numerical methods in this work were applied
to simulate the experimental case in [30]. The model contained 10 fins on a square base
of 45 mm × 45 mm, and the fin thickness was 1 mm. Uncertainties in the reported
experimental values of the heat-transfer coefficients and pressure drops were estimated
using the method suggested by Moffat [31]. The uncertainties ranged from 3.3 to 7.2% for
h, and 2.6–11.2% for ∆P. Figure 4 shows the comparison between the Nusselt number (Nu)
and experimental data. The maximum deviation was 9.04%, which validated the model.
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3. Numerical Simulation and Orthogonal Analysis
3.1. The Factors and Levels of the Orthogonal Analysis

The orthogonal analysis method can be used in multi-factor and multi-level analyses
to improve the calculation efficiency without affecting the results. The orthogonal analysis
includes several steps: (a) determine the purpose of analysis; (b) select the evaluation index;
(c) select factors and levels; (d) choose the appropriate orthogonal array table; (e) list the
analysis plan and related results, (f) discuss results with range analysis; (g) find the optimal
combination of factors and levels [26].

This paper aims to study the influence of four structural factors (substrate thickness B,
number of fins N, thickness of fin W, and height of fin H) on the effects of heat dissipation.
The maximum temperature of the heat sink was used as the evaluation index.

Level is the value of variables investigated within the scope of the analysis. Four levels
indicate that four variables were selected for this factor. The factor levels of the orthogonal
analysis are illustrated in Table 2.

Table 2. Orthogonal factor and level table.

Level

Factor

B
(mm) N W

(mm)
H

(mm)

1 3 15 0.5 25
2 5 17 1.0 30
3 7 19 1.5 35
4 9 21 2.0 40

3.2. Orthogonal Array

The core of an orthogonal analysis is to design an orthogonal array composed of the
factors and levels. Four free parameters were investigated, and each parameter has four
levels in this paper. Accordingly, a standard L16(45) orthogonal array was selected. Table 3
shows the orthogonal array, which consisted of 16 cases.
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Table 3. The L16(45) orthogonal array.

Case B N W H Blank

1 1 1 1 1 1
2 1 2 2 2 2
3 1 3 3 3 3
4 1 4 4 4 4
5 2 1 2 3 4
6 2 2 1 4 3
7 2 3 4 1 2
8 2 4 3 2 1
9 3 1 3 4 2

10 3 2 4 3 1
11 3 3 1 2 4
12 3 4 2 1 3
13 4 1 4 2 3
14 4 2 3 1 4
15 4 3 2 4 1
16 4 4 1 3 2

In L16(45), L refers to the orthogonal array. The number 16 represents that the main
part of the table has 16 rows, which indicates that the orthogonal array requires 16 cases.
The number 4 represents that each factor investigated has four levels. Moreover, the
number 5 indicates that the table has five columns; that is, there can be up to five factors
in the orthogonal design. Considering that the investigation only involves four factors,
the sixth column is chosen as blank column for error evaluation. The error factor is added
into the mathematical description to account for possible interactions of the original four
factors, as well as other possible sources of errors and uncertainties [32]. Each row in the
table corresponds to one case, in which the numbers “1, 2, 3, 4” respectively represent
different levels of each factor. It can be seen from the orthogonal array that for any column,
all four levels “1, 2, 3, 4” have the same frequency. The cases of the orthogonal analysis are
more representative, and can be uniformly distributed in the research area.

3.3. Range Analysis

Range analysis can provide guidance for evaluating the main effects and performance
expected at the optimum condition. Kij is the sum of the maximum temperature for level
i (i = 1, 2, 3, 4) under factor j (j = B, N, W, H), kij is the mean value of Kij and is used to
determine the optimal level and the optimal combination of factors.

Take factor N as an example, as shown in Equation (7). Other j values of the factors
can be determined by the same calculation steps:

K1N = T1 + T5 + T9 + T13; k1N = K1N/4;
K2N = T2 + T6 + T10 + T14; k2N = K2N/4;
K3N = T3 + T7 + T11 + T15; k3N = K3N/4;
K4N = T4 + T8 + T12 + T16; k4N = K4N/4;

(7)

where KiN is the K value of the i level of the factor N.
Rj represents the range, which is the difference between the maximum and minimum

values of kij. It reflects the order of importance of the factors. A large range indicates that
the change of this factor had a greater impact on the results.

Rj = max(k1j, k2j, k3j, k4j)− min(k1j, k2j, k3j, k4j) (8)

where j = B, N, W, H.
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4. Results and Discussion
4.1. Solutions of the Cases

For the numerical simulation method in Section 2, Table 4 gives the maximum temper-
ature of the model. For the 16 cases, the maximum temperature of each case is expressed
as Ti (i = 1, 2, . . . , 16).

Table 4. Orthogonal design scheme and results.

Case B
(mm) N W

(mm)
H

(mm)
Wc

(mm)
Tmax
(◦C) Rank

1 3 15 0.5 25 4.10 83.81 1
2 3 17 1.0 30 3.00 66.92 5
3 3 19 1.5 35 2.03 58.98 13
4 3 21 2.0 40 1.15 55.47 16
5 5 15 1.0 35 3.57 67.85 4
6 5 17 0.5 40 3.53 73.34 2
7 5 19 2.0 25 1.50 60.68 11
8 5 21 1.5 30 1.68 57.98 14
9 7 15 1.5 40 3.04 62.07 9

10 7 17 2.0 35 1.94 57.88 15
11 7 19 0.5 30 3.08 69.84 3
12 7 21 1.0 25 2.20 61.70 10
13 9 15 2.0 30 2.50 62.41 8
14 9 17 1.5 25 2.47 63.77 7
15 9 19 1.0 40 2.56 60.01 12
16 9 21 0.5 35 2.73 65.41 6

The maximum temperatures of 16 cases were ranked as shown in Table 4. It was found
that the maximum temperature of Case 1 was the maximum. For Case 1 shown in Figure
5a, it had the minimum number of fins and the minimum fin height, so it had a smaller
heat-transfer area with coolant. Since the fin thickness was small and the channel width
was large, flow velocity was very gentle and the heat transfer also was reduced. The fin
thickness was 0.5 mm, and the contact area between the bottom of the thin fins and the
substrate was small, so the heat was difficult to transfer from the substrate to the coolant.
We can see in Figure 6a that the channel width (Wc) was large and the flow velocity was
very gentle. Figure 7a shows that the coolant flowing through the heat sink had a lower
temperature due to the small heat-transfer area.

Figure 5b shows the temperature distribution of the heat sink in Case 16, which was
18.4 ◦C lower than that of Case 1. The fin width of Case 16 was also 0.5 mm; however, the
number of fins was 21 and the fin height was 35 mm, so the heat-transfer area with coolant
was increased. The contact area between the bottom of the fins and the substrate also
increased due to the increase in the number of fins. We can see in Figure 6b that the number
of fins was large and the fin spacing was narrow, so the flow velocity of the bypass on both
sides of the heat sink increased. Figure 7b shows that the temperature of the coolant had a
higher temperature than Case 1 due to the increased heat-transfer area.

As shown in Figure 5d, Case 4 had the minimum temperature because it has the
highest number of fins and a fin height of 40 mm, so it had more heat-transfer area with
coolant. The fin width was 2 mm, so it could transfer heat from the substrate to the fins
timely. Figures 6d and 7d show the velocity distribution and temperature distribution
of Case 4.
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4.2. Range Analysis

According to the Section 3.3, Table 5 shows the values of kij and Rj. For all factors,
the range value of W was the maximum of 13.99, which indicated that W was the most
important factor affecting the maximum temperature. The range value of N was 8.89,
which is the second-most important parameter influencing the temperature. H was smaller
(4.96) and B was the smallest (3.42), which means that the thickness of the substrate had a
slight impact on the maximum temperature. In conclusion, the order of importance of the
four factors on the maximum temperature is thickness of fins, number of fins, height of
fins, and substrate thickness.
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Table 5. The range analysis of the maximum temperature.

Parameter
Factor

B N W H

K1j 265.18 276.14 292.40 269.96
K2j 259.85 261.91 256.48 257.15
K3j 251.49 249.51 242.80 250.12
K4j 251.60 240.56 236.44 250.89
k1j 66.29 69.03 73.10 67.49
k2j 64.96 65.47 64.12 64.28
k3j 62.87 62.38 60.70 62.53
k4j 62.90 60.14 59.11 62.72
Rj 3.42 8.89 13.99 4.96

4.3. Integrated Performance Analysis

According to the above calculation, the maximum temperature of Case 4 was the low-
est. However, the mass of the heat sink was also an important parameter. Therefore, both
the maximum temperature and the mass of the heat sink were considered as indexes. On
this basis, the two-objective problem can be converted to a single-objective function F [33].

F = α fT + β fM (9)

where fT is temperature function, fM is mass function, and α and β are the weight coefficient;
α + β = 1. The weight coefficient lies on the importance of the objective function. In this
paper, the thermal performance of heat sink was the most concerned, while mass was
secondary. The mass was not considered until the temperature of the heat sink was
acceptable. Thus, we took α is 0.75 and β is 0.25.

As the two objective functions have different units and orders of magnitude, the
results of temperature and mass are normalized in the range of 0 and 1 by Equations (10)
and (11) [34]. A larger normalization result can indicate better performance, while the best
normalization result will be equal to 1.

fT =
tmax − t

tmax − tmin
(10)

fM =
mmax − m

mmax − mmin
(11)

where tmin is the minimum value of the maximum temperature, tmax is the maximum value
of the maximum temperature, t is the maximum temperature of each case, mmin is the
minimum value of the maximum mass, mmax is the maximum value of the maximum mass,
and m is the mass of each case.

The calculation results are shown in Table 6.
Table 6 shows the analysis of integrated performance index. Case 8 had the highest

integrated performance score of 0.85, which is optimal. Compared with Case 4, the
maximum temperature increased by 4.5%, but the mass was reduced by 19%. The optimal
combination scheme of the factors and levels could be achieved as shown in Table 7.
Figures 5c, 6c and 7c show the temperature distribution and velocity distribution of Case 8.
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Table 6. Integrated performance analysis.

Case Tmax (◦C) Mass (kg) fT fM F

1 83.81 0.37 0.00 1.00 0.25
2 66.92 0.43 0.60 0.76 0.64
3 58.98 0.50 0.88 0.52 0.79
4 55.47 0.57 1.00 0.28 0.82
5 67.85 0.53 0.56 0.43 0.53
6 73.34 0.59 0.37 0.20 0.33
7 60.68 0.40 0.82 0.90 0.84
8 57.98 0.46 0.91 0.66 0.85
9 62.07 0.62 0.77 0.09 0.60

10 57.88 0.55 0.91 0.33 0.77
11 69.84 0.49 0.49 0.57 0.51
12 61.70 0.42 0.78 0.81 0.79
13 62.41 0.51 0.76 0.47 0.68
14 63.77 0.45 0.71 0.71 0.71
15 60.01 0.64 0.84 0.00 0.63
16 65.41 0.58 0.65 0.24 0.55

Table 7. The optimal combination for the geometric parameters.

Case B (mm) N W (mm) H (mm)

8 5 21 1.5 30

5. Conclusions

With the development of the information industry, immersion liquid-cooling shows
great potential in the thermal management of electronic components. Heat sinks play an
important role in liquid cooling, so this paper considered the influences of four factors
(substrate thickness, number of fins, thickness of fins, and height of fins) on heat-transfer
performance to improve its efficiency.

To improve the calculation efficiency, the orthogonal analysis method was used, and
16 representative cases were designed based on orthogonal arrays. It selected the maximum
temperature of each case as the index when using the dielectric coolant using numerical
simulation.

Through range analysis, we concluded that the order of importance of the four factors
on the maximum temperature of heat sink is thickness of fins, number of fins, height of fins,
and substrate thickness. Heat sinks should have enough fins at a certain thickness. The
results showed that Case 4 had the minimum temperature of the 16 cases, but consumed
too much material. Thus, taking both the maximum temperature and the mass of the heat
sink as indexes obtained the optimal structure (substrate thickness 5 mm, number of fins 21,
thickness of fin 1.5 mm, and height of fin 30 mm.) by weighting the maximum temperature
(0.75) and mass (0.25). The mass of the optimal heat sink was reduced by 19% under the
condition of ensuring thermal performance when considering the mass index.
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Abbreviations

B thickness of substrate
Cp specific heat capacity of fluid
F integrated performance index
f proportion factor
g gravitational acceleration
H height
k thermal conductivity of solid
L1 length
L2 width
N number of fins
p pressure
qw heat flux
Rj range
Tmax maximum temperature
Tf temperature of fluid
Ts temperature of solid
u, v, w velocity
x, y, z spatial coordinates
Greek Symbols
α, β weight coefficient
λ thermal conductivity of fluid
ρ density
µ dynamic viscosity
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