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Abstract: As energy consumption for building engineering systems is a major part of the total energy
spent, it is necessary to reduce it. This leads to the need for the development of new solutions for
the control of heating, ventilation, and conditioning (HVAC) systems that are responsive to humans
and their demands. In this review article, the existing research and technology advancements of
the modern technologies of computer vision and neural networks for application in HVAC control
systems are studied. Objectives such as human detection and location, human activity monitoring,
skin temperature detection, and clothing level detection systems are important for the operation of
precise, high-tech HVAC systems. This article tries to compile the latest achievements and principal
solutions on how this information is acquired. Moreover, it how parameters such as indoor air quality
(IAQ), variable air volume ventilation, computer vision, metabolic rate, and human clothing isolation
can affect final energy consumption is studied. The research studies discussed in this review article
have been tested in real application scenarios and prove the benefits of using a particular technology
in ventilation systems. As a result, the modernized control systems have shown advantages over the
currently applied typical non-automated systems by providing higher IAQ and reducing unnecessary
energy consumption.

Keywords: HVAC; demand control ventilation; human detection; sensors

1. Introduction

Based on the statistics, occupants spend an average of 60–90% or approximately 15.7 h
of their daytime indoors [1]. Therefore, indoor air quality has a huge impact on occu-
pants’ health, comfort, and well-being. High-quality indoor air must have the following
parameters: low CO2 and volatile organic compound (VOCs) levels, and comfortable air
temperature and humidity. Deviation from these air parameters can cause Sick Building
Syndrome (SBS) [2]—a situation where a relationship between the time spent in the specific
building and a negative impact on health can be observed. However, this is a difficult
process due to the high number of variables and therefore requires a detailed analysis based
on a high number of persons.

To achieve an excellent quality of indoor air, building ventilation is required, which
dilutes and displaces polluted indoor air with fresh outdoor air or cleans and reuses
polluted indoor air. Practically, all new office buildings and most new apartment buildings
are generally provided with mechanical ventilation. Natural ventilation is rarely used in
new buildings because of additional specific building requirements, for example, specific
window positions [3,4]. However, natural ventilation can be found in old buildings,
and it can remain after building reconstruction due to the inability to install mechan-
ical ventilation.

HVAC systems, which use traditional control strategies with fixed ventilation rates
or with ventilation rate schedules, cannot adjust to the required IAQ and thermal comfort.
As a result, building spaces are being over- or under-ventilated. Nonetheless, this type of
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control is actively used in a variety of buildings—public, private, and commercial. Using
natural ventilation, the ventilation rate is controlled by opening and closing windows by
a person or a servo motor. This type of ventilation compared to mechanical ventilation is
considered ineffective as it is difficult to achieve satisfactory IAQ in the whole room and
can reliably ensure good air quality only locally, near the window [5]. There is no way to
prepare outdoor air to reach the necessary indoor air parameters, and the usage of natural
ventilation will increase heating systems’ energy consumption [6].

The main method of influencing IAQ using mechanical ventilation with traditional con-
trol strategies is increasing or decreasing the ventilation rate. On the one hand, increasing
the ventilation rate contributes to the IAQ improvement, while on the other hand, this in-
creases energy consumption. The European Commission set the goal to reduce greenhouse
gas emissions by 55% by 2030 from the 1990 level [7]. Considering that the HVAC system’s
energy consumption is approximately 40% of total building energy consumption [8,9],
efficient energy usage is an essential parameter for modern buildings. However, just using
modern HVAC equipment may not be enough to reach the high requirements of energy
efficiency. As an option, HVAC systems’ energy consumption can be reduced by adjusting
the operation of the system to better respond to the behaviour of residents or by introduc-
ing natural ventilation as an energy-saving ventilation variant if the outdoor parameters
allow it. Recent research [10] provides a predictive control (MPC)-based optimizer model
for supervisory setpoint control, which is integrated with a digital parameter-adaptive
controller for use in a demand response/demand management environment. Through
such a system it is possible to shift the heating load to off-peak periods by minimizing
a trade-off between thermal comfort and electricity costs, and it was found that significant
energy saving and cost reduction could be achieved in comparison to a traditional on/off
or variable HVAC control system with a fixed setpoint temperature.

Nowadays, mechanical ventilation-based demand-controlled ventilation (DCV) sys-
tems are being integrated into intelligent buildings and their building management systems
(BMS) [11,12]. These systems increase the ventilation rate according to carbon dioxide
(CO2), temperature and humidity sensors, the occupant quantity and schedule, as well
as other parameters [13]. Using these approaches positively affects the indoor environ-
ment quality and HVAC systems’ energy consumption decreases. In some cases, these are
also used for fault detection [14]. However, this requires the use of the newest advanced
technologies. A lot of research is being conducted on technology development and new
methods of control to be used in modern DCV systems. Moreover, for cooling [15,16] and
heating [17,18] systems, new ways to reduce energy consumption and introduce renewable
sources or even bioclimatic strategies [19] are constantly being searched for.

This review aims to provide insights into modern technologies that can be used or are
already used in HVAC systems with a focus on DCV systems. Special attention is given to
systems using computer vision and neural networks. The paper is structured as follows.
Section 2 provides the fundamental background of a demand-controlled ventilation system
and the types of modern technologies that can be applied to it according to revised studies.
Section 3 describes the human detection systems, their types, working principles, and
distinctive features. Section 4 considers human activity recognition technology usage in
DCV systems and such systems’ effectiveness. Additionally, fundamental knowledge about
the metabolic rate and its impact on human comfort is described. Section 5 oversees the
influence of clothing on an occupant’s sense of comfort temperature and human clothing
level detection systems. After that, in Section 6, HVAC control systems, which apply the
above-described technologies, are described. In Section 7, there is a discussion about the
usage of new technologies in modern DVC systems, their possible combinations, and
research opportunities. Finally, conclusions are given in Section 8.

2. Demand Control Ventilation

As previously stated, demand control ventilation is a ventilation solution that manually
or automatically adjusts airflow rate to the needs at any exact time moment. If one room is
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empty, the air supply is minimized or turned off. If another room is fully occupied, the DCV
system will increase the airflow rate to make the indoor environment more comfortable
and healthier for occupants. The advantages of demand control ventilation systems show
in buildings with a pronounced trend of occupancy and activity. The use of such a system
is usually driven by a desire to reduce energy consumption and CO2 emissions.

For achieving all goals assigned to the system, a sensor for indoor air parameter
monitoring and a controller for the system must be added to the constant air volume
ventilation. With the use of more modern technologies in DCV systems, the system
acquires more and more sensors and equipment. Although the system will be complicated,
as a result, the system becomes more occupant-orientated and can be considered a part of
a smart building.

Today, research and development are being carried out in the use of various occupant
sensing methods in HVAC systems. Some of the most promising are human detection,
human activity monitoring, and human clothing level detection systems.

3. Human Detection System

In early DVC systems, the control is based on an estimate of the number of occupants
in a room, and especially in a commercial building, the ventilation rate is based on the
theoretical amount of occupants and their working schedule. It means that air change in
the room is calculated for the maximum number of humans in the room and ventilation
with maximal volume occurs only during working hours. This reduces the HVAC system’s
total energy consumption by 10–15%; however, the decrease is still not enough [20]. In
addition to the low efficiency and reducing energy consumption, the system is unable to
consider the real number of occupants and their location in a room.

For DVC system control, human detection systems can be used. These systems
allow controlling ventilation in an area based on the number of occupants in the specific
location. Knowing the exact number of occupants in the area, the required amount of air or
ventilation rate can be calculated. The system reduces the total energy consumption of the
HVAC system by not allowing it to ventilate an empty area.

According to research [21], to decrease the DVC system’s energy consumption, the
following methods can be implemented with the knowledge of occupancy:

• Maintaining higher temperatures in unoccupied areas. In research [22], an unoccupied
room’s conditioning system maintained a higher temperature than is recommended.
The author suggested that a decrease of 15% of the HVAC system’s energy consump-
tion was possible.

• Maintaining lower ventilation rates in unoccupied areas. In research [23], in unoccu-
pied rooms, the ventilation rate was minimized. After simulation, the author suggested
that a 20% decrease in the HVAC system’s energy consumption was possible.

• Supplying airflow based on occupancy. In research [24], knowing the exact amount
of occupants according to CO2 means the minimum airflow rate can be used. This is
suggested to decrease energy consumption by 15% in an office building and 56% [25]
on one of the floors of a multi-story building.

• Responding to dynamic heat loads. A timely response to occupant heat loads allows
for an optimized ventilation system before thermostat actuation. In research [26],
the author classified the airflow rate into three levels for different occupancy levels.
A 50% decrease in energy consumption was confirmed during simulations.

• Learning energy consumption patterns. The trend of occupancy can be used in HVAC
systems to control for an energy consumption decrease. In research [27], it was
suggested to not use conditioning in rooms that are unoccupied or occupied for less
than 10 min. The simulation result showed 20% of energy saving.

3.1. Human Detection System Using IT Equipment

There are many systems for detecting occupants in the area. Some of them are based
on existing IT equipment, some require the installation of additional sensors, and some
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even the use of wearable sensors. As a human detection system in the DVC system, existing
IT equipment [28] can be used. In particular, this is useful in commercial or public buildings
where occupants mostly work on computers or other IT equipment. The number of humans
in a building/zone/room can be estimated using the amount of MAC and IP addresses in
Wi-Fi routers and “wire” routers, and then correlating these addresses to the occupancy.
Additionally, mouse and keyboard activity traction can be used with the help of built-in
Windows API features. However, the results showed that such a system attained only
40% accuracy in determining the number of occupants on one floor in different zones and
80% accuracy in determining this on different floors. The main advantage of such a system
is its cheapness due to the use of existing equipment. The disadvantages of the system are
the impossibility to identify people who are not working on the computer or working on
many devices at the same time.

The power consumption of existing IT equipment can also be used to detect occupants
but mostly in commercial or public buildings [29]. The method is based on equipment
switch-off rates through which it is possible to determine occupants’ locations in the
building. To estimate energy consumption, an energy submitter can be used. It determines
the energy consumption at different building levels. As an alternative, PC case low-cost
temperature logging devices to detect IT equipment activity and, accordingly, occupants’
locations in the building can be used [30]. The accuracy of received data is 97.1%. Using
low-cost logging devices allows the system to be made cheaper, but the system still cannot
identify people who are not working on the computer or are working on many devices at
the same time.

3.2. Human Detection System Using Passive Infrared (PIR) Sensors

A passive infrared sensor is a type of infrared sensor that is commonly used in security
alarms and automatic lighting systems. The sensor measures infrared light radiation from
different objects in its field of view. All objects emit heat energy as electromagnetic radiation
in infrared wavelengths, which the PIR sensor can detect. PIR sensors have a low cost and
power consumption, a quick response, and good accuracy [31]. PIR sensors are unable
to detect static objects. It means that the sensor detects object movements and cannot
give information about object location and type [32]. This fact does not allow this sensor
to be used in human detection systems because of the high risk of false “zero occupan-
cies” signals.

However, as research shows [33], advanced PIR sensors can be used in a human
detection system. The detection system should consist of three sensor modules, each
of which is equipped with four multidirectional PIR sensors with a special lens. Sensor
modules can respond to the direction, distance, and speed of walking persons. The output
signal of the PIR sensor depending on the direction, distance, and speed is shown in
Figure 1. As shown in Figure 2, modules must be located on opposite walls and the ceiling.
Using data analysis machine learning software Weka, it allows the system to determine
the object’s moving direction, distance, and speed with an accuracy of 94% and to identify
objects with more than a 92% recognition accuracy. Nonetheless, modules are affected by
obstacles in the monitored field. An alternative human tracking system [34] based on the
PIR sensor grid on the ceiling can be created. By installing four PIR sensors on the ceiling
with intersecting action fields, a high accuracy in tracking a moving object can be achieved
and the scheme can be used in a large-scale indoor environment.

3.3. Human Detection System Using Wearable Sensors or Tags

As a sensor for human detection, wearable sensors can also be used. For the detection
of occupants in a certain area, radio-frequency identification (RFID) can be applied. RFID
is a technology that uses an electromagnetic field to identify and track tags, which are
attached to occupants. In research [21], measuring and monitoring occupancy systems
for demand-driven HVAC operations were developed. Tests were carried out at a floor of
an educational building at the University of Southern California where there are several
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shared and individual spaces. Using signal strength from the occupants’ tags to the reader
and the signal strength from the reference tag, the Euclidean distance can be calculated and,
accordingly, the precise location of an occupant in a room. The system is based on RFID
equipment that runs at a frequency of 915 MHz and with a working range up to 100 m. The
system was tested during the experiment in the office building, which was divided into 13
thermal zones. During the experiment, occupants walked in and out of the zones, stayed in
zones, and performed various activities. The experimental area is shown in Figure 3. The
field tests showed a detection accuracy of 88% for stationary occupants and 62% for mobile
occupants. As another study shows, the detection accuracy using RFID technology can
achieve 93% [35].
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3.4. Human Detection System Using Vision Sensors

A vision sensor is a vision camera that can be applied as an occupant detection sensor.
This system can use existing equipment such as closed-circuit television (CCTV) cameras
or any other available low-cost RGB cameras [36]. The heart of the human detection system
is the computer, where the main calculations take place. Technology that helps computers
gain understanding from digital images is called computer vision and the main task of
computer vision is the identification of objects. The computer vision’s object recognition
task occurs in many steps as shown in Figure 4.



Energies 2022, 15, 6726 6 of 22Energies 2022, 15, 6726 6 of 23 
 

 
Figure 3. Experimental area’s layout with thermal zones [21]. 

3.4. Human Detection System Using Vision Sensors 
A vision sensor is a vision camera that can be applied as an occupant detection sen-

sor. This system can use existing equipment such as closed-circuit television (CCTV) cam-
eras or any other available low-cost RGB cameras [36]. The heart of the human detection 
system is the computer, where the main calculations take place. Technology that helps 
computers gain understanding from digital images is called computer vision and the main 
task of computer vision is the identification of objects. The computer vision’s object recog-
nition task occurs in many steps as shown in Figure 4. 

 
Figure 4. Object recognition computer vision tasks. 

First, the computer tries simultaneously to predict an object’s class on an image (im-
age classification) and find and indicate objects of the same class using a bounding box 
(objects localizations). Using the acquired knowledge, the computer combines it together. 
After that, each object in the class is separated from all the others and is indicated by high-
lighting object pixels creating an object mask (object segmentation). 

Computer vision can be divided into two approaches: using object detection and ob-
ject classification methods, and using neural networks. 

3.4.1. Object Detection Methods 
Data received from the camera are just a large number of frames. To detect a person 

in the frame, the person’s movements must be detected. There are three methods of de-
tecting an object: background subtraction, optical flow, and spatio-temporal filtering. 

Background subtraction is a method for object detection that is based on detecting 
moving objects from the difference between the current frame and a background frame. 
A background frame is defined as a frame without an object, which must be detected. The 

Object 
Recognition

Image 
Classification

Object 
Localization

Object 
detection

Object 
Segmentation

Figure 3. Experimental area’s layout with thermal zones [21].

Energies 2022, 15, 6726 6 of 23 
 

 
Figure 3. Experimental area’s layout with thermal zones [21]. 

3.4. Human Detection System Using Vision Sensors 
A vision sensor is a vision camera that can be applied as an occupant detection sen-

sor. This system can use existing equipment such as closed-circuit television (CCTV) cam-
eras or any other available low-cost RGB cameras [36]. The heart of the human detection 
system is the computer, where the main calculations take place. Technology that helps 
computers gain understanding from digital images is called computer vision and the main 
task of computer vision is the identification of objects. The computer vision’s object recog-
nition task occurs in many steps as shown in Figure 4. 

 
Figure 4. Object recognition computer vision tasks. 

First, the computer tries simultaneously to predict an object’s class on an image (im-
age classification) and find and indicate objects of the same class using a bounding box 
(objects localizations). Using the acquired knowledge, the computer combines it together. 
After that, each object in the class is separated from all the others and is indicated by high-
lighting object pixels creating an object mask (object segmentation). 

Computer vision can be divided into two approaches: using object detection and ob-
ject classification methods, and using neural networks. 

3.4.1. Object Detection Methods 
Data received from the camera are just a large number of frames. To detect a person 

in the frame, the person’s movements must be detected. There are three methods of de-
tecting an object: background subtraction, optical flow, and spatio-temporal filtering. 

Background subtraction is a method for object detection that is based on detecting 
moving objects from the difference between the current frame and a background frame. 
A background frame is defined as a frame without an object, which must be detected. The 

Object 
Recognition

Image 
Classification

Object 
Localization

Object 
detection

Object 
Segmentation

Figure 4. Object recognition computer vision tasks.

First, the computer tries simultaneously to predict an object’s class on an image (image
classification) and find and indicate objects of the same class using a bounding box (objects
localizations). Using the acquired knowledge, the computer combines it together. After
that, each object in the class is separated from all the others and is indicated by highlighting
object pixels creating an object mask (object segmentation).

Computer vision can be divided into two approaches: using object detection and
object classification methods, and using neural networks.

3.4.1. Object Detection Methods

Data received from the camera are just a large number of frames. To detect a person in
the frame, the person’s movements must be detected. There are three methods of detecting
an object: background subtraction, optical flow, and spatio-temporal filtering.

Background subtraction is a method for object detection that is based on detecting
moving objects from the difference between the current frame and a background frame.
A background frame is defined as a frame without an object, which must be detected.
The comparison of two frames occurs pixel-by-pixel or block-by-block. For this method,
a system must have a background frame, which is adaptive to the changes in dynamic
scenes, for example, adaptive to changing weather and lighting. For fixed cameras, the
problem is to automatically recover and update the background frame. To solve this prob-
lem, automatic background frame updating [37] or a method without updating [38] can be
used. The background subtraction method has three available approaches: a mixture of the
Gaussian (MoG) model, a non-parametric background model, and temporal differencing:
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• A mixture of the Gaussian model approach is based on an adaptive Gaussian mix-
ture model where values of each pixel are modelled as a mixture of Gaussians. The
approach is very sensitive to background changes. To improve the impact of back-
ground changes in MoG, various corrections may be used, such as the Kalman filter
application [39].

• The non-parametric background model is based on the foreground’s separation from
the background [40]. It is difficult for the system to process a dynamic background,
so the computational requirement is very high for this method. The usage of a fuzzy
colour histogram is considered a good solution for this problem [41].

• Temporal differencing consists of three main modules: a block alarm module, a back-
ground modelling module, and an object extraction module [42]. The block alarm
module is responsible for recognizing whether an object is moving using frame com-
parison. The background modelling module generates another background model,
which is of high quality. For reaching the result, a method that identifies the illumi-
nation’s change is used. The object extraction module finally creates a mask with the
detected object.

Optical flow is a vector-based method of object detection, which detects motion in
a video by matching points on objects over an image frame and describes point motion
between frames [43,44]. The main advantage of this method is that it can be used in
situations where there is a large crowd of people or when the camera is not static. Moreover,
the method allows the processing of images using multiple cameras. The disadvantages
of the method are its vulnerability to illumination changes and noises, and a necessity for
large computing power and specific hardware.

The spatio-temporal filter is an object motion recognition method that considers object
movement as 3D spatio-temporal data volume using an image sequence [45]. To obtain
high responses, spatial Gaussian and a derivative of Gaussian on the temporal axis can
be used [46]. The method is useful for videos of far-field and medium-field zones and
low-resolution videos. Sensitivity to noises and variations in the timings of movements can
be considered cons.

3.4.2. Object Classification Methods

After detecting an object in the video, it is necessary to classify an object. HVAC
systems are oriented to create comfortable conditions for people indoors. Accordingly, it
is necessary to recognize that occupants are in the room and adjust the system for them.
There are three classification approaches: a shape-based method, a motion-based method,
and a texture-based method.

Shape-based approaches first consider moving object shape information as points,
boxes, silhouettes, and blobs. Using the received information, standard pattern recognition
methods [47] can be used. However, in real life, there are a lot of appearances of the body
because of cameras’ viewpoints and different human body types. It makes it difficult to use
a shape-based approach to distinguish humans’ and other objects’ movements. However,
there are solutions for object classification after full or partial occlusion [48]. Using shape,
colour, and texture, an object can be identified even if one of the parameters is the same for
other objects.

The motion-based method is based on the uniqueness of the movement of each object.
The movements are so unique, that they can be used for object classification [49]. Motion-
based methods are most often used for human classification in an environment with many
moving objects. In research [50], a human movement recognition approach was developed.
The approach is based on constructing a vector image template with a motion-energy
image and motion-history image. Another approach [51] for human detection is based on
periodic human motion detection and analysis. Unfortunately, the approach is developed
for periodic motion and in real life can rarely be used.
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A texture-based method is based on an intensity pattern in a nearby area from
a pixel [52]. In research [53] it is proposed to use a histogram of an orientated gradient with
a Gabor filter for the improvement in counting persons and their identification.

The previous approaches are used for moving objects and their classification. They
allow us to better identify humans from different objects due to humans’ unique motions.
However, there is a problem with non-moving human detection. A frame with a static
human can be considered as an image. The detection of humans and a crowd of humans
can be based on a new method, which models humans as a set of body parts by using
silhouette-oriented edge let features [54]. The method is quite effective and bypasses other
methods in its efficiency.

3.4.3. Human Detection Using Neural Network Systems

As an alternative to all of the previously described methods, a modern method of
human detection using machine learning technologies and computer vision can be used. It
is a new technology that helps computers to obtain digit images and videos and recognize
objects. The system is still using visual sensors (cameras), but the algorithm of human
detection is different.

One of the most popular techniques for quite accurate human detection is using
image classification based on convolutional neural networks (CNN). Instead of processing
an image or frame as an array of numbers, the image or frame divides into small parts.
Then, systems try to predict what each part is, and, based on prediction, try to predict what
is happening in the whole frame. This allows all calculations to be performed in parallel
and to detect all objects in the frame or image no matter where they are.

The human detection system used in the research [55] is based on the YOLO (You
Only Look Once) image classifier. The heart of the image classifier is a CNN. First, the
YOLO detection system breaks the input frame into many parts as shown in Figure 5.
Then, each part of the frame runs through the pre-trained convolutional neural network,
which defines multiple bounding boxes and class probabilities for those boxes. As a result,
the system detects an object and its class. YOLO reframes object detection as a single
regression problem. It takes an image as an input and passes it through single pipeline
layers of the CNN and outputs a vector containing bounding boxes and class predictions
for each of these bounding boxes. The YOLO system is extremely fast and is good for
real-time detection with 45–90 frames per second (FPS). Furthermore, YOLO achieves more
than twice the mean average precision compared with other real-time systems [56]. The
third version of YOLO achieves better accuracy in object detection and is faster than the
previous version of YOLO. However, although the study does not indicate the accuracy of
the object detection system, the accuracy of whole human motion detection is 76%.
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In object detection, other methods that are not based on traditional CNN can be used.
One of them is the region-based convolutional network (R-CNN). The system based on
this network has great object detection accuracy using ConvNet for object class prediction.
However, as a result, the systems’ training occurs in many stages, and for training, a lot of



Energies 2022, 15, 6726 9 of 22

computer power is used and object detection is slow [57]. To fix R-CNN drawbacks, a fast
R-CNN was created. Fast R-CNN uses SoftMax for object classification instead of a support
vector machine. This allows the training system to be set up in one step. To speed up
training and for better accuracy in the fast R-CNN, a bounding box regressor is used. In
research [58], a real-time human detection system based on the ResNet-50 neural network
was described. ResNet was trained using the CHOKEPOINT dataset, which consists of
62,204 images of humans. Of these, 70% of images are positive (images with humans) and
30% are spurious. For network acceleration and optimization, the Adam optimization
algorithm [59] was applied. The system was tested using a real-time dataset (150 min of
video, 6 FPS). As a result, the average system accuracy was 82%.

For object detection, another R-CNN method called Mask R-CNN can be used. It is
a new algorithm, which extends the fast R-CNN branch to use the existing detection to
predict the object mask in parallel. The main difference between fast R-CNN and Mask R-
CNN is image segmentation—the process of image separation into segments. Mask R-CNN
uses two types of image segmentation: semantic and instance. Semantic segmentation
identifies all one class objects as one object, for example, all occupants as “persons”. After
that, instance segmentation separates objects into different objects with different signs
(person 1, person 2 . . . ). The result is that Mask R-CNN is simple to train, effective, and
allows for the addition of additional tasks [60]. Human detection based on an improved
Mask R-CNN was considered in research [61]. In a system for human detection, ResNet
as a neural network and the Feature Pyramid Network (FPN) for different scale object
detection improvements were used. For the network’s training in human detection, the
Penn-Fudan dataset of 170 images with 345-labeled human bodies was used. As a result,
the system was more effective in human detection compared to the simple Mask R-CNN.
The average accuracy of human detection at the 0.50:0.95 threshold using Mask R-CNN
was 78.4% and using the improved Mask R-CNN it was 80.9%.

Another promising method for object detection in images using a neural network is
Single-Shot Detector (SSD), which is also based on CNN. The SSD object detection system,
described in the research [62], expands the CNN using multi-scale feature maps and
convolutional predictors for object detection. An experiment was conducted using VGG16—
very deep convolutional networks for large-scale image recognition [63]. The network
was trained using the LSVRC CLS-LOC dataset [64]. Two SSD frameworks were created:
SSD300 and SSD512 for 300 × 300 px videos and 512 × 512 px images, respectively. Then
two frameworks were trained with the COCO trainval35k dataset [65]. Finally, frameworks
were tested using the COCO and Pascal VOC2007 test. As a result, the SSD512 model was
more powerful and 3× faster than the faster R-CNN network. SSD300, which can handle
59 FPS videos, was faster than the YOLO system. The mean average precision for SSD300
was 74.3% and for SSD512 it was 76.9%.

As vision sensors, different kinds of thermal sensors can also be used. One of these is
a thermal camera. Compared with RGB cameras, thermal array sensors can detect occu-
pants in dark areas and humans in stationary conditions. Thermal sensors form an image
of the environment based on recorded thermal energy emissions. On the one hand, sensors
are more resistant to lightning and weather changes [66]. On the other hand, thermal
sensors are sensitive to the surrounding temperature change and provide less information
because of the impossibility of capturing colours (visible spectrum). Due to this, the image
becomes difficult to interpret.

However, neural networks, especially CNN, are not created for RGB image use only.
The main task is to teach a neural network to recognize an object in an image or frame using
datasets. In research [67] the author describes the human detection system using a FLIR
ThermaCAM P10 thermal camera. It is a long-wave infrared (LWIR) uncooled thermal
camera, which works in a spectral range between 7.5 m and 13 m. For human detection,
a YOLO image classifier pre-trained by different datasets was used. The first classifier was
trained using the COCO dataset [68] of RGB images for class “Person” and the second
classifier was trained using a special dataset created by them. Similar to other studies [69],
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the dataset for CNN training based on thermal images was created. The study compares
two image classifiers in human detection and real life. The experiment took place outside
in winter, in different weather conditions, and with a range from 30 m to 215 m. As
a result, the system, trained to detect humans using visible spectrum images (RGB), had
an average accuracy of only 7%. In turn, YOLO, which is trained using thermal images,
had an average accuracy of 30%. The experiment shows that the accuracy of the human
detection system using thermal sensors can be improved using training on a thermal dataset.
For better results, the dataset should consist of object images in different time conditions
and distances. In another research [70], also using a YOLO image classifier, which was
trained using a custom dataset of 1500 thermal images, human detection accuracy was able
to achieve 41.62%.

4. Human Motion Analysis (HMA) Systems

Comfort temperature is a subjective temperature at which a person is satisfied. Com-
fort temperature for each person is unique and depends on the indoor temperature and
humidity, indoor airflow speed, individual human body features, clothing insulation, and
occupancy. HVAC systems can regulate air parameters such as temperature, humidity, and
flow speed, while other parameters can be influenced by a person.

The occupancy of a person is an important parameter for comfort temperature detec-
tion. Any work performed by a person can be measured as a metabolic rate (MR)—the
amount of energy necessary to complete a task. MR is measured in Met unit, which is
a ratio of working MR relative to resting MR. MR during sleep is 0.7 Met and during
quiet seating is 1 Met. However, in offices and public buildings, employees work all
the time. A seated employee’s MR is 1.1 Met, while during lifting/packing the MR is
2.1 Met [71]. Accordingly, the comfortable temperature for employees who are typing
will be different than that for lifting employees. Under a greater load, the human body
needs a lower temperature for cooling. Physical activity detection can be applied in HVAC
systems, especially in multi-purpose buildings where occupation can change during the
day. One of these buildings could be a kindergarten, where, in the classrooms, physical
activities such as exercises can take place, while quiet lessons or midday naps can also
occur. Using human activity monitoring in HVAC systems will allow for the creation of
human satisfaction-based ventilation and cooling systems.

One of the easiest methods to monitor occupants’ physical activities was by using
wireless wearable sensors [72]. A sensor is a device that is attached to the person. Wearable
sensors may be a part of smart clothes or built in jewellery, for example, in rings, and
wristwatches, or they may be a separately wearable device. The device must be equipped
with a heart rate sensor and accelerometer for human activity detection and monitoring [73].
Research [74] described a human activity detection system based on using a wearable
sensor. The sensor was a wireless wristband for receiving occupants’ physiological (skin
temperature and heart rate) and acceleration data. Using acceleration data, the system
detected typical office activities: sitting, walking, or even 50 kg load handling. During
the experiment (5 sessions, 10 min for each occupant activity), acceleration data about
each activity were received. For activity detection, a 1D CNN-based neural network was
created. It was trained using the received acceleration data dataset. As a result, activity
classification accuracy was above 85%. However, this activity monitoring method is not
applicable in real-life methods because its success depends on the occupants’ willingness
to wear sensing devices.

For human activity monitoring in indoor places, vision sensors (cameras) can be used.
They can also be used as an occupant detection system. Such a system was implemented in
the article [55]. As with the motion-based object classification method, the system analyses
frames, finds movements in them, and saves frames in motion history (Figure 6). After that,
the system marks and cuts the object moving region from motion history and this stack of
frames is processed by a deep neural network, which is trained to recognize activities by
analysing frame changes. As a deep neural network, the long short-term memory (LSTM)
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recurrent neural network, which is naturally suited to processing time-series data, was used.
To train a deep neural network to distinguish five activities (running, jogging, walking,
handwaving, clapping), the action recognition dataset NADA was used. The result of the
research was the achievement of 83% accuracy in activity recognition.
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In another research [75] for HVAC systems, it was suggested to use a detection and
prediction occupancy heat emissions system, which is the result of human activity. In
the project MATLAB, specialized toolboxes were used for work with neural networks.
A convolutional neural network was applied, which was trained using an image datastore
to detect activities such as standing, sitting, walking, and napping. For each occupant
activity, heat emission rates, which correspond to an average adult performing, were
selected. The average detection accuracy was 80.62%; however, the system detected a lack
of activities better than standard office activities. Based on the test results using the HMA
system, a heat gains profile for four occupants, where the typical office occupancy heat gain
is 115 W for static activities (sitting) and 145 W for walking for one person, was constructed.

The YOLO image classifier can also be used for real-time human action detection. In
research [76] it is suggested to use it to recognize human–human, human–human–object,
and human–object interaction in 30 FPS videos. For interaction recognition, the training
LIRIS dataset [77], which contains 167 videos with 367 daily-life actions, was used. A total
of 109 videos were used for neural network testing and 58 for system testing. As result, the
achieved system accuracy was 88%.

5. Human Clothing Level Detection Systems

One of the promising systems, which can be used in the HVAC system to ensure
comfortable conditions for occupants, is clothing level detection technologies. Clothing
level is measured in Clo units. Clo is a value that describes the level of human body
isolation provided by one piece of clothing. Each piece of clothing has its own Clo value,
which is defined in various guidelines and standards, for example, ASHRAE [78], and the
general clothing level is the sum of the Clo values of the clothes worn. Clothing has a great
influence on an occupant’s comfort temperature. With a lack of clothing, the occupant
feels cold, while with an excess they feel hot. Indoors a person can change the level of
clothing by himself based on temperature sensation or change the indoor air temperature
to be comfortable for themself. However, there are situations, such as business meetings
or working in a dangerous environment, where protective clothing must be worn. In
these situations, occupants cannot change their clothing level [79]. Moreover, the average
occupants’ clothing level changes throughout the year [80]. It follows from this that the
indoor air temperature needs to be tuned regularly to the clothing level of each person.
Furthermore, occupants usually make mistakes in temperature adjustments [81] that cause
high energy consumption. The use of the clothing level detection systems in HVAC systems
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allows the indoor environment to be adjusted automatically for occupants and it reduces
the risk of human error.

In research [82] it is proposed to use a clothing level detection system, which is based
on vision sensors, in the HVAC system. The system is based on a pre-trained convolutional
neural network adopted on MobileNetV2 architecture. During model training using
TensorFlow, there were 300 images prepared of each closing level with an increase of 0.1 Clo
from 0.3 Clo to 0.8 Clo. The system required 4.3 s to classify clothing levels and its accuracy
was 86%. A correlation between comfortable air temperature and clothing level was found.
The system achieved a −0.58 predicted mean vote (PMV) for the six clothing levels. Using
the clothing level detection system together with the facial skin temperature detection
system, 90.9% of the occupants felt comfortable using the modernized HVAC system.

In other research [83], a clothing level detection system was created that was also based
on computer vision using CNN. This developed the CloNet system, which is trained with
1000 images: 200 for each clothing level from 0.2 Clo to 0.8 Clo as shown in Figure 7. For air
parameter control, the system was connected to an indoor air conditioner and it changed
the temperature in response to changes in the occupants’ clothing. As result, the clothing
level detection accuracy was 86% in real conditions, the percentage of occupants with “no
change” feelings improved by 38%, and the percentage of “cooler” feelings decreased by
81%. These results confirm that the evaluation of clothing level can be used for building
HVAC control and is effective for improving occupants’ comfort.
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6. HVAC Control Strategies and Systems

There are many control strategies for demand control ventilation systems. This chapter
will review the research on the control of HVAC systems control, where the demand–control
principle has been applied. All of them describe particular technology in the usage of DCV
systems. Described systems are based on the usage of computer vision and neural networks;
however, there are also systems using RFID technologies. Some of them were created for
energy consumption decreases, but several for comfortable environment creation.

An approach to ventilation control is described in research [74]. The proposed system
controls the indoor temperature and optimizes the thermal comfort and energy consump-
tion. The human activity detection system is described in Section 4. The system’s configu-
ration and working principle are shown in Figure 8. An experiment was prepared where
an occupant was alone in the room and performing various actions. During the experiment,
the occupant assessed the indoor temperature on a 13-point thermal sensation scale [84] and
regulated comfort temperature. To determine the optimal temperature, according to the
physiological response and physical activity, the reinforcement learning (RL) model, using
experiment data, was developed. The use of the RL model and human activity monitoring
together allowed thermal discomfort to be reduced by 50.3% compared to using only the
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RL model. As a result, the developed system reduced thermal discomfort by 10.9%. The
usage of a developed system can also decrease the energy usage of the HVAC system.
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On-demand CO2 HVAC system control based on CO2 prediction and the occupants’
activities is described in research [55]. The scheme for the control of a HVAC system is
shown in Figure 9. The core of the approach has two components first a module detects
the number of human occupants in the living space, and then a module recognizes the
occupants’ activities. CO2 is a human activity waste product. Human physical activity
is the main factor in the amount of CO2 emitted. Researchers have suggested tracking
occupants’ activities using a vision sensor and neural network and then predicting the CO2
concentration in a room using the CO2 generation rate equation from the ASHRAE Funda-
mentals Handbook. There are critical studies that overstate the ASHRAE CO2 generation
rates [85]; however, studies suggest that the equation should include a correction coefficient
for low-activity people. For CO2 generation rate calculation, A. Persily’s approach [86]
has also been applied, which is not based on body surface area and the level of physical
activity but on the basal metabolic rate and physical activity. As a result, the presented
ventilation control system can predict, in a timely manner, the required ventilation amount
of air and allow the avoidance of HVAC system inertia (system reaction time to air para-
meter changes).
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A novel method of controlling the HVAC system was developed relying on clothing
level and facial skin temperature [82]. The system adjusts the thermostat setpoint according
to the occupants’ clothing level and the mean facial skin temperature. The control algorithm
is shown in Figure 10. Two data collection experiments were carried out. In one of
them, when the temperature was adjusted for clothing, dependencies between the thermal
sensation vote (TSV), clothing level, and indoor temperature were found. In another one,
when the temperature was adjusted for face skin temperature, the dependence between the
TSV, skin temperature, and indoor temperature was found. The HVAC control strategy,
using facial skin temperature, was to raise or decrease the indoor temperature by 1 K if
the facial skin temperature was not in a comfortable range. For facial skin temperature
detection, an LWIR camera was used. Face recognition was implemented using the Haar
cascade model [87] based on the OpenCV library. A clothing level detection system was
created using an RGB camera and MobileNetV2 convolutional neural network architecture
with TensorFlow for machine learning. The clothing level detection accuracy was 86%;
however, this system was not used for HVAC control. As result, an HVAC control system
based on facial skin temperature was created and tested. In total, 90.9% of the occupants
felt comfortable in the room where the proposed control system was used. In another
research [88], an HVAC system controlling concept based on skin temperature was also
provided. The main idea of the system was to only use skin temperature as input data. The
control algorithm is shown in Figure 11. For the HVAC system’s response, a support vector
machine (SVM) classifier for the prediction of the thermal demand of occupants’ was used.
An SVM classifier with linear and Gaussian kernels during the data collection test learned
to predict the thermal demand of occupants based on skin temperature and the occupants’
manual HVAC system regulation. As a result, the system worked with an accuracy of
90% in thermal demand prediction, but the accuracy decreased if the occupants’ thermal
states were maintained by regulating clothing levels. The most effective parts of the human
body for temperature measuring, according to researchers, are the shin and upper arm,
but for three input measurements, skin temperature at the chest can be added. More
measurement locations are not necessary and may increase the error.
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Building energy conservation can potentially be achieved using modern technologies
in the HVAC system. In research [21], occupancy monitoring systems for demand-driven
HVAC operations were developed (detailed description in Section 3.4). HVAC system
control based on occupancy was able to adjust the temperature of the air supplied, the
air volume provided to each occupied zone, and the air volume provided to each room.
To exclude false entries of occupants in the zone, the system only adjusts ventilation after
10 min. The HVAC system’s control strategy is shown in Figure 12. Potential downsides of
this HVAC control method could be unsatisfactory ventilation, a high CO2 concentration in
the air, and the limited flow of conditioned air.
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In research [75] the HVAC system was controlled based on occupants’ heat emissions
(see Section 4). The system’s working scheme is shown in Figure 13. This method has
the potential for energy saving and can influence a building’s heat gains and indoor air
quality. The rate of heat emission is based on the CIBSE guide [89] and varies from 105 W
to 145 W for napping and walking, respectively. During the experiment in an office space,
an activity schedule for a deep learning influenced profile (DLIP) was created. The DLIP
was used for building an energy simulation for energy consumption analysis. As a result,
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using the developed system allowed the building’s heat loads to be reduced, taking into
account the fact that multiple occupants were emitting a non-stop fixed amount of heat.
In addition, the system is useful for HVAC system operation leading to a better indoor
environmental quality. A similar control system, based on CO2 level prediction, was created
in the research [90]. The research aimed to develop an occupancy detection approach for
a DCV system, which would provide comfortable thermal conditions, good air quality, and
a decrease in a building’s energy consumption. The work strategy of the HVAC control
system is shown in Figure 14. For human detection, a system based on a vision sensor
(RGB camera) was created and it used a fast region-based convolutional neural network
(RCNN) for frame analysis and human detection. The work used an RCNN system installed
on a COCO-trained model with Inception V2. The network was trained for human and
activity detection using images from Google, which were labelled using LabelImg. The
experimental test was conducted in a 36.62 m2 classroom, which could accommodate
11 occupants. The accuracy of human detection was 84.5% and of activity detection was
92.7%. During the experiment, an activity schedule for DLIP was created. During the
next experiment phase, within 4 weeks, 4 ventilation scenarios were tested: A—without
natural and mechanical ventilation, B—only natural ventilation, C and D—mechanical
ventilation with demand control. For scenarios C and D, according to CIBSE Guide A [89],
the ventilation rate for one person was 10 l/s. Scenario C suggested a maximum constant
air flow, but in scenario D, a DCV system was used for which adjustments were based on
the actual occupancy. As result, during the experiment, the highest concentration of CO2 in
the room was in scenario A and the minimum concentration was in scenario B. Scenarios C
and D provided a low CO2 concentration; however, scenario D provided a dynamic airflow
rate and decreased the energy consumption by up to 54.56% (compared to scenario C).
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7. Discussion

In the study, research on various HVAC control systems are reviewed. Each studied
article has its distinctive features, used set of sensors, computer programs, and calculation
methods. Attention is also paid to experiments, system tests, and achieved accuracy.

Technologies have been developed and engaged in newer and newer areas and the
construction industry is no exception. Research has explored the fields of application of
new technologies in HVAC systems to create a more efficient and occupant-orientated
system with high air quality and with low energy losses.

Traditional DCV systems commonly use CO2 sensors for human presence detection
and the calculation of the required amount of ventilation air. However, this method has
a significant drawback—after occupants leave the area, the CO2 level does not change for
some time. Moreover, the DCV system based on CO2 sensors cannot be used in ventilation
control scenarios when the CO2 level decreases by itself because of the scheduled use of
the area. For example, a conference room might not be ventilated after a meeting if the
room is used for some time. During this time the CO2 level will decrease due to the air
circulation in the building. This ventilation control scenario allows the HVAC system’s
energy consumption to be decreased just through the correct setup of the system’s schedule.
Based on the analysed literature, it can be concluded that the use of computer vision
and neural networks in the HVAC control system will solve these problems. Research has
shown that the technologies that have been described, have a favourable effect on indoor air
quality and system energy consumption. In the future, the DCV systems could be equipped
with cameras for a more accurate analysis of the room and occupancy. Additionally, the
systems must take into account occupant behaviour, the activity, and other information,
which can be used for the improvement in the indoor environment quality.

For room analysis, a camera must be installed in each room. Such a camera can be used
not only for HVAC control but also as a CCTV camera and in other smart building systems,
such as smart lighting systems. As research has shown, the best location for the camera
is in the corner of the room on the ceiling, where the video camera will have a complete
overview of the room. If it is not possible to provide a camera with a full view of the room,
more cameras need to be added to the system.

To analyse what is happening in a room using video flow as input data, it is necessary
to use computer vision. There are two computer vision approaches—neural networks
and approaches based on mathematical image analysis. Easier to implement in the HVAC
systems is a neural network. If the system is trained, it can accurately perform the tasks.
For systems using video flow as the input, the convolution neural network (CNN) must
be used.

There are many neural networks based on CNN. The Single-Shot Detector (SSD)
network is faster in object detection, and it can also be applied to all systems. However, in
research, the You Only Look Once (YOLO) network is the most commonly used. This is
because YOLO systems are easier to learn and easy to use. The “from the factory” YOLO
neural network comes with a pre-trained neural network. In the scope of the research, the
network was trained using the COCO train 2017 dataset with 80 object classes including
the class “person”, which is needed for the implementation of such HVAC control systems.
Using the ready network allows systems to be created much easier and faster without
wasting time preparing the dataset and training the network. However, a pre-trained
network has disadvantages such as a relatively low accuracy and the fact that they can
recognize a crowd of people as one person. Increasing the performance of the YOLO
network requires network learning with more people in the detection-orientated dataset
or pre-trained network retraining for specific usage. If the task is to train the neural
network from scratch using a custom dataset, it makes sense to train a Single-Shot Detector
(SSD) network because of its object detection speed and high accuracy using a live stream.
Nevertheless, the accuracy and speed of the SSD network need further study.

A camera in conjunction with a neural network can be used in an HVAC system first
of all as an occupancy detection system. This will allow the DVC system to be adjusted,
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especially the ventilation rate, based on the number of people in the room. Since the
neural network is multifunctional and can make different calculations at the same time,
the DVC control system can also analyse occupants and their behaviour/habits. Using
a human activity monitoring system will allow human heat emissions or the predictions of
CO2 concentration in the air to be accurately determined. This will allow, in advance, the
system to be adjusted for the needs of the occupants. This behaviour of the HVAC control
system is impossible to create using current sensors and control models. In creating an
occupant-orientated system, a human clothing level detection system can be used. This
will relieve residents of the need to regulate their level of clothing due to changes in the
indoor temperature or for the adjustment of the manual HVAC system, which, as research
shows, is almost always wrong.

Promising directions in the development of the control system is the use of thermal
cameras for human skin temperature measurement. This method ensures a comfortable
air temperature in the room thanks to the human body’s response to the ambient air
temperature. Human body processes beyond a person’s control are considered the best
indicators of environmental satisfaction. However, this method makes the control system
more expensive due to the price of thermal cameras compared to RGB cameras.

Using the system based on vision sensors, the privacy and data security aspect must
also be addressed. Unauthorized access to this information may result in serious conse-
quences. Moreover, the legislation of each country for the use of vision tracking equipment
for the control of HVAC systems needs to be studied. The use of neural networks leads to
a large computing power consumption. Such a system requires the use of a powerful and
expensive graphics processing unit (GPU); therefore, such an HVAC control system may
become inaccessible for small private buildings.

8. Conclusions

The present study introduces a review of various articles about the control of modern
HVAC systems. The focus of the study is on using a new method in the DCV system.
Special attention is given to systems using computer vision and neural networks. Each
article takes into account their own distinctive features, and the set of sensors, computer
programs, and calculation methods used. Moreover, attention is paid to experiments and
system tests.

The fundamental background of a demand-controlled ventilation system and the types
of modern technologies that it can be applied to, according to revised studies, are provided.
Then, the principles of computer vision and their features are described. Afterward, human
detection systems, their types, working principles, and distinctive features are considered.
Much attention is paid to the system based on computer vision and neural networks. In
addition, the usage of human activity recognition technologies in DCV systems and their
effectiveness during research is considered. Fundamental knowledge about the metabolic
rate and its impact on human comfort is described. After that, the influence of clothing
on an occupant’s sense of comfort temperature is studied. Moreover, human clothing
level detection systems are studied and described. After all of the above, HVAC control
strategies with the usage of new technologies are studied and described.

Finally, a discussion about the usage of new technologies in modern DVC systems,
their possible combinations, and research opportunities is given. In addition, some disad-
vantages of the application of new technologies are pointed out.

The described technologies and control methods will allow for the creation of HVAC
control systems with the usage of computer vision in the future. During the study, it was
concluded that it is necessary to use a convolutional neural network (CNN) as a base for
computer vision because its aim is to effectively recognise patterns. It has applications
in image and video recognition and can be used in live streams for human detection. As
was found out, two of the most popular and relevant of these are the YOLO (You Only
Look Once) and SSD (Single-Shot Detector) neural networks based on CNN. YOLO is
an easy-to-use network, but SSD is much faster than YOLO. In future studies, it is necessary
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to study CNN-based networks. These systems can be used for occupants’ detection in areas
and also for the detection of human activity and other human attributes. All of these facts
highlight the importance of the application of new technologies as the next evolution stage
of HVAC systems.
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