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Abstract: A regional integrated energy system (RIES) is an electricity-centric multi-energy system
that can realize the mutual conversion of electricity, heat, cold, and other energy. Through multi-
flexible resource interaction and the transaction of multi-investment entities, the efficiency of energy
utilization can be improved. To systematize energy-consuming entities and scale photovoltaic-based
renewable energy in a distribution network, the energy-consuming behavior, energy-producing
schedule, and trading strategy can be coupled. Considering the interaction between the energy-
consuming behavior and the uncertainty of distributed photovoltaic output, an optimal operation
method for RIES is proposed on the basis of social network theory and an uncertain evolutionary
game method in this paper. From the perspective of the operator, the overall profits of RIES are
maximized considering the entity characteristics of both the demand and the supply side. A case
study shows that the proposed method can ensure the reasonable distribution of profit among
the investment entities. A closer social relationship between energy-consuming entities or a lower
transaction risk cost of energy-producing entities can increase the overall energy transaction profit.

Keywords: regional integrated energy system; social network theory; uncertain evolutionary game;
energy transaction strategy

1. Introduction
1.1. Motivation

With the increasing energy consumption worldwide, traditional energy is facing a
severe situation. The establishment of a multi-energy coupling system, breaking the inde-
pendent operation mode of each energy source, has become an urgent need for sustainable
development. Thus, integrated energy system (IES) technology has gradually been devel-
oped and valued [1,2]. Electrical energy is the core of the IES, which can realize the mutual
conversion of electricity, heat, cold, and other sources of energy, as well as the flexible
distribution of multiple types of consumption and the optimized coordination of multiple
market entities. It can also effectively improve the energy utilization efficiency and play an
important role in sustainable energy systems [3,4].

According to the supply range, voltage level, and device capacity, IESs can be divided
into community integrated energy systems (CIESs) and regional integrated energy systems
(RIESs) [5]. RIESs provide integrated energy services for energy suppliers and users within
a certain area, which is composed of multiple CIESs. With a 10 kV medium-voltage distri-
bution network (DN) as the physical framework, the load capacity is typically 5–10 MW.
RIESs include multiple energy sources such as distributed wind power, distributed photo-
voltaic (PV) power, and a combined heat and power (CHP) unit [6]. RIES users conduct
integrated energy transactions with the energy operator to flexibly meet the needs of users
for multiple types of loads such as electricity, heat, and cold. The RIES operator optimizes
energy production plans and rationally allocates energy transmission ratios on the basis
of load levels and energy market conditions to expand total benefits and improve system
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efficiency [7]. With the increased market share of RIESs, multi-energy coupling and the
co-supply of multiple consumers are achievable [8]. To balance the interests of all parties,
promote optimized operation, and produce overall benefits, it is necessary to formulate an
energy operation plan, which is suitable for RIESs to achieve the benign guidance of the
energy usage and transaction behavior of each entity.

1.2. Previous Work

Previous research has mainly focused on the design of IES energy transaction models
and operation frameworks, through combinations with energy hubs (EHs), CHP units,
energy storage systems (ESSs), electrical vehicles, demand response, and distributed PV
technologies. One study designed a benefit distribution method using game methods, so
as to establish a multi-energy complementary and win–win-oriented energy management
scheme [9]. A community energy transaction rule was proposed in [10], which combines
electrical vehicles with RIES energy transactions to fully utilize the dispatch potential
of electric vehicles and controllable loads. The authors of [11] considered the impact
of a demand-side ESS in energy transactions, and they proposed a transaction strategy
to maximize the interests of all parties based on noncooperative game theory. Using
evolutionary game theory, and considering the transaction strategy formulation of irrational
users affected by other users, an evolutionary game model for user behaviors and RIES
transaction rules was established in [12]. To minimize the power purchase cost of users,
the bilateral contract transaction mode between suppliers and large users based on the
theory of a master–slave game was studied in [13]. An optimal energy allocation method
to reduce energy cost driven by the price mechanism was proposed using the interactive
game model of multiple comprehensive load aggregators in [14].

From the energy demand side, the number of participants in various energy trans-
actions has gradually increased, increasing the difficulty of coordinating the behavior of
various entities and balancing the interests of all parties [15]. Furthermore, the energy
interconnection between entities can be realized through sharing or trading, and individual
users can be combined into an organically linked whole to improve energy efficiency and
utilization. Therefore, it is necessary to consider the impact on energy sharing and adjust
the transaction strategy between users, as well as study effective energy transaction models
to optimize energy-consuming behavior. An energy transaction mechanism under the
multi-buyer multi-seller situation based on the Stackelberg game was proposed in [16],
which could improve the local consumption of renewable energy and the energy utiliza-
tion efficiency. The authors of [17] established an electricity cost model associated with
system net load, which provided the optimal electricity consumption arrangement of PV
aggregated users. A day-ahead power flow optimization method implementing distributed
PV, CHP, and ESS was proposed in [18] to minimize the total cost of an RIES. In summary,
energy management schemes suitable for multi-energy mixed users have been presented in
the literature according to consumption characteristics. However, the above research only
considered the relationship between suppliers and users in the RIES, while ignoring the
influence of the social relationship between users with respect to energy transaction rules.
Energy users are not isolated individuals, and there are often strong social relationships
among them in an RIES; these social relationships have a great impact on all aspects of user
behavior [19]. User groups have high social agglomeration, and the social relationships be-
tween users exhibit universality, diversity, and long-term effectiveness. The social network
relationships between users affect load curves, energy purchase costs, transaction decisions,
etc. Therefore, it is necessary to consider the impact on user social networks of energy
transactions in an RIES to formulate energy transaction and management mechanisms
suitable for high-density user energy communities.

From the energy supply side, the penetration rate of renewable energy such as dis-
tributed PV has gradually increased. Despite injecting cleaner energy into the RIES, it
brings more uncertain factors for the operation and scheduling of the system. Due to
the volatility of renewable energy, its large-scale integration may affect the production
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plans and trading strategies of transaction entities. Therefore, the energy management
mechanism of an RIES needs to consider the uncertainty of the energy supply side, while
protecting the interests of the entities, as well as the safety and economical operation of the
system. Due to the influence of external random factors such as the weather, temperature,
and sunshine intensity, the actual output of renewable energy may deviate from the ex-
pected value, which will affect the energy purchase/sale strategies and energy-consuming
plans of supplies and users. The authors of [20] summarized the morphological evolution
of the power system under temporal and spatial uncertainty, and they pointed out that
the traditional forecasting and planning methods can be changed to solve the problems
related to planning and reliable operation faced by the large-scale integration of renewable
energy into grid. The error indices and a segment exponential distribution model for wind
power prediction were established in [21], where the nonlinear least square method was
utilized to estimate the error parameters of wind power output. The probability distribu-
tion characteristics of discrete random variables were used to describe the uncertainty of
PV output under different weather conditions based on meteorological data in [22]. On
the basis of the real-time dispatching effective steady-state safe area method and a linear
power flow model, a real-time voltage dispatch model was proposed to realize the safe
and economic operation of an RIES using the robust optimization method [23]. Due to
the multi-energy coupling and multi-network interconnection mechanisms in an energy
transaction process, each entity needs to comprehensively consider the capital loss caused
by the uncertainty and amplitude of the output fluctuation, before formulating the optimal
plan and transaction strategy. Therefore, it is necessary to further study the possible risk
costs of renewable energy output in the energy transaction process of each entity.

1.3. Current Contribution

Considering the joint influence of the uncertainty of the energy supply side and the
coupling of the energy demand side to the energy transaction and optimal operation of the
RIES, the social network theory and uncertain evolutionary game method are applied in
this paper to formulate an optimal operation strategy for an RIES. We analyze the entity
characteristics of the demand and supply side, as well as maximize the overall operation
profit from the perspective of the RIES operator, while also considering the energy sharing
in a lower-level CIES. The main contributions are as follows:

(1) An alliance strategy for energy-consuming entities in a CIES is proposed on the basis
of social network theory, which can simplify the number of transaction objects while
considering the coupling relationship on the demand side.

(2) A distributed PV output characteristic model based on the uncertain evolutionary
game method is constructed, which fully considers the risk cost on the supply side
and the impact of the uncertainty output on the trading strategy.

(3) Considering the uncertainty of distributed photovoltaic output and the energy-
consumption interactions, an optimal operation method for RIES based on social
network theory and the uncertain evolutionary game method is proposed in this
paper.

(4) A case study is carried out for an RIES consisting of three CIESs; the results show
that the proposed method can ensure a reasonable distribution of benefits for each
participant, while having great significance for optimizing the energy composition
and promoting the local consumption of renewable energy.

1.4. Structure

The remainder of this paper is organized as follows: Section 2 presents the energy-
consumption model based on social network theory. Section 3 builds the distributed PV
output characteristic model based on uncertain evolutionary games. On this basis, Section 4
constructs the operating profit model of demand-side entities, supply-side entities, and the
RIES operator, and the optimal operation strategy for the RIES is also proposed. The case
study is carried in Section 5, while Section 6 concludes the paper.
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2. Characteristic Modeling of Community Energy-Consuming Entities Based on Social
Network Theory
2.1. Social Network Theory

Social network theory mainly studies the social relationships, individual behaviors,
and interactions among individuals. The social network model based on complex network
theory can be represented by a network topology composed of nodes and edges. Each
node represents an individual member, whereas the edges between nodes represent the
familiarity between members. Social networks can be expressed as SN(U, E, R), where U,
E, and R are the nodes, edges, and weights respectively, and the weight values denote the
familiarity among members. There are interactions among individuals in a social network,
whereby the social activities of some individuals are changed by the social activities of
other individuals. In order to describe the degree of collaboration of social behavior among
individuals, user similarity was defined in [24], representing the probability of collaborative
social behavior between users v and u as a function of the degree of familiarity among
members.

Tvu =
Rvu√

∑l∈V Rlv∑k∈U Rku
, (1)

where Rvu is the familiarity between nodes v and u (if two nodes are not adjacent, Rvu = 0);
V, U represent the sets of adjacent nodes v and u, respectively.

The PageRank algorithm [25] is used to calculate the potential influence of each vertex
in the network as a function of the mutual degree of users. The PageRank algorithm is
based on the idea that a browser randomly browses webpages, thus obtaining the browsing
probability for each webpage. The algorithm uses the transition matrix to repeatedly
multiply the initial probability distribution vector until it converges to the limit probability
distribution. This convergence limit is the browsing probability of the browser for each
webpage. Since random web browsing is a typical Markov process, the algorithm can
converge into a strongly connected graph without a termination point. Therefore, in a social
network model, the PageRank algorithm can be used to calculate the transition matrix M
on the basis of Equation (1).

Mvu =

{
Tvu

∑l∈U Tlu
node v, u is adjacent

0 others
. (2)

Then, the transition matrix M can be used to repeatedly multiply the initial probability
distribution vector, whereby its convergence limit can be used as the potential influence
vector W of each vertex in the social network model. Therefore, on the basis of the familiarity
between individuals, the similarity between individuals can be calculated, and then the
transition matrix can be obtained, while the individual influence matrix can be obtained
through the PageRank algorithm. The individual influence can be used to calculate the
strength of influence between individuals, and then the social network can be realized on
the basis of this strength.

2.2. Alliance Strategy for Community Energy-Consuming Entities

The translational load ratio can be defined as the initial probability distribution vector
Ra in the PageRank algorithm.

Rai =
Lsi

∑i Lsi
, (3)

where Lsi is the shiftable load (SL) of user i. SL refers to the freely disposable load that can
be adjusted according to the electricity price or demand in different periods to optimize
their interests, such as the use of a washing machine, electric vehicle, etc.

In an energy transaction, SL is the main bargaining chip for users when participating
in the market game [26]; therefore, the proportion of SL can reflect the initial weight of
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individual users in the energy transaction market. According to the potential influence W
and user similarity Tvu, the influence of users can be calculated as follows [24]:

W = lim
n→+∞

Mn·Ra, (4)

Wvu =
(Wv + Wu)Tvu

2
, (5)

where Wi is the potential influence of individual user i in the social network; Wvu is the
ability of users to interact with each other and reflects the closeness of users involved in
energy transactions.

The Fast Newman (FN) algorithm [27] is used to divide the community users as a
function of the relationship weight. Users in the alliance can mutually adjust SL according
to the electricity price information and the actual electricity consumption to maximize
the overall benefits of the alliance. According to the characteristics of social networks,
modularity Q is defined as follows:

Q =
1

2m∑
ij

[
Wij −

kik j

2m

]
δ(i, j), (6)



m = 1
2 ∑

ij
Wij

ki = ∑
j

Wij

δ(i, j) =
{

1 i, j belongs to same community
0 others

, (7)

where m is the sum of all edge weights (i.e., the sum of influence between users), ki is the
sum of edge weights of node i (i.e., the sum of influence between user i and other users),
δ(i, j) is a binary variable, which characterizes whether nodes i and j are grouped into the
same community, and the modularity Q can reflect the closeness of the community as a
function of the influence between users.

The FN algorithm starts with a single user as a community. The two communities that
produce the maximum value are then merged in each iteration until all users are merged
into one community, and the value generated in each iteration is recorded. The iterative
round of the largest value is selected as the optimal result; on the basis of this result, users
in the same community are regarded as energy transaction alliances.

3. Characteristic Modeling of Distributed Photovoltaic Output Based on Uncertain
Evolutionary Game
3.1. Uncertain Evolutionary Game

Due to the incomplete cognitive information in the game environment, its use to model
humanity is not sufficiently rational. Furthermore, the natural environment is difficult to
accurately predict, thus affecting the decision making and game benefits of participants. In
a game environment with uncertain factors, the traditional game method has incomplete
information on the game environment; therefore, stable parameters and fully rational
settings of the decision-making entity are no longer applicable.

Uncertain game theory studies the game process under the influence of uncertain
environmental factors. It requires players in each game to maximize their own profits
according to various uncertain variables that may appear, while they are not affected
by changes in uncertain factors. This strategy condition is consistent with the robust
optimization method, and its game model can be described as follows:
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{
G = {I, X, Y,f(x,y)}
f(x,y) = ( f1(x1, y), . . . , fi(xi, y), . . . , fn(xn, y))

s.t.

∀i ∈ I, ∀xi ∈ X, fi

(
¯
x ‖ xi, y

)
− fi

(
¯
x , y
)
≤ 0

∀y ∈ Y, f
(

¯
x , y
)
− f
(

¯
x , y
)
≤ 0

¯
x ‖ xi = {x1, x2, . . . xi−1, xi, xi+1 . . . xn}

, (8)

where I is the set of players in the game, X is the strategy set, Y is the set of uncertain
parameters, and f(x,y) is the profit function set. fi(xi, y) indicates that, when the uncertain

parameter is y, the profit of player i can be achieved by adopting the strategy xi;
(

¯
x , y
)

is

the game equilibrium point, and
¯
x ‖ xi indicates that the player i has chosen strategy xi,

while the strategies of the other players remain
¯
x .

After the player decides strategy
¯
x for uncertain parameters y of the equilibrium point

according to Equation (8), any change in strategy will damage the player’s profit, but

not the uncertain parameters. When searching
(

¯
x , y
)

, all possible values of parameter

y are sampled. If the value range of the uncertain factor Y is too large, the process is
time-consuming. Therefore, this paper adds a virtual game player “disturber” to introduce
a Nash equilibrium point into Equation (8), thus transforming the uncertain game into a
deterministic game. The specific process is described below.

The (n + 1)-th player is added to Equation (8) as follows:

fn+1(xn+1) = −[ f1(x1, y), f2(x2, y) . . . fn(xn, y)]T

xn+1 = y ∈ Y
, (9)

f
(

¯
x , y
)
− f
(

¯
x , y
)
≤ 0

⇒ −[ f1(x1, y), f2(x2, y) . . . fn(xn, y)]T

−
(
−[ f1(x1, y), f2(x2, y) . . . fn(xn, y)]T

)
≤ 0

⇒ fn+1(y)− fn+1(y) ≤ 0

. (10)

The Nash equilibrium point condition can then be written as

I
′
= {1, 2, ..., n + 1},

X
′
= {X1, X2, ..., Xn+1},

s.t.
∀i ∈ I

′
, ∀xi ∈ X

′
, fi(x‖xi)− fi(x) ≤ 0

∀xn+1 ∈ Xn+1, fn+1(x‖xn+1)− fn+1(x) ≤ 0
x = {x1, x2, ..., xn+1}, Xn+1 = Y, xn+1 = y

, (11)

where the strategy of the “disturber” xn+1 is the uncertain variable y, and its profit is the
opposite value of other players.

There is no need to traverse uncertain parameters in the game expressed in Equa-
tion (11); thus, it can be easily solved. The uncertain output characteristics of distributed
PV can be characterized by a virtual player, and the game theory method can be used to an-
alyze the integrated energy transaction process with the influence of uncertain factors. The
“disturber” represents the decision making for uncertain variables by the entity decision
maker. Therefore, the decision-making behavior of the “disturber” in the game process
is a reflection of the entity’s self-interest in the game process. The decision space of the
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“disturber” is the fluctuation range of the uncertain variable, and its decision value is any
possible value of the uncertain variable, as shown in Figure 1.
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When the fluctuation range of the uncertain variable is not clear, and the probability
distribution of the value is not uniform, the “disturber” is equivalent to a player with
bounded rationality. The game process can be regarded as an incomplete information
game. This paper applies the evolutionary game method to solve this problem. The
evolutionary game method combines traditional game thinking and evolutionary analysis
theory to study the dynamic game process of game participants under the condition of
incomplete rationality and incomplete information symmetry. The two core concepts of
evolutionary game theory are the evolutionary stable strategy (ESS) and copying dynamic
equations, which can characterize game stability points and dynamic convergence processes.
Considering that the renewable energy output in an RIES fluctuates randomly within a
certain interval, the multi-strategy evolutionary game method is adopted to deal with the
uncertain evolutionary game in this paper [28].

3.2. Characteristic Model of Distributed Photovoltaic Output

A PV installation can reach about 100–200 kW in a CIES, and the impact of its volatility
on system operation cannot be underestimated. Therefore, it is necessary to consider the
uncertainty of PV output in the process of regional energy transactions to optimize the
consumption plans of each energy-consuming entity in CIES, minimize system energy loss,
and reduce the impact of PV output fluctuations.

Under standard test conditions, when the solar radiation intensity reaches 1000 W/m2

and the temperature is 25 ◦C, according to the rated output of the PV panel, the actual PV
output correction formula is expressed as

pPV = pvst
KING

Kvst
[1 + kPV(Tc − Tr)], (12)

where KING is the sunshine intensity of the operating environment, Kvst is the standard
condition sunshine intensity, kPV is the unit temperature power coefficient, and Tc and T
are the battery and the environmental temperature, respectively.

The output of PV panels is determined by the intensity of sunlight and the temperature
difference between the battery and the environment. Therefore, when the weather condi-
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tions change, the intensity of sunlight fluctuates, or the ambient temperature is abnormal,
the output of PV panels will vary within a certain range. This paper describes the PV
output at time t during the operation of the system in a CIES as a unit.

pt
PVi = pt

PVi + p̂t
PVi

p̂t
PVi ∈ [ p̂t

PVi,min, p̂t
PVi,max]

, (13)

where pt
PVi is the preset value of PV output at time t, p̂t

PVi is the fluctuation deviation at time
t, and p̂t

PVi,min and p̂t
PVi,max are the lower limit and upper limit of the fluctuation deviation,

respectively.
The discrete probability distribution can effectively fit the PV output under differ-

ent meteorological conditions. The beta distribution is used to describe the probability
distribution for the deviation of PV output fluctuation [29].

f
(

pt
PV
)
=

Γ(α + β)

Γ(α)Γ(β)

(
pt

PV
pt

PV,max

)α−1(
1−

pt
PV

pt
PV,max

)β−1



f̂
(

p̂t
PVi
)
=

f (pt
PVi+ p̂t

PVi)∫ pt
PVi,max

pt
PVi,min

f (pt
PV)dx

pt
PVi,max = pt

PVi + p̂t
PVi,max

pt
PVi,min = pt

PVi + p̂t
PVi,min

, (14)

where α and β are the beta distribution shape parameters.
Thus, from the perspective of the PV operator, combined with the probability and

impact of the fluctuation value, the most stable output fluctuation estimated value can be
obtained using the uncertain evolutionary game method described in Section 3.1, thereby
optimizing the production capacity and trading plan.

The PV output device is set as the “disturber” in the virtual game. The game object of
the “disturber” is to maximize its profit, which is the opposite of the operator’s profit, and
the strategy set is the fluctuation interval. The evolutionary game model can be described as

DG ={P, D, U(d)}
s.t.

D = {d1, d2, . . . di . . . dn}
p̂t

PVi,min ≤ di ≤ p̂t
PVi,max

P(di = p̂t
PVi) = f̂ ( p̂t

PVi) · ∆x

, (15)

where P is the abstract set of “disturbers”, D is the volatility deviation strategy set, U(d) is
the profit function of the “disturbers”, di is the strategy value ranging within the fluctuation
deviation interval, and P(di = p̂t

PVi) is the occurrence probability, which is multiplied by
the differential step length ∆x and the fluctuation probability density f̂ ( p̂t

PVi).
The profit function is described as{

U(d) = −Et
mi

Et
mi = Et

omi + Et
mui − Ft

i
. (16)

The profit of each CIESs consists of the transaction profit, energy utility, and gas
purchase cost. Operators optimize the profit objective function by optimizing production
capacity and purchasing and selling energy plans.
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maxEt
mi(pt

chpi, Pt
msi, Pt

mhi, At
ei, Bt

hi)

s.t.

pt
ui − pt

chpi − pt
PVi − p̂t

PVi = pt
egi − lpt

gi +
G
∑

j=1
(pt

eji − lpt
j,i)

lht
i − vhe pt

chpi =
G
∑

j=1
(lt−∆t

hji − ht
lossj,i)

, (17)

ai,t
j,1 = pt

eij, bi,t
j,1 = lt

hij, (18)

where At
ei and Bt

hi are the optimal purchase and sale plan matrices of electricity and heat
according to the preset value of PV output when the i-th operator does not consider PV
fluctuations, while ai,t

j,1 and bi,t
j,1 are the elements in the j-th row and the first column of the

matrix At
ei and Bt

hi, respectively.
Within the power balance constraints, after the PV output fluctuates, to meet local

consumption, the operator needs to produce energy through the CHP unit or purchase the
balance of electricity from the power grid immediately. This process increases the cost of
purchasing energy, thus reducing the profit. Therefore, the “disturber” can adopt different
volatility value strategies di to obtain the corresponding profit function U(di) and obtain
the evolutionary stable strategy ESS through the proposed multi-strategy evolutionary
game.

4. Optimal Operation Strategy for Regional Integrated Energy System
4.1. Regional Integrated Energy System Structure

An RIES is composed of multiple CIESs, as well as electricity, heat, gas and communi-
cation grids. A 10 kV medium-voltage DN is usually used as the physical framework for
an RIES. The system includes distributed PV, CHP, power to gas (P2G), and other energy
sources. The load capacity is 5–10 MW. Its energy flow structure is shown in Figure 2.
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The main participants in energy transactions are the energy operator, grid companies,
and users of electricity and heat. The production plans and trading strategies are formulated
by the operator. The electricity and gas are purchased from the energy market and converted
into electricity and heat. The power grid participates in market transactions, which can
provide users with stable power and form a competitive relationship with the operator;
users can meet the load demand through transactions with the operator or power grids. At
the same time, users can adjust their energy consumption at various timepoints to share
surplus PV output or complete transactions.

The RIES operator can use CHP to produce electricity and heat to meet the needs of
local users, and they can also sell surplus energy to other community operators and users
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for profit. Users can consume local wind, PV, and other renewable energy, or purchase
electricity and heat from the community operator and power grid. The grid company
provides stable power load to users in the DN, and it is responsible for absorbing the
surplus output in the region or filling the power gap. All participating entities are connected
to the information flow through communication lines to realize the sharing of energy use
information between operator and users, as well as coordinate energy dispatch in the area.
The operator uses the information platform to communicate the capacity and load levels
of each community; they can formulate their own optimal capacity plans and trading
strategies on the basis of the local load demand and external energy flow conditions, as
well as eliminate redundant capacity and improve regional energy use efficiency.

4.2. Energy-Consumption and Profit Models
4.2.1. Energy-Consumption Model

User load includes electrical load and thermal load. The electrical load can be adjusted
in each time period, but it must meet the energy-consumption constraints of each time
period and meet the total energy consumption of the day. The thermal load is capable
of meeting the heating and cooling needs of users in each time period, and the energy-
consumption situation is relatively stable.

The user’s electrical load includes fixed load, shiftable load, and PV power output. The
fixed load has higher requirements for power supply reliability, and its energy-consumption
period is relatively fixed. The shiftable load requires that the total energy consumption
of the day meets the demand, and its period can be adjusted. The PV power output is
consumed by user load; if there is surplus power, it can be sold to the power grid or
operator. The net power load of user i in the t-th period is expressed as

pt
i = lst

i + l f t
i − plt

i , (19)

where lst
i and l f t

i are the translational load and fixed load of user i during the t-th period,
respectively, and plt

i is the active power output of the PV power of user i during the t-th
period.

The shiftable load is arranged by user according to the electricity price and PV output
in each period. The initial shiftable load of user i in each period can be expressed as[

ls1∗
i , ls2∗

i , . . . , lst∗
i , . . . , lsH∗

i
]
= LSi·

[
u1

i , u2
i , . . . , ut

i , . . . , uH
i
]

H
∑

t=1
ut

i = 1, ut
imin ≤ ut

i ≤ ut
imax

, (20)

where lst∗
i is the initial translational load of user i during the t-th period, LSi is the total

shiftable load of user i in 1 day, and ut
i is the period allocation coefficient for the shiftable

load of user i during the t-th period.

4.2.2. Profit Model

User profit is divided into energy utility and transaction profit. Energy utility is the
value produced by users using electricity and thermal load, and it is characterized by
economic benefits. Transaction profit is earned by users who buy energy from suppliers
or sell PV power. The user adjusts the load demand in each time period according to the
purchase and sale price of electricity and PV power output, in order to maximize their own
profit. The profit of user i is expressed as EUi =

H
∑

t=1
EUt

i

EUt
i = EPt

i + ETt
i

, (21)

where EUt
i is the profit of user i during the t-th period, which is composed of energy utility

EPt
i and transaction profit ETt

i .
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User load adjustment and economic benefits are considered to be linearly related in
this paper, which can be expressed as

EPt
i = αi(pt

i + lht
i) + δi

ETt
i = Pt

CEI

(
−Pt

ms
|pt

i |+pt
i

2 + Pt
mb
|pt

i |−pt
i

2

)
+Pt

G

(
−Pt

gs
|pt

i |+pt
i

2 + Pt
gb
|pt

i |−pt
i

2

)
− Pt

mhlht
i

Pt
CEI + Pt

G = 1

, (22)

where αi and δi are the utility parameters of user i, and Pt
G is the probability of user

completing a transaction with the power grid.

4.3. Energy Flow and Profit Model
4.3.1. Energy Flow Model

There is an energy connection mechanism between CIESs, which can mutually absorb
or supplement the residual electricity or heat produced by the CHP unit, so as to realize the
efficient use of energy. Its production system is mainly composed of CHP and distributed
PV, which use microturbines (MTs) to simultaneously produce electric and thermal energy
by inputting gas. Due to the thermoelectric coupling characteristics of the unit, CHP usually
operates in “following electrical load (FEL)” or “following thermal load (FTL)” modes.

In the FEL operation mode, the difference between the CHP heat production and the
thermal load demand needs to be supplemented through the external energy system. If the
difference is positive, the surplus thermal energy is sold to the outside; if the difference is
negative, the supplementary thermal energy is purchased from the outside. The thermal
energy difference can be calculated as

∆Ht
feli = vhe pt

i − lht
i

vhe = (1− ηe − ηloss)ηh/ηe
, (23)

where pt
i is the electrical load of user i in time period t, lht

i is the thermal load of user i in
time period t, and vhe is the CHP thermoelectric ratio coefficient.

In the FTL operation mode, the electrical energy difference can be calculated as

∆Pt
ftli = v−1

he lht
i − pt

i . (24)

Since the CIESs operate jointly, the CHP can flexibly select operating conditions to
make up for the lack of electric heating load or sell surplus capacity through transactions
with other CIESs or the power grid. The operator can interconnect with other CIESs on
the basis of local load levels, combined with external energy prices, and adjust their own
operating methods and operating conditions to increase local profit. The user load in a
single CIES cannot be completely matched with the energy produced by the CHP unit
according to the fixed heat-to-power ratio. Thus, each CIES needs to coordinate operation
to complement the differential load.

Each CIES generates energy flow through transactions, and this energy flow needs to
meet the power balance and network loss constraints. The mixed energy flow in an RIES
is composed of an electrical component and a thermal component. The electrical energy
component is generated through electrical energy transactions between CIESs or between
a CIES and the power grid. The purchased electricity of each CIES must meet the power
balance conditions.

∆pt
i = pt

egi − lpt
gi +

G
∑

j=1
(pt

eji − lpt
j,i)

lpt
i,j =

(pt
eij)

2

U2 Rij

, (25)
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where ∆pt
i is the imbalance power, lpt

gi is the power loss generated in the DN when the
power is transmitted from user j to user i, U is the DN line voltage, Rij is the line resistance,
and lpt

gi is the power loss from power grid node to user i.
Due to the existence of a certain length of heating network pipelines, and the slow

mass flow rate of the heating medium in the heating network, the time delay effect needs
to be considered when formulating thermal energy purchase and sale plans. The thermal
energy balance conditions are as follows:

∆Ht
i =

G
∑

j=1
(lt−∆t

hji − ht
lossj,i)

ht
lossi,j = cHmW(Tt−∆t

j − Tt
i )

Tt
i = (Tt−∆t

j − Ts) exp(− ζLi,j
cHmW ) + Ts

, (26)

where ∆Ht
i is the thermal energy difference of user i in time period t, ∆t is the thermal

energy transmission time delay, ht
lossj,i is the thermal energy network loss, cH and mW are

the heat medium specific heat capacity and the heat medium mass flow rate, respectively,
Tt−∆t

j is the temperature of the heat medium output from user i in time period t, Tt
i is

the temperature of the heat medium input to user i in time period t, Ts is the ambient
temperature of the heating network pipe, ζ is the heat transfer coefficient of the heating
network pipe, and Li,j is the length of the pipe space from user i to user j.

Considering that all parameters, except for Tt−∆t
j and Tt

i , are known constants, Equa-
tion (26) can be simplified to 

ht
lossi,j = λi,jlt−∆t

hij − Ci,j
s

λi,j = 1− exp(− ζLi,j
cHmW )

Ci,j
s = λi,jcHmW Ts

. (27)

4.3.2. Profit Model

Each CIES operator can simultaneously act as an energy seller and buyer. They can
trade electricity and thermal energy with other CIESs through the DN or heat supply
network, with the ability to respond to heat and electricity demand, and they can adjust a
certain proportion of local load. User profit consists of energy sales profit, energy efficiency,
and gas purchase cost.

Et
mi = Et

omi + Et
mui − Ft

i
s.t. 

Et
omi = Et

mgi +
G

∑
j=1

(
Et

meij + Et
mhij

)
Et

mui = EPt
i + EHt

i

Et
mgi = Pt

gb


∣∣∣pt

egi

∣∣∣+ pt
egi

2

− Pt
gs


∣∣∣pt

egi

∣∣∣− pt
egi

2


Et

meij = Pt
msi


∣∣∣pt

eij

∣∣∣+ pt
eij

2

− Pt
msj


∣∣∣pt

eij

∣∣∣− pt
eij

2


Et

mhij = Pt
mhi


∣∣∣lt

hij

∣∣∣+ lt
hij

2

− Pt
mhj


∣∣∣lt

hij

∣∣∣− lt
hij

2



, (28)

where Et
mgi is the profit from electrical energy exchange with the power grid, pt

egi is the
electrical energy sold to the power grid (a negative value denotes a purchase of electrical
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energy from the power grid), Et
meij is the electrical energy transaction profit between user

i and j, Pt
msi and Pt

msj are the selling prices, Et
mhij is the thermal energy transaction profit

between CIESs, Pt
mhi and Pt

mhj are the heat selling prices, pt
eij and lt

hij are the electricity and
thermal energy sold by user i to j (a negative value denotes that user i purchases electricity
or thermal energy from user j), and G is the total number of CIESs in the RIES.

The energy efficiency Et
mui is a function of the user’s electricity and heat consumption,

in which the electricity utility EPt
i and heat utility EHt

i are calculated as follows:

EPt
i = ai pt

i + bi ≤ EPt
max,i

EHt
i =

{
αilht

i − δi(lht
i)

2, lht
i ≤

αi
2δi

αi
2

4δi
, lht

i >
αi
2δi

, (29)

where ai and bi are power efficiency parameters, EPt
i is within the utility limit value EPt

max,i,
and αi and δi are the thermal adjustment parameter coefficients.

The gas purchase cost Ft
i consists of the fuel cost of the CHP unit, which is calculated as

Ft
i = Pt

h

pt
chpi

ηeiHhvn
, (30)

where Pt
h is the unit price of gas, pt

chpi is the power generation output, Hhvn is the low
calorific value of gas, and ηei is the power generation efficiency of the CHP unit.

4.4. Energy System and Operator Profit Models
4.4.1. Energy System Model

The energy system model with a multi-energy conversion function is constructed
according to the idea of an energy hub (EH), which is composed of P2G, CHP, and an
organic Rankine cycle waste heat power generation system (ORCPG). The operator can
flexibly adjust the input, output, and conversion ratio of each energy type to meet the load
demand and reduce the energy purchase cost.

(1) Power-to-gas equipment

P2G is a key link for EH to realize the conversion of electricity to gas. Its action
mechanism is to use electrical energy to convert water or carbon dioxide into hydrogen or
methane. Generally, the conversion product needs to be coupled and matched with the gas
heating system. Hydrogen is not easy to store in the gas system; hence, methane is taken as
the final product in this paper. The production of methane by P2G mainly goes through
two main chemical processes. Firstly, sufficient hydrogen is obtained by electrolyzing water,
and oxygen is released. Then, hydrogen is reacted with carbon dioxide under the action of
a catalyst in a high-temperature and high-pressure environment to obtain methane and
water. Except for the main product methane, no pollutants are generated in the preparation
process. Water resources are recycled while consuming greenhouse gas carbon dioxide,
which is a clean and green production mode of converting electricity to gas.

(2) Combined heat and power unit

CHP is the main physical equipment for the operator to convert gas to electricity. The
back-pressure thermoelectric unit is generally adopted in a CIES, which is suitable for
small-scale power generation scenarios, and it is generally used in environments with a
load capacity of less than 20 MW. The CHP simultaneously produces electricity and thermal
energy in the same proportion; during separate operation, the back-pressure CHP operates
in FEL or FTL modes.

(3) Waste heat power generation system

ORCPG uses the organic Rankine cycle mechanism to realize the function of low-
temperature power generation from waste heat. By operating in conjunction with the CHP
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unit, it can achieve the high-efficiency conversion of waste heat, as well as the effect of
thermoelectric decoupling. The system functions through preheating, evaporating, and
condensing the working fluid (pentafluoropropane) to drive the steam turbine for the
conversion of thermal to electrical energy. As a new method of clean power generation, it
will occupy an important position in the future development of the low-carbon economy
energy market. The operator can use the ORCPG to convert the waste heat generated
by CHP into electrical energy, which can improve the power generation efficiency of the
cogeneration system and increase the conversion range of thermal power.

(4) Energy hub model

Through the joint operation of CHP with P2G and ORCPG, the residual electricity or
waste heat is converted by the coupling equipment in the EH system, which can address the
limitation of inherent FEL and FTL modes, strengthen the flexibility of energy conversion,
improve energy efficiency, and reduce energy purchase costs. The energy flow in an EH
system is shown in Figure 3.
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The inputs are electricity and gas, while the outputs are electricity and thermal flow
to users. In terms of power flow, electrical energy can be directly provided to users for
electrical demand or can be obtained through gas produced by P2G and transported to
CHP to be converted into thermal and electrical energy for users. As for gas flow, gas is
burned in CHP to produce electrical energy and thermal energy; the former can be directly
supplied to users, while the latter can be used to meet the thermal load or further produce
electrical energy through the ORCPG.

According to the EH framework, the operator can use electricity and gas purchased
from the energy market as input energy to output electricity and heat on the basis of the
demand. The operation mechanism of each equipment can be synthesized to obtain the
energy flow equation of EH as follows:{

pt
be − pt

P2G + ηe(pt
bh + ηP2G pt

P2G) + ηorc pt
orc = pt

e
(pt

bh + ηP2G pt
P2G) · (1− ηe − ηloss) · ηh − pt

orc = pt
h

, (31)

where pt
e and pt

h are the output electricity and thermal load during the t-th period, pt
be and

pt
bh are the electrical energy and gas traded between the operator and energy market during

the t-th period, respectively, pt
P2G is the electrical energy delivered to P2G for conversion

during the t-th period, ηP2G is the conversion efficiency of P2G, pt
orc is the thermal energy

delivered to the ORCPG for power generation during the t-th period, and ηorc is the power
generation efficiency of the ORCPG.
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Equation (31) can be rewritten as

ηP2G · (1− ηe − ηloss) · ηh
pt

P2G
pt

be
pt

be

+

[
(1− ηe − ηloss) · ηh −

pt
orc

pt
bh

]
· pt

bh = pt
h[

1 + (ηP2Gηe − 1) pt
P2G
pt

be

]
· pt

be

+(ηe + ηorc · pt
orc

pt
bh
) · pt

bh = pt
e

. (32)

Let 
β = pt

P2G/pt
be

θ = pt
orc/pt

bh
ηhh = (1− ηe − ηloss) · ηh
ηeh = ηP2G · (1− ηe − ηloss) · ηh

. (33)

Then, Equation (32) can be simplified as[
pt

e
pt

h

]
=

[
1 + (ηP2Gηe − 1)β ηe + ηorcθ

ηehβ ηhh − θ

]
·
[

pt
be

pt
bh

]
, (34)

where β and θ are the dispatch factors of electricity and thermal energy input to P2G and
the ORCPG, ηeh is the conversion efficiency electricity passing through P2G and CHP into
thermal energy, ηhh is the conversion efficiency of gas into thermal energy through CHP,
and pt

be and pt
bh are the input of the EH system, while pt

e and pt
h are the output.

While meeting the electrical and thermal demand, the operator can optimize the DF
value to adjust the input of P2G and ORCPG to reduce the external energy input and energy
purchase costs, which can further improve the energy efficiency and operation profit.

4.4.2. Operator Profit Model

(1) Profit model

Operators obtain profit by selling electricity and thermal energy to users, while they
can also recover the surplus output of PV and sell it to users. In the energy transaction
market, the power grid participates in transactions as the entity that can provide high-
quality and stable electrical energy. Therefore, the operator needs to adjust the purchase and
sale price of energy to compete with the power grid, thereby attracting users to purchase
electricity at a preferential price. The profit is expressed as

Em =
H
∑

t=1
Et

m

Et
m = EGt

m +
G
∑

i=1

(
EEt

i + EHt
i
) , (35)

where G is the total number of users, and Et
m is the profit during the t-th period, which is

mainly composed of electricity sale profit EEt
i , feeder profit EGt

m, and heat sale profit EHt
i .

In Equation (35), electricity sale profit EEt
i is the income generated by purchasing and

selling electric energy to/from user i, i.e.,
EEt

i = Pt
CEI

(
Pt

ms
|pt

i |+pt
i

2 − Pt
mb
|pt

i |−pt
i

2

)
Pt

CEI = a
(

1− Pt
ms−Pt

mb
Pt

gs−Pt
gb

)
+ b

, (36)

where Pt
ms is the electricity sale price of the operator during the t-th period, Pt

mb is the
purchase price of surplus PV power from users during the t-th period, pt

i is the net load of
user i during the t-th period (pt

i > 0 denotes that the user purchases from the operator or
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power grid to meet demand, while pt
i < 0 denotes that the user sells the surplus PV output

to the operator or power grid), Pt
CEI is the probability that the user chooses the operator

as the transaction object (the operator needs to compete with the power grid; hence, a
lower electricity sale price Pt

ms or a higher electricity purchase price Pt
mb results in a greater

probability of the operator successfully concluding a transaction with the user), Pt
gs and Pt

gb
are the electricity sale price and purchase price of the power grid during the t-th period,
and a and b are the adjustment coefficients.

Feeder profit EGt
m refers to when the surplus electricity in the CIES cannot be absorbed

locally, whereby the operator can feed this part of the electrical energy back to power grid
to obtain a profit. This profit is generally generated when the thermal load is high and the
demand for electricity load is extremely low.

EGt
m = Pt

gb ·
∣∣pt

be

∣∣− pt
be

2
, (37)

where pt
be is the purchase demand obtained according to Equation (34). pt

be > 0 denotes
that there is no surplus power in this CIES during the t-th period, the feeder profit is zero,
and the operator needs to purchase power from the outside. pt

be < 0 denotes net surplus
electricity during the t-th period, which can be recycled through the power grid to generate
feeder profit.

Heat sale profit EHt
i is the profit generated by the operator selling thermal energy to

user i, which can be calculated as

EHt
i = Pt

mhlht
i , (38)

where Pt
mh is the thermal energy sale price during the t-th period, and lht

i is the thermal
demand of user i during the t-th period.

(2) Cost model

In energy transactions, the costs required by the operator are mainly energy purchase
costs, including electricity purchase costs and gas purchase costs. With the operation and
transaction methods of the energy market becoming more flexible, the electrical energy and
gas required by the operator can be provided by electricity suppliers such as power plants
and gas suppliers through the energy transaction market. The electricity purchase price Pe
is calculated as a function of the marginal cost of power generation, and the gas purchase
price Ph is fixed in the short term according to actual conditions. Therefore, the operator’s
energy purchase cost can be calculated as

F =
H
∑

t=1
Ft

Ft =
|pt

be|+pt
be

2 · Pe +
pt

bh
Hhvn
· Ph

Pe = a1 + a2 · pt
be

, (39)

where Ft is the energy purchase cost of the operator during the t-th period (Ft ≤ 0 denotes
that the operator does not need to purchase electricity from the outside, and the cost of the
electricity purchase part is zero, Hhvn is the low heating value of gas, and a1 and a2 are the
marginal electricity price pricing parameters.

On the basis of the energy conversion characteristics of the EH, the operator needs to
optimize the dispatch factor to reduce energy purchase costs, as well as adjust energy sale
prices to maximize profit while satisfying electrical and thermal demands.

4.5. Optimal Operation Strategy
4.5.1. Energy Transaction Strategy of Community-Integrated Energy System

A CIES is a specific component of an RIES; its internal transaction participants include
the operator, power grid and users. The electricity purchase price and sale price of the
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power grid is fixed. The operator can adjust the purchase and sale price in each time
period according to the load level. Users can adjust the shiftable load in each time period
according to the electricity purchase and sale price. The operator and users are the main
participants in energy transactions. The price set by the former affects the consumption of
the latter, while the consumption of the latter affects the price of the former; the two parties
play a game with each other to optimize their own profits. Therefore, we can establish
a master–slave game model in which the operator is the master and plays with users,
whereas users are the slaves and play with each other. After the individual users obtain
a pricing strategy for purchasing and selling electricity, they compete to optimize their
own profit, by constantly adjusting their respective demand and playing games with each
other until reaching an equilibrium point, which represents the optimal consumption and
production strategies for each time period.

After the individual users receive the electricity purchase and sale price from the
operator, they formulate the load for each time period and send the optimization results to
the information center. The information center is a market information sharing platform,
responsible for collecting game information from all parties in the market and providing
corresponding information to the users and operator. The user needs to provide the energy
consumption strategy to the information center; the information center informs the user of
other individuals’ strategies for reference in the next round of the game. Therefore, with
operator as the leading factor, the Stackelberg master–slave game is established as follows:

SG = {(Z ∪M); L1, . . . , Lz; EU1, . . . , EUz; Pms; Pmb; Em}, (40)

where Z and M are the users and the operator, Li is the consumption strategy of user i,
y includes the power load in each time period

{
ls1

i , . . . , lsH
i
}

, EUi is the profit of users as
calculated by Equation (21), Pms and Pmb are the electricity sale price and purchase price
strategies of the operator, and Em is the profit of the operator as expressed in Equation (35).

After the game process converges to an equilibrium solution, neither party in the game
can increase profit by changing the strategy [26]. The game can be divided into two levels
for coordinative solving. Firstly, the operator optimizes energy purchase strategies as a
function of the demand and electricity and gas prices to minimize energy purchase costs.

max− F
s.t.

0 ≤ β ≤ 1
0 ≤ θ ≤ 1
pchp,min ≤ ηe pt

bh ≤ pchp,max

. (41)

Then, according to the power grid purchase and sale price, the optimal purchase and
sale price for each period is formulated to maximize the transaction profit.

max Em
s.t.

Pt
ms ≤ Pt

gs
Pt

gb ≤ Pt
mb

0 ≤ Pt
ms − Pt

mb

. (42)

According to the electricity purchase and sale price of the operator and power grid,
and the output of PV power, the shiftable load is arranged in each time period to maximize
the benefits of each CIES.
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max EN
s.t.

lst∗
i vt

i,j + lst∗
j vt

j,i = 0
H
∑

t=1
ut

i = 1

ut
imin ≤ ut

i ≤ ut
imax

. (43)

The distributed algorithm is adopted to solve the game model in this paper. The
operator layer solves the optimal transaction electricity price and sends the result to the
user layer. The user layer determines the optimal energy use plan on the basis of the
electricity price result and sends the load adjustment result to the operator layer. This
process is repeated with each entity continuously iteratively optimizing their own strategies
on the basis of the other’s strategies until both parties converge to an equilibrium solution.

4.5.2. Optimal Operation Strategy for Regional Integrated Energy System

The CIESs in an RIES are connected with each other through the energy network and
the communication network. They realize energy and information sharing via the system
network framework.

During the transaction process, CIESs can inform each other of their energy demand
and energy sale price through the communication platform and, thus, adjust the trading
strategy on the basis of market information with the goal of maximizing their own profit.
This process is repeated until a stable strategy value is obtained for the whole RIES and the
transaction is completed. Each CIES operator also needs to consider the uncertainty of PV
output using the method in Section 3 and maximize the overall profit while meeting the
energy demand. Thus, the game model can be described as

EG =

{
(M∪ V); C1, . . . , Cm; Em1, .
.., Emm; D1, . . . , Dv; U1, . . . , Uv

}
Ci =

{
Pchpi; Ai; Bi; Pmsi; Pmhi

} , (44)

where M and V are the CIES operators and “disturbers”, Ci is the strategy set of CIES
operator i, Pchpi is the production planning strategy of CIES operator i, Ai and Bi are the
strategies for electricity purchase/sale and thermal energy planning of CIES operator i,
Pmsi and Pmhi are the electricity and thermal sale prices of CIES operator i, Emi is the profit
of CIES operator i, Di is the fluctuation value strategy of “disturber” Vi, and Ui is the profit
of “disturber” Vi.

According to a day-ahead negotiation mode, the specific steps of the proposed game
are as follows:

Step 1: Each CIES operator plans to purchase and sell energy plans and prices on
the basis of their own initial load data and preset values of PV output with the goal of
maximizing their own profit;

Step 2: Each game entity announces its own energy sale plan and price through the
information network, i.e., the A, B, Pms, and Pmh matrices, and optimizes their own strategy
according to public information;

Step 3: On the basis of the optimization result, the “disturber” presents the volatility
value strategy using the multi-strategy evolutionary game in Section 3;

Step 4: Each CIES operator re-optimizes the transaction decision according to the PV
fluctuation strategy and updates the A, B, Pms, and Pmh matrices;

Step 5: Steps 2 to 4 are repeated until the game reaches the equilibrium solution or the
highest game round.
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According to the above, Equation (44) can be written in detail as follows:

max Et
mi

(At
s,i ,A

t
b,i ,B

t
s,i ,B

t
b,i ,P

t
msi ,P

t
mhi ,p

t
chpi)

= Pt
msien·At

s,i

−Pt
msj·At

b,i + Pt
mhien·Bt

s,i − Pt
mhj·B

t
b,i

+ai pt
i + bi + αilht

i − δi
(
lht

i
)2 − Pt

h
pt

chpi
ηeiHhvn

s.t. 

pt
ui − pt

chpi − pt
PVi − p̂t

PVi =

en·At
b,i − en·At

s,i − en·LPt
i

lht
i − vhe pt

chpi = en·Bt−∆t
b,i − en·Bt

s,i − en·HPt
i

0 ≤ at
bi,j ≤ en·At

s,j

0 ≤ at
si,j ≤ at

bj,i

0 ≤ bt
bi,j ≤ en·Bt

s,j

0 ≤ bt
si,j ≤ bt

bj,i

0 ≤ Pt
msi ≤ Pt

gs

0 ≤ Pt
mhi ≤

pt
h

ηeiHhvnvhei

0 ≤ pt
chpi ≤ pt

chpi,max

, (45)

where At
s,i and Bt

s,i are the electricity and thermal energy sale matrices of CIES i, At
b,i and

Bt
b,i are the electricity and thermal energy purchase matrices of CIES i, at

bi,j, at
si,j and bt

bi,j,
bt

si,j are the purchase and sale prices for electricity and thermal energy of CIES i from CIES j,
at

bj,i and bt
bj,i are the electricity and thermal purchase plans of CIES j from CIES i, Pt

msj and
Pt

mhj are the electricity and thermal sale prices of other CIESs, LPt
i and HPt

i are the power
and thermal losses of CIES i generated by the purchase of electricity and thermal energy,
and en is the n-dimensional unit row vector.

The distributed gradient algorithm is used to solve the problem in this paper. Firstly,
CIES i solves Equation (45) to obtain the optimal purchase and sale energy matrices At

b,i,
Bt

b,i, At
s,i, and Bt

s,i as a function of the energy sale price and the purchase and sale plans.
Then, each CIES adjusts the sale prices Pt

msi and Pt
mhi as a function of the adjusted purchase

energy matrices At
b,j and Bt

b,j of other CIESs. After that, each CIES operator continuously
optimizes their own strategy and then plays the game until reaching the equilibrium point.
Finally, the optimal strategy for each CIES operator and the estimated PV fluctuation can
be obtained.

5. Case Study
5.1. Case Description

An RIES consisting of three CIESs is adopted as a case study in this paper [30]. MAT-
LAB R2019a was used on the Windows 10 platform for simulations. Each CIES contained a
CHP operator and PV prosumer. The load profiles were reference data from a commercial
and residential community on a typical day, where each community included six buildings,
and rooftop PV panels range from 100–150 kW. The typical electrical load, thermal load, and
distributed PV output profile of a PV prosumer on a certain day are shown in Figure 4. The
total load and PV output of CIES1 from 11:00 a.m. to 4:00 p.m. are shown in Figure 5. The
dolphin social network model was selected as the social network model, which contained
62 nodes and 159 edges. The power grid electricity price refers to the time-of-use electricity
price standards for commercial users in Beijing, China. The power grid purchase price
and gas price were set as the feed-in-tariffs in Beijing, China, which are 0.35 RMB/kWh
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and 1.5 RMB/m3, respectively. The parameters of the CHP in each CIES are shown in
Table 1 [30].
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Figure 5. Energy-consumption and PV output curves of each CIES from 11:00 a.m.–4:00 p.m.

Table 1. Relevant parameters for each CIES.

CIES CHP Upper
Output/kW

PV
Capacity/kW ηe ηloss ηh

CIES1 300 100 0.35
0.05

0.6
CIES2 900 200 0.40 0.6
CIES3 700 150 0.35 0.8

5.2. Results and Discussion
5.2.1. Energy-Consumption Pattern Analysis

Using the characteristic model for community energy-consuming entities proposed in
Section 3, the alliance result of energy-consuming entities is shown in Figure 6.
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The 62 energy-consuming entities formed four trading alliances, indicating that the
maximum modularity Q was reached when the number of alliances was 4. Taking Alliance
3 as an example, by calculating the user potential influence and user similarity, users 5,
6, 9, 13, 17, 22, 31, 32, 39, 41, 48, 54, 56, 57, and 60 can be considered similar. Users in the
same community are regarded as an energy transaction whole, whereby all users share the
photovoltaic output and adjust the load in each period to maximize the overall income of
the alliance. Alliances 1–4 contained 16, 16, 15, and 15 entities, respectively, according to
the familiarity of trading strategies and the similarity of energy-using behavior between
each user. On the basis of the alliance results, the solution method in Section 4.5 was used
to obtain the optimized electricity price, as shown in Figure 7. The electricity sale price
of the operator in each period was lower than the price of power grid, which was more
obvious from 10:00 a.m. to 2:00 p.m. This is the peak period where PV output met the local
load demand. When PV output was reduced after 5:00 p.m., the energy purchase cost of the
operator began to increase, thereby increasing the energy sale profit along with electricity
prices.
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The user load optimization results are shown in Figure 8. By participating in market
transactions, the peak load was reduced after optimization. The power consumption
during the valley period (12:00–8:00 a.m.) increased, while the power consumption during
the peak period (3:00–5:00 p.m.) decreased significantly. According to the optimization
result of the operator’s energy purchase scheduling coefficient shown in Figure 9, when
the surplus power load was low, it was more economical to purchase electrical energy to
convert into thermal energy; hence, the P2G dispatch coefficient was relatively high, as
especially obvious from 9:00 a.m.–1:00 p.m. The surplus load was relatively high from
5:00–6:00 p.m., which could be converted into electrical energy by purchasing gas to reduce
costs. Therefore, the thermal-to-electricity dispatch coefficient was relatively high.
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Figure 9. Scheduling results.

The profit results of the operator and user alliances are shown in Figure 10. The total
profit of the operator was 807.5 RMB, and the profits of user alliances 1–4 were 3124.6,
3218.7, 2905.4, and 3001.1 RMB, respectively. The results show that users could realize
shiftable load transfer through alliances, thereby absorbing surplus PV output and reducing
electricity purchase costs. Thus, users could increase their own profits, while reducing
the operator’s profit. To study the impact of different user social network parameters on
the community energy transaction market, we compared the energy transaction results of
community users under several different social network models. The results of alliances
and transaction gains under different circumstances are shown in Table 2.
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Table 2. Transaction profit under different social network structure parameters.

Number of Alliances Energy-Consuming
Entity Profit (RMB)

CIES Operator Profit
(RMB)

RIES Total Profit
(RMB)

2 13,732.6 683.7 14,416.3
4 12,249.8 807.5 13,057.3
10 11,603.2 915.2 12,518.4
20 10,316.1 1004.5 11,320.6

Obviously, it can be seen that stronger user aggregation and a smaller number of
alliances led to higher user profit and lower operator profit, but a higher total profit of the
CIES. Therefore, a closer social relationship between users and a higher familiarity in the
CIES yield greater social benefits of the system under this energy transaction mode. On
the contrary, the user profit would decrease, while the operator profit would increase, thus
reducing the overall social benefits.

5.2.2. Photovoltaic Output Fluctuation Analysis

The preset typical daily PV output was used as the benchmark, and the predicted
value of the PV output of each CIES operator in each time period was obtained using the
proposed characteristic model of distributed photovoltaic output. The internal evolution
process of the PV fluctuation strategy in each CIES at 12:00 p.m. is shown in Figures 11–13 as
an example. The estimated value of PV output and actual output from 11:00 a.m.–4:00 p.m.
of each CIES is shown in Figures 14–16.
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The stable evolution strategy of the PV fluctuation value was neither the lowest nor
the highest value of fluctuation, indicating that the probability distribution and return
function of each fluctuation value strategy had an impact on the dynamic game process in
the evolutionary game model. The final individual selection in the population evolved to a
stable strategy with the highest adaptability. Meanwhile, the different parameters of PV
installations in each CIESs caused the actual value and estimated value of PV output to
differ between each CIES. The root-mean-square deviations of CIESs 1–3 were 4.831 kW,
6.442 kW, and 6.928 kW, respectively. The overall deviation of the estimated value was
slightly higher when the PV output capacity was large. Each subject in the uncertainty
game model chose a conservative strategy, and the estimated value of each group was
generally lower than the actual output. This shows that the participants in the game could
avoid the losses caused by PV fluctuation by adopting the uncertain evolutionary game
method.

6. Conclusions

From the perspective of the energy consumer sociality and the power output uncer-
tainty, this paper analyzed the main characteristics of the source- and load-side entities
in an RIES. An optimized operation strategy was proposed for an RIES considering the
entity characteristics of the demand and supply side. The results show that a closer social
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relationship between users in the community leads to a higher overall profit of RIES energy
transactions. By considering the impact of PV output uncertainty, the transaction risk
cost of the supply-side entities can be reduced, and the overall system profit level and
operational efficiency can be improved.

The proposed method can provide guidance for community-level energy trading to
achieve overall operating efficiency improvement. Further research will be conducted on
the reasonable profit distribution among different investment entities.
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