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Abstract: To meet the increased customer demands, microgrid evolved. The structure of microgrid
changes dynamically due to the intermittent nature of renewable-based generation, status of the
distributed generator and opening of breakers for fault/maintenance. Hence, the magnitude of fault
current is dynamic in nature. In order to deal with these dynamic changes, this paper addresses
an adaptive central microgrid controller-based protection and relay coordination scheme, which
revises the relay settings dynamically (both radial and looped configuration) for every change in
topology. In the proposed algorithm, the primary relay responds to a fault immediately since the
individual relays are given with fault level setting. For any abnormality in the network, the fault
location is determined both via local relay and microgrid central controller (MCC). Hence, even
though the local relay fails to identify the fault due to high fault impedance, the MCC locates the
fault accurately and isolates the minimum faulty part. The coordination between relays is carried
out by MCC in a time-graded manner based on microgrid central protection and relay coordination
algorithm. The proposed algorithm is tested using Matlab in a microgrid built based on the IEEE
33 bus distribution network.

Keywords: microgrid; relay coordination; distributed generator; power system communication;
adjacency matrix

1. Introduction

The increased customer demand requires the construction of many generators, but the
traditional centralized generation schemes require more construction time, transmission
loss, space, and higher costs. Hence, distributed generators (DGs) are installed at the
customer ends to meet the required demand [1]. The major classifications of DGs are small-
sized DGs, medium-sized DGs and large-sized DGs. The size of a small-sized DG ranges
from 5 kW to 5 MW, a medium-sized DG ranges from 5 MW to 50 MW and a large-sized
DG ranges from 50 MW to 300 MW [2]. The DGs include gas turbines, small hydroelectric
power plants, combined heat and power plants, solar, wind and fuel cells. These DGs are
to be connected into the power system network by synchronizing it. Even a small control
problem during synchronization leads to an abundance of oscillation in the network [2].

To reduce control problems and to support customer demand, microgrids evolved. A
microgrid involves a cluster of DGs, loads and storage devices operated as a single unit
with respect to the utility. The microgrid can operate in islanded mode and grid-connected
mode [2,3].

Under normal operating conditions, the microgrid operates in grid-connected mode,
whereas it moves to islanded mode under faulty conditions. The control mechanism varies
with the mode of operation of the microgrid. In grid-connected mode, the utility controls
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the frequency of microgrid and the central controller manages the power balance. However,
in islanded mode, few DGs work under V/f control and the rest operate in load-sharing
mode based on the droop control concept [4]. The objective of a microgrid is to supply
quality power for its customers under all conditions irrespective of the status of DGs and
their mode of operation.

Protection is one of the major tasks that have to be taken into account for any power
system network. The essential qualities that should be satisfied for any protection scheme
are simplicity, selectivity, flexibility, fast operation, and low cost. The penetration of DG
into the distribution network tranforms the conventional radial configuration into looped
configuration and unidirectional power flow into bidirectional. It also leads the fault current
magnitude to be dynamic depending on the number of DG, type of DG and status of DG
penetrated in the network. Hence, the existing protection and relay coordination schemes
fail with a microgrid due to dynamics in fault current [5–7], sympathetic tripping [8,9] and
the blinding of protection. Adaptive protection is one of the best solutions that cope up
with the dynamic changes in microgrid. Adaptive protection refers to a method where the
relay settings are dynamically adjusted based on the current configuration of the microgrid.
It makes use of the prior knowledge of the microgrid configurations to calculate power flow
and perform short circuit analysis, which helps identify the optimal relay settings for each
specific setup. The advantage of adaptive protection lies in its ability to dynamically adapt
to different microgrid configurations, optimizing the relay settings for each scenario [10].

2. Literature Survey

The microgrid protection schemes addressed in literature are classified as shown in
Figure 1. The working of the protection schemes is discussed in detail below.
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The function of the fault current limiters is to limit the fault current contributed from
utility towards the microgrid and vice versa. The Fault Current Limiter (FCL) is kept in
maximum position under faulty condition and minimum under normal condition so as
to minimize the fault current fed from the grid [11,12]. Fault current limiters applied for
microgrid makes the network feel same fault current for both islanded and grid-connected
mode. Fault current limiters are in general located near Point of Common Coupling (PCC)
which helps to reduce the fault current fed by the utility for a fault in microgrid and vice
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versa, thus single setting is made sufficient with relays for microgrid network with fault
limiters [13,14]. However, dynamics involved in the microgrid is not considered in the
design of limiters. The major classification of fault current limiters is electromagnetic FCL,
Solid state FCL, super conducting FCL, and hybrid superconducting FCL.

In adaptive protection schemes, the relay settings are revised based on the dynamic
changes involved in the network. The adaptive protection scheme is further classified as
centralized and decentralized protection scheme. In centralized protection scheme, the cen-
tral controller tracks the status of the network (relay status, DG status and current flowing
through relay) and updates the settings of relays dynamically incorporating the changes
in the network parameters [15–18]. The various centralized adaptive protection schemes
addressed for microgrid are based on over current [7,16,19], sequence components [20,21]
and differential current [9,16,17,22–24]. The adaptive protection is highly dependent on
communication schemes [20,25] which relies on Transmission Control Protocol/ Internet
Protocol-based Ethernet network.

In the case of decentralized protection scheme [26,27], the local controller monitors
the whole network and calculates its setting for each change in the status. The drawback
faced with this technique is that each individual relay has to be designed with an effective
controller which can perform calculations on enormous data gathered from the entire
microgrid. Therefore, this scheme has become more costly compared to others.

Distance protection scheme is majorly applied in transmission lines. For a relay r, if Vr
represents the measured voltage and Ir represents the measured current, then impedance
at relay r is calculated as Zr = Vr/Ir. Under normal conditions the impedance value will
be high, whereas during fault condition the impedance value is very less. Thus, by the
monitored impedance value in comparison with the set value, the fault occurrence can be
identified [28,29].

Some of the microgrid protection schemes have been designed based on the microgrid
parameters such as current [30,31], wavelet packet transform [32,33], voltage [34], travelling
wave [35] and harmonic distortion [36].

A multi agent protection scheme is the one in which a cluster of hardware and software
agents [37] work towards the ultimate goal of protection. The architecture applied for multi
agent protection scheme [38–40] involves three layers. They are system layer, substation
layer and equipment layer.

System layer forms the topmost layer in the architecture. The system layer acts as
the control center. It monitors the various local variables involved in the network, such as
circuit breaker status, DG status, voltage and current through the substation layer. Then, it
computes the relay settings and communicates the same to the appropriate relays through
substation layer. The equipment layer comprises of protector agent, measurement agent,
performer agent and mobile agent. The measurement agent monitors the variables in the
network and shares it with the protector agent. Then, the occurrence of fault is verified
by protector agent and communicates the inference to performer agent. Upon receiving
the information, it sends trip signal to appropriate circuit breakers in case of fault. The
multi agent-based protection scheme is one of the better protection schemes for microgrid.
However, the drawback faced by it is that with increase in the number of agents the
complexity and cost involved with the communication increases [10].

The relay coordination schemes suggested for microgrid in literature are majorly based
on (i) Optimization technique (ii) Topological approach.

For microgrid relay coordination, one of the good solutions is to apply optimization
techniques to set the relays. There are several optimization techniques, which are majorly
classified as conventional optimization techniques and artificial intelligence-based optimiza-
tion techniques. The conventional optimization technique involves linear programming,
non linear programming and mixed integer programming methods [41–44].

The artificial intelligence-based optimization techniques can be majorly classified into
two types namely, evolutionary algorithm and genetic algorithm [11,45].
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For designing any optimization algorithm, initially the objective function for the
network is framed in such a way to minimize the operating time of relays. [11,45–48]. For
designing any optimization algorithm, the following procedures are to be carried out.

i. Initially the network structure is identified using a specified algorithm. For each
change in the network structure, the topology is revised.

ii. Faults are induced in each line and the fault current through each relay is deter-
mined. The primary relay and back up relay have to be chosen accordingly for
a fault based on the fault location. Similarly, the fault current at each location
is identified.

iii. Load flow is carried out for the obtained structure. The minimum pick-up current
calculated as 1.5 times rated current. The maximum pick-up current is calculated as
25% of maximum fault current.

iv. The time of operation of each relay is determined based on any one of the relay
characteristics (normally inverse, very inverse, and extremely inverse).

v. For example, the time of operation (top) of normally inverse characteristics of a relay
is given by

top =
TMS × α(( I f

Ip

)β
− 1

) (1)

where α and β are constants, taken as 0.14 and 0.02, respectively for normal inverse
characteristics. TMS represents Time Multiplier Setting, If represents the fault
current and Ip represents pick-up current.

i. The range of Time Multiplier Setting (TMS) and pick-up current forms the con-
straints. TMS varies from 0 to 1. Pick-up current varies from minimum (1.5 times
rated current) to maximum value (25% of maximum fault current).

ii. The objective function for the optimization problem is defined in such a way as to
minimize the overall operating time of relays. Then, an optimal solution is obtained
based on any one of the optimization approaches.

In the above said optimization-based solution, the weighting factors are fixed based
on trial and error method, which leads the solution to converge locally. If so, the relays fail
to coordinate. Implementing and solving traditional optimization-based techniques for
relay coordination in larger network is very complex.

In certain research work, relay coordination is carried out using genetic and evolu-
tionary algorithms. Nature inspired algorithms such as ant colony optimization algorithm,
modified firefly algorithm, symbiotic organism search optimization technique and adaptive
fuzzy directional bat algorithm can also be applied for relay coordination [47,49–52].

In certain work, dual settings are allocated for directional over current relays, i.e.,
one set of relay settings is allotted for forward direction and the other set is allotted
for reverse directions. These relay settings are calculated by a controller based on any
one of the optimization techniques and the relay settings are conveyed via appropriate
communication channels to the respective relays [47,51,53–55].

In the above discussed optimization techniques, though they provide optimum solutions,
the choice of constraints and weighting factors plays a major role in obtaining the optimum
solution. Otherwise, it leads to an unfeasible solution. Additionally, to obtain optimal solution,
the iterations number has to be raised, which leads to more time consumption.

In a topological approach, the status of relays, current through relay and status of
DGs are monitored by the central controller with the help of the communication channels.
For every change in status, the relay settings are revised and the same is dictated to the
respective relays by the central controller. For any fault in the system, the primary relay
opens since it meets the relay setting. In case of failure of opening of the primary relay,
the subsequent relays are operated from the faulted point towards the source in a time-
graded mode. The sequence of operation of the relays are decided based on a shortest path
algorithm such as Dijkstra’s shortest path algorithm [14,56].
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In certain work, for each configuration, two sets of relay settings are allocated for each
relay. One set of relay setting is assigned from the lateral end to the source end and the
other set is set from the source end to the lateral end [14]. Though this method works well
with microgrids, this method is quite complex.

Gnana Swathika [56] suggested a centralized adaptive microgrid protection which
works based on Prims-aided Dijkstra algorithm. The active nodes are determined based on
the Prims algorithm. The relay operating time is allocated from the lateral end to source
end based on Dijkstra’s shortest path algorithm. In these topological-based algorithms, the
relays are operated in a sequence with a time grading from the faulty point towards the
main grid. Hence, there are more possibilities for DGs to continue feeding the fault in an
alternate path. This may lead to the occurrence of severe vulnerabilities in the network.

The proposed algorithm is devised based on a topological approach. The proposed
algorithm works faithfully for microgrids with both radial and looped configurations.
It also prevents DGs from feeding the fault through yet another path. In the proposed
algorithm, the relay settings are dictated by MCC for every change in the topology, which
is much earlier than the occurrence of fault. For any fault in the network, the primary relay
and the MCC identify the fault. The primary relay responds to a fault immediately without
any communication delay. However, in case of high-impedance fault, the local relay fails to
identify the fault, but the MCC locates the fault accurately. In such a case, the operating
time of the primary delay depends on the communication delay, which is much shorter.
Thus, there is no compromise in the speed of operation of relays and the proposed scheme
is more effective.

The major contributions in this paper are as follows:

i. An adaptive protection and relay coordination algorithm which suits microgrids
with radial and looped configurations is presented. It is tested using matlab for
IEEE 33 bus distribution system network-based microgrid.

ii. The performance analysis is carried out for the proposed algorithm.
iii. A comparison study is carried out between the proposed algorithm and similar

work reported in literature.

The remainder of the paper is organized as follows: The proposed method is presented
in Section 3. The performance measure is presented in Section 4; a comparison with similar
work in literature is given in Section 5. Finally, Section 6 concludes the paper.

3. Adaptive Centralized Microgrid Protection and Relay Coordination Scheme

The proposed algorithm for a microgrid is constructed based on the IEEE 33 bus
distribution system [57] with tie links [58–60] and DGs located at the specified locations as
shown in Figure 2. The proposed network is assumed to be operating at 20 kV with a short
circuit power of 500 MVA. The buses are assumed to be located at a distance of 1 km.

In the proposed microgrid structure, loads are devised with fuses, and DGs and feeders
are devised with over current relays. The MCC is an additional storage module assumed to
be located at the substation with essential software module for processing. When offline, for
all possible configurations, MCC stores normal operating current, minimum fault current
and maximum fault current, as shown by each relay in the lookup table (Figure 3). The
fault level for each rth relay is determined as the ratio between current through rth relay
and minimum pick-up current of rth relay. The minimum pick-up current is calculated as
1.5 times the overload current. The overload current is calculated as 1.25 times the normal
operating current [61]. The normal operating current is determined based on Newton
Raphson load flow. The fault current modeling for microgrid is carried out based on the
procedure suggested by Thekla [62]. The fault current is determined as the ratio of the
equivalent voltage source at the faulted point to the equivalent short circuit impedance at
the faulted point.
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When online, MCC continuously tracks the relay status and current flowing through
it. The change in status of the relay indicates a change in the configuration of the microgrid.
For any change in status of any one of the relays (change in configuration), the MCC
revises the relay settings (minimum pick-up current and fault level), with the settings
being calculated and stored in MCC for the respective configuration. Thus, the proposed
algorithm adapts the relay setting dynamically based on the configuration of the network
over time. The procedural steps for updating protection settings in the microgrid are shown
in Figure 4. Only three phase faults are considered for this study.

For a fault in the system, the primary relay associated with the fault meets the setting;
hence, it is immediately opened. Meanwhile, the MCC identifies the occurrence of the
fault since a set of relays indicates a current greater than that of pick-up. Hence, it verifies
Kirchhoff’s Current Law (KCL) in each node and determines the faulted node and the
associated relay based on the mapping table (Section 3.2). If the primary relay fails, then
backup relays will be opened in sequence as explained in Section 3.2.
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3.1. Identification of Faulted Bus Using MCC

The identification of the faulted bus, primary relay and secondary relay using MCC is
detailed with a sample network shown in Figure 5. For a fault in bus 3, both the utility and
DG feed the fault. The utility feeds the fault through R1-R12-R23 and R1-R14-R43. The relay
associated with the faulted bus meets the relay settings; hence, it is tripped. Meanwhile,
MCC executes KCL at all the buses (here, bus 1, bus 2, bus 3 and bus 4) as I1 + I12 + I14,
I12 + I23, I43 + I23 and IDG + I14 + I43, respectively, in order to precisely locate the faulted
bus. KCL is verified with all the buses (1, 2 and 4 show the sum of currents as zero) except
the faulted bus. Thus, MCC locates the faulted bus.
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MCC verifies the status of the relays. If the primary relay fails to trip, then the
secondary relay will be issued with trip message by the MCC after 200 ms based on the
mapping table, which is explained in detail in Section 3.2.

3.2. Microgrid Central Relay Coordination Algorithm

The microgrid central relay coordination algorithm is explained with the sample
network (shown in Figure 6). The network has six nodes and nine edges. The line in the
power system network is represented as edges, and buses in the power system network
as nodes. One relay is connected to each line. The buses are named a, b, c, d, e, f and the
relays connected between the nodes are represented with Ra-b, Rb-c, Ra-c, Rb-d, Rc-d, Rc-e,
Rd-e, Rd-f, Re-f, respectively. The mapping table is created by the MCC by tabulating all the
nodes’ (buses) row-wise and all the relays column-wise. ‘1’ is used to represent the link
between the relay and the node and ‘0’ is used to represent no link between the relay and
the node. The mapping between bus and relays is shown in Table 1 assuming that all the
relays are in ON state.
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Figure 6. Sample network.

Table 1. Mapping between the nodes and edges (relay adjacency matrix).

Buses
Relays

Ra-b Ra-c Rb-c Rb-d Rc-d Rc-e Rd-e Rd-f Re-f

a 1 1 0 0 0 0 0 0 0
b 1 0 1 1 0 0 0 0 0
c 0 1 1 0 1 1 0 0 0
d 0 0 0 1 1 0 1 1 0
e 0 0 0 0 0 1 1 0 1
f 0 0 0 0 0 0 0 1 1

The procedure for protection and relay coordination in the microgrid is detailed below
in Section 3.2.1.
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3.2.1. Protection and Relay Coordination Algorithm

The flowchart for the protection and relay coordination algorithm for the microgrid is
shown in Figure 7. It is assumed that a fault has occurred in node b (Figure 6). As discussed
earlier, the primary relay opens immediately after the occurrence of fault since it meets
its setting. Meanwhile, MCC also identifies the fault location (node b) based on KCL and
denotes the faulted node as the faulted source node. It stores the faulted source node (node
b) in a variable (here, it is named faulted node sequence). Once the fault is identified, MCC
does the following:
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1. It identifies the relay associated with the faulted source node (relaysfault) from the
mapping table (Ra-b, Rb-c, Rb-d) and issues a trip message to the relaysfault except the relay
stored in the top of the stack.

2. Every 50 ms
Monitors the current through the relays associated with the
faulted source node (Relaysfault = Ra-b, Rb-c, Rb-d) and its status.
If (status of Relaysfault is found to be open)
Exit the loop.
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else
Determine the current through the associated relay.
If (current through Relaysfault< minimum pick-up current)
Exit loop.
else

(i). Push relay that fails to open (assume Rb-c) into stack.
(ii). From the mapping table, MCC determines the adjacent relay (Table 1) of failed relay.

In this case, Rb-c is the failed relay. From the mapping table, Rb-c is connected between
node b and c. MCC discards the node (b), which is already stored in faulted node
sequence, and denotes the other node (c) as faulted source node.

With the new faulted node sequence (c), the same procedure as described above is
repeated from step 1 until it exits the loop.

3.2.2. Results and Discussion

The proposed relay coordination algorithm is tested in matlab by inserting a fault in
various buses for the microgrid (shown in Figure 2). The result for the fault in bus 16 is
shown in Table 2.

Table 2. Execution of microgrid central relay coordination algorithm by MCC.

B
us

N
o

Fr
om

B
us

To
B

us

Pi
ck

-u
p

C
ur

re
nt

[A
]

Fa
ul

tL
ev

el
(L

oc
al

R
el

ay
Se

tt
in

g)

Fa
ul

tL
ev

el
fo

r
Fa

ul
ta

tB
us

16

K
C

L
Ev

al
ua

ti
on

by
M

C
C

fo
r

Fa
ul

ta
tB

us
16

[A
]

Fa
ul

tC
ur

re
nt

fo
r

H
ig

h-
Im

pe
da

nc
e

Fa
ul

ta
tB

us
16

[A
]

Fa
ul

tL
ev

el
fo

r
H

ig
h-

Im
pe

da
nc

e
Fa

ul
ta

tb
us

16

K
C

L
Ev

al
ua

ti
on

by
M

C
C

fo
r

H
ig

h-
Im

pe
da

nc
e

Fa
ul

ta
tB

us
16

[A
]

Fa
ul

tC
ur

re
nt

fo
r

H
ig

h-
Im

pe
da

nc
e

Fa
ul

ta
t

B
us

16
(W

it
ho

ut
D

G
)[

A
]

Fa
ul

tL
ev

el
fo

r
H

ig
h-

Im
pe

da
nc

e
Fa

ul
ta

t
B

us
16

(W
it

ho
ut

D
G

)

K
C

L
Ev

al
ua

ti
on

by
M

C
C

fo
r

H
ig

h-
Im

pe
da

nc
e

Fa
ul

ta
tB

us
16

(W
it

ho
ut

D
G

)[
A

]

1 1 2 137 98.61 19.99 0 416.321 3.038 0 469 3.422 0

2 2 3 99.6 90.70 17.38 0 263.080 2.641 0 298 2.990 0

3 3 4 62.92 111.75 15.88 0 151.873 2.414 0 173 2.757 0

4 4 5 65.95 82.80 15.15 0 151.873 2.303 0 173 2.630 0

5 5 6 68 48.08 14.69 0 151.873 2.233 0 173 2.551 0

6 6 7 23.64 146.61 34.61 0 124.373 5.261 0 138 5.822 0

7 7 8 34.64 78.81 23.62 0 124.373 3.590 0 138 3.973 0

8 8 9 73.1 34.69 15.65 0 173.940 2.379 0 196 2.675 0

9 9 10 41.61 50.96 4.56 0 28.838 0.693 0 22 0.527 0

10 10 11 38.28 51.42 4.96 0 28.838 0.753 0 22 0.572 0

11 11 12 35.71 47.66 5.31 0 28.838 0.808 0 22 0.614 0

12 12 13 8.47 205.64 102.34 0 131.764 15.557 0 131 15.435 0
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Table 2. Cont.

B
us

N
o

Fr
om

B
us

To
B

us

Pi
ck

-u
p

C
ur

re
nt

[A
]

Fa
ul

tL
ev

el
(L

oc
al

R
el

ay
Se

tt
in

g)

Fa
ul

tL
ev

el
fo

r
Fa

ul
ta

tB
us

16

K
C

L
Ev

al
ua

ti
on

by
M

C
C

fo
r

Fa
ul

ta
tB

us
16

[A
]

Fa
ul

tC
ur

re
nt

fo
r

H
ig

h-
Im

pe
da

nc
e

Fa
ul

ta
tB

us
16

[A
]

Fa
ul

tL
ev

el
fo

r
H

ig
h-

Im
pe

da
nc

e
Fa

ul
ta

tb
us

16

K
C

L
Ev

al
ua

ti
on

by
M

C
C

fo
r

H
ig

h-
Im

pe
da

nc
e

Fa
ul

ta
tB

us
16

[A
]

Fa
ul

tC
ur

re
nt

fo
r

H
ig

h-
Im

pe
da

nc
e

Fa
ul

ta
t

B
us

16
(W

it
ho

ut
D

G
)[

A
]

Fa
ul

tL
ev

el
fo

r
H

ig
h-

Im
pe

da
nc

e
Fa

ul
ta

t
B

us
16

(W
it

ho
ut

D
G

)

K
C

L
Ev

al
ua

ti
on

by
M

C
C

fo
r

H
ig

h-
Im

pe
da

nc
e

Fa
ul

ta
tB

us
16

(W
it

ho
ut

D
G

)[
A

]

13 13 14 5.07 267.24 170.97 0 131.764 25.989 0 131 25.785 0

14 14 15 4.16 252.64 208.37 0 131.764 31.674 0 131 31.426 0

15 15 16 25.24 82.19 82.19 0 315.364 12.495 0 308 12.191 0

16 16 17 22.03 64.97 47.53 3121.6 159.174 7.225 474.54 161 7.322 469.010

17 17 18 18.89 65.80 55.43 0 159.174 8.426 0 161 8.539 0

18 2 19 41.17 274.45 24.60 0 153.948 3.739 0 172 4.171 0

19 19 20 44.41 85.46 22.80 0 153.948 3.467 0 172 3.867 0

20 20 21 48.03 64.31 21.08 0 153.948 3.205 0 172 3.575 0

21 21 22 23.3 125.30 29.37 0 104.025 4.465 0 113 4.851 0

22 3 23 44.46 151.10 16.52 0 111.656 2.511 0 125 2.807 0

23 23 24 43.12 90.30 17.03 0 111.656 2.589 0 125 2.894 0

24 24 25 47.39 56.05 15.50 0 111.656 2.356 0 125 2.633 0

25 6 26 49.35 89.91 3.72 0 27.878 0.565 0 37 0.742 0

26 26 27 51.27 75.98 3.58 0 27.878 0.544 0 37 0.714 0

27 27 28 53.35 44.51 3.44 0 27.878 0.523 0 37 0.687 0

28 28 29 92.61 20.62 3.44 0 48.427 0.523 0 37 0.396 0

29 29 30 41.26 82.58 25.38 0 159.174 3.858 0 161 3.910 0

30 30 31 14 170.36 74.79 0 159.174 11.370 0 161 11.522 0

31 31 32 6.74 319.60 155.36 0 159.174 23.616 0 161 23.933 0

32 32 33 10.33 184.81 101.36 0 159.174 15.409 0 161 15.616 0

21 8 28.72 48.13 11.45 0 50.005 1.741 0 59 2.044 0

9 15 31.61 46.55 38.22 0 183.658 5.810 0 177 5.599 0

22 12 27.39 51.17 24.98 0 104.025 3.798 0 113 4.126 0

18 33 13.99 120.24 74.85 0 159.174 11.378 0 161 11.530 0

25 29 62.5 34.65 11.75 0 111.656 1.786 0 125 1.997 0

As discussed earlier, the fault level through each individual relay for a fault associated
with it is stored in the MCC. Additionally, for each change in configuration, the MCC
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updates this setting. Thus, for a fault in bus 16, the relay R15-16 meets its setting (fault level
82.19) and hence it is opened. Meanwhile, MCC also identifies the presence of a fault at
bus 16 by verifying KCL and stores it as a faulted node sequence. The time taken for the
execution of KCL is 21 ms.

Based on the adjacency matrix, MCC determines the relays associated with faulted
bus (bus 16) as R15-16, R16-17 and issues a trip message to it. Then, MCC checks the status of
the relays R15-16, R16-17. If the status of the relays R15-16, R16-17 is opened, then faulty part
is isolated and the algorithm is stopped. In case of failure of any one of the relays (let it
be R16-17), MCC checks the current through the associated relays (R15-16 and R16-17) and
detects the failed relay (R16-17) since the current through the failed relay (R16-17) is greater
than the pick-up current. Hence, MCC considers R16-17 to be failed relay and stores it in
stack. Now MCC identifies the other node of R16-17 as 17 by discarding the node in faulted
node sequence (bus 16). The new faulted node is bus 17 and it is stored in the faulted node
sequence. Then, it identifies the associated relays of bus 17 as R16-17 and R17-18. Since R16-17
is on the top of the stack, it is discarded. Now MCC issues trip message only to R17-18.
Thus, the protection and relay coordination is maintained by the MCC.

The proposed microgrid protection and coordination algorithm is verified (for fault
at bus 16) with and without DG. The results for the same are presented in Table 2. For
a high-impedance fault, the fault level through R15-16 was 12.495 (with DG) and 12.191
(without) DG, which is less than the relay setting (82.19). Hence, the relay will not open
based on the local setting. However, MCC identified the fault in bus 16 by verifying KCL
and the associated relays as R15-16, R16-17. Then, it gave a trip message to R15-16 and R16-17
based on the microgrid central relay coordination algorithm, thereby isolating the faulty
part. Thus, the proposed algorithm works well even for high-impedance fault.

4. Performance Measures

In general, a proper protection scheme should pose major qualities such as speed of
operation, sensitivity, reliability and selectivity. In the proposed algorithm, the primary
relay opens immediately after the occurrence of the fault since those relays meet its settings.
The settings for the relays are dictated by MCC for every change in status of the network.
The relay setting will be given by MCC to respective relays well before the occurrence of
fault. Hence, the communication speed will not affect the speed of operation of primary
relays. However, the communication speed has an impact on the operation of secondary
relays and on primary relays in case of high-impedance fault. Hence, a performance
analysis of the communication network is carried out as follows.

4.1. Speed of Operation

As discussed above, any protection scheme should be fast enough to identify the fault
and isolate a minimum faulty part. If not, it leads to significant damages to equipment
and instability to the network. However, designing an accurate algorithm for protection
consumes a considerable amount of time. The accuracy of protection algorithm and time of
operation is inversely proportional to each other. Hence, a compromise is to be obtained
between the time of operation and the accuracy [63].

Here, an attempt is made to find the speed of operation of the proposed protection
scheme. The communication delay [64] includes transmission, propagation, queuing and
processing delay. The maximum communication delay that can occur for the proposed
microgrid network [65–67] is given as follows:

Maximum communication delay = Max33
i=1

(
Ti
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where Titra is the transmission delay for ith node, Tipro is the propagation delay for ith node,
Tique is the queuing delay for ith node and Tiprc is the processing delay for ith node. The
maximum communication delay is determined based on the assumptions [65,67] that the
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size of packet is 1 kb, the bandwidth of the communication link is 100 Mbps and optical
fiber is used as the communication network.

(a) Transmission and propagation delay
The delay caused due to the bandwidth of the communication channel is called the

transmission delay and it that which is caused due to the type of transmission medium is
called the propagation delay. Transmission delay is determined as the ratio between the
size of the data packet to link the bandwidth.

Transmission delay =
date packet Size
link bandwidth

=
1 × 103

100 × 106

= 0.01 ms

(3)

Propagation delay is determined as the ratio between the distance travelled to the
signal speed. The speed of the transmitting signal (fiber optics) is less than the speed of
light and is assumed to 70% of the speed of light [65]. In the study microgrid considered
for the study (Figure 2), node 18 is the farthest node from MCC. In this study, the distance
between any two node is assumed to be 1 km. The farthest relay (R17-18), which is located
between node 17 and 18, is considered to be 17.5 km away from the substation. Thus,

Propagation delay = dis tan ce between source and destination
Speed o f the signal

= 17.5×103

0.7×3×108

= 0.833 µs

(4)

(b) Processing delay and queuing delay
Processing delay is defined as the time taken for encoding/decoding the data, switch-

ing data from/into the communication channel, authenticating the data, sampling the
rate and routing the algorithm. Processing delay is considered to be 100 µs [68]. Queuing
delay is defined as duration of time for which the packet waits in transmitting device to be
forwarded through the link. Since the dedicated channel is offered for communication, the
queuing delay may be neglected. Thus, from Equation (2), the following can be obtained:

maximum possible communication delay = 0.01 ms + 0.833 µs +100 µs = 0.010933 ms

4.2. Sensitivity

Sensitivity refers to the accuracy involved in the identification of fault for various fault
resistances. That is, the algorithm should be capable of protecting the system even for a
minor fault. Additionally, the algorithm should not be triggered by an external fault. As
per the suggested algorithm, the faulted bus is identified by both the over current concept
locally and the differential concept centrally. For a fault in bus 16 (shown in Table 2) the
relay R15-16 met its local setting (fault level); hence, it was tripped. Meanwhile, the MCC
also identified the presence of fault in bus 16 by verifying KCL and issued a trip message to
the relays associated with bus 16 (R15-16, R16-17). For high-impedance fault, the relay R15-16
did not meet its set value; however, the fault was identified by MCC since KCL was not
satisfied with bus 16. Then, MCC issued a trip message to the relays associated with bus 16
(R15-16, R16-17). Thus, the proposed protection scheme is very sensitive irrespective of fault
resistances and the severity of the fault.

4.3. Reliability

Reliability involves dependability and security. Dependability refers to tripping the
relays when required and not tripping when not required. In the proposed algorithm,
the local relay meets its setting only under faulted conditions; therefore, dependability is
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ensured. Additionally, in the proposed algorithm, dedicated communication lines are used
for transmitting data between relay and MCC; therefore, security is ensured.

4.4. Selectivity

Selectivity refers to the detection of fault and isolation of a minimum faulty part.
If the primary protection fails, then backup protection should be operated. As per the
proposed scheme, for a fault in a bus, the lines associated with that bus (minimum faulty
part) are tripped alone, i.e., for a fault in bus 16, as per the proposed algorithm, the
faulted bus is identified both locally and centrally and then a trip message is issued to
the associated relays (R15-16, R16-17), thereby isolating a minimum faulty part. In case the
primary protection scheme fails, then back up relays (relays close to the primary relay) are
opened according to the microgrid central protection and relay co-ordination algorithm,
which ensures better selectivity.

5. Comparison and Performance Analysis

In reference [56], the sequence of operation of relays is carried out based on the shortest
path from faulted point to nearest source. If same technique is applied to proposed network
shown in Figure 2, then for a fault in bus 16 DG located at bus 9 (DG9) forms the nearest
source. Therefore, shortest route from bus 16 to DG9 is R15-16 and R9-15. If the primary
relay R15-16 fails to open, then as per prims aided Dijikstra algorithm, R9-15 is opened. The
drawback faced with this is, even though backup relay (R9-15) is opened, fault will be fed
by main grid and DGs through the alternate paths [69] (i) R17-18, R16-17 (ii) R14-15, R15-16.

Additionally, for a fault in bus 16, if both the relays R15-16 and R9-15 fails to open, then
no further opening of relay occurs since coordination is maintained through shortest path
from faulted point (bus 16) to nearest source (bus 9). This leads to severe damage to entire
network. This cannot be accepted.

However, in the proposed algorithm, for any fault, the relay associated with the faulted
bus is tripped. The further opening intimation is given to the relays associated with the
failed node based on the mapping table. Hence, the possibility of DGs and utility grid
feeding the fault is avoided in the proposed algorithm. The comparision of the proposed
work with existing work [56] is tabulated in Table 3.

Table 3. Comparision of existing work with proposed work.

S. No Parameters Existing Work
Reference [56] Proposed Work

1 Primary relay operating time
Sum of execution time of fault

detection algorithm (153 ms) and
communication delay

No time delay involved for normal faults
since the local relay opens immediately.

For high-impedance fault the primary relay
is opened only after receiving trip message

from central controller. Thus for
high-impedance fault operating time of

primary relays is the Sum of execution time
of fault detection algorithm i.e KCL (21 ms)

and communication delay (0.010933 ms)

2 Fault current elimination DGs feed the fault in alternate path. DGs do not feed the fault in alternate path.

3 Algorithm is applicable for Microgrid with radial configuration Microgrid with radial and looped
configuration

The proposed relay coordination algorithm works faithfully for microgrids with radial
and looped configuration. In the proposed work, the individual relays are allotted with
fault level setting. At the same time, the fault location is determined by MCC by applying
KCL for all the nodes in the microgrid. Thus even though the local relay fails to locate the
fault due to presence of high fault impedance, the MCC identifies the fault accurately. Thus
the proposed scheme has high selectivity and sensitivity.
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6. Conclusions

The existing protection schemes fail with the microgrid due to the dynamic variations
in the microgrid. Most of the topological-based adaptive algorithms suggested for micro-
grid work effectively only for radial microgrids. They also feed the fault current via a DG
through an alternate path. However, the proposed algorithm suits both radial and looped
microgrids and the same is simulated in matlab and verified in an IEEE 33 bus distribution
network-based microgrid. The proposed algorithm also avoids DGs feeding the fault
through an alternate path. In the proposed algorithm, the relay settings are dictated by
MCC for every change in the topology, which is well before the occurrence of fault. Hence,
the primary relay responds to a fault immediately. The coordination time interval between
the relays is set as 200 ms. The maximum time taken for communicating the information
between the MCC and relay is 0.01093 ms. Thus, there is no compromise in the speed
of operation of relays. Moreover, in the proposed algorithm, the individual relays are
given with fault level setting, mean time for any abnormality in the network, and the fault
location is determined by the MCC using KCL for all the nodes in the microgrid. Hence,
even though the local relay fails to identify the fault due to high-impedance fault, the MCC
locates the fault accurately. Thus, the proposed scheme has high selectivity and sensitivity.
Even if the primary relay fails, the proposed algorithm calculates the parameters to operate
the relay proximity to the primary relay, thereby maintaining coordination in the network.
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