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Abstract: We perform large-eddy simulations to study a cavitating flow over a two-dimensional
hydrofoil section—a scaled-down profile (1:13.26) of guide vanes of a Francis turbine—using the
Schnerr–Sauer cavitation model with an adaptive mesh refinement in intensive phase transition
flow areas. In the test case, the guide vane is tilted at an angle of attack of 9◦ to the direction of
the flow, in which the Reynolds number, based on the hydrofoil chord length, equals 1.32× 106,
thus providing a strong adverse pressure gradient along the surface. The calculated time-averaged
turbulence characteristics are compared with those measured by particle image velocimetry to verify
that the flow is correctly reproduced in numerical simulations using the procedure of conditional
averaging proposed and tested in our previous investigation. A re-entrant jet is identified as the
primary source of vapor cloud shedding, and a spectral analysis of the cavitating flow over the profile
midsection is conducted. Two characteristic frequencies corresponding to the cases, when an attached
cavity detaches completely (as a whole) and two partially from the hydrofoil, are found in the flow.
The study reveals that the natural frequency of partial cavity shedding is three times higher than
that of full detachments. The examined regime exhibits an oscillatory system with two oscillation
zones related to cavitation surge instability and unsteady cloud cavitation resulting from the re-
entrant jet. Conditional averaging correlates cavitation structures with pressure distributions, forces,
and torque on the guide vane. This modeling approach captures the fine details of quasi-periodic
cavitation dynamics, providing insights into unsteady sheet/cloud cavitation and offering a method
for developing control strategies.

Keywords: cavitation; sheet and cloud cavities; hydrofoil; phase averaging; frequency modulation; LES

1. Introduction

Cavitating flow is a highly undesirable phenomenon in marine engineering and
hydraulic systems as it negatively affects the operation and performance of machinery,
causing enhanced noise, increased mechanical loads, and intensive material erosion [1–4].
A flow instability due to cavitation can also synchronise with vibrations of separate elements
or the whole duct of a hydraulic unit, leading to their irreversible damage or failure. A
comprehensive investigation of the spatial structure of partial cavities in connection with
flow dynamics is complex. A detailed analysis of the physical mechanisms of cavitating
flow unsteadiness is also one of the most important and urgent fundamental issues in the
area of modern hydraulic engineering.

Unsteady partial cavitation is known to be accompanied by quasi-periodic oscillations
of the length of the attached sheet cavity [5–7]. It is, admittedly, grouped into two main
classes: unsteady sheet cavitation, i.e., the so-called cavitation surge, and unsteady cloud
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cavitation [8–10] with different origins. The cavitation surge is a system instability that
prevails for quite long and thin cavities, typically of the length of 75–100% of a hydrofoil
chord. No periodic detachments of large-scale cavitation clouds accompany this type of
flow unsteadiness. The unsteady cloud cavitation, on the contrary, occurs for relatively
short and thick cavities with the characteristic size of 40–60% of a chord length [8,10]. In this
case, the source of instability is intrinsic, i.e., related to the cavity itself. Such a flow regime
is characterized by the quasi-periodic shedding of large-scale cloud cavities, with the cavity
length pulsations occurring at a frequency two-three times higher than for unsteady sheet
cavitation conditions [7,11].

Two different mechanisms can govern the dynamics of unsteady cloud cavitation,
namely the re-entrant jet and shock wave propagation. The re-entrant jet moves upstream
underneath a sheet cavity due to an adverse pressure gradient along the surface of a
test body [9,12,13]. If the pressure gradient is strong enough, it forces the re-entrant jet
to impinge upon the cavity interface near its detachment line over the whole span or
perimeter of the body. This process results in cutting off most of the vapor film. The
separated part of the cavity then rolls up into a large-scale cavitation cloud due to the flow
circulation appearing around it. Then, the formed cloud cavity is convected downstream
by the primary flow, while the attached cavity starts to grow again. Next, an adverse
pressure gradient along the surface forces the re-entrant jet to move upstream and this
process repeats.

The shock wave propagation mechanism of unsteady cloud cavitation dominates,
especially for gas-vapor cavities when cavitation represents a high-void-fraction bubbly
mixture where the sound speed decreases approximately to the mean flow velocity or even
lower [14,15]. In this case, a cloud cavity collapsing downstream produces a condensation
shock that propagates upstream and pinches off a cavitation cloud, approaching the cavity
detachment region. This occurs because the void fraction upstream of the shock front is sig-
nificantly higher than the one downstream. As a result, the integrity of the attached cavity
is disrupted and the gas–vapor mixture becomes discontinuous. It is worth noting that,
despite the abundance of research on cavitation around generic symmetric foils [7,16–19],
which even cover subtle spatial distributions of mean and turbulence characteristics, there
remains a limited amount of comparative data for realistic shapes of machine and equip-
ment elements, such as guide vanes and rotor blades. In particular, further investigations
are required when the test body represents a foil shaped to replicate a 2D vane or a 3D blade,
even in scaled-down models of real full-scale hydraulic machinery. This study focuses
on the 2D scaled-down model of guide vanes featuring a symmetric cross-section. Our
hypothesis revolves around the re-entrant jet being responsible for the unsteady behavior
of cavitation, which will be demonstrated through investigation.

As shown in references [8,11,20], these different types of instabilities, namely system
(a typical example being surge cavitation) and intrinsic instabilities (for example, unsteady
cloud cavitation induced by the development of a re-entrant jet), are observed for symmet-
ric two-dimensional bodies. Intrinsic instabilities are typically characterized by Strouhal
numbers (St) ranging from 0.3 to 0.45, while system instabilities have St distributed be-
tween 0.05 and 0.2. As an illustration, Timoshevskiy M. et al. [11] have recently discovered
asymmetric spanwise variations of an attached cavity length for unsteady flow conditions
accompanied by alternating periodic cloud shedding from both sides of a hydrofoil. Accord-
ing to the numerical simulations by Decaix J. et al. [21], such an asymmetric cavity behavior
is governed by the cross instability that is responsible for the existence of an oblique mode
of cavity pulsations [22]. For these conditions, the oscillating system presumably falls into
a bifurcation region between two zones of oscillations corresponding to the two main types
of cavitation instabilities [7,10,20]. Thus, this regime is transient and the system eventually
transits to one or another zone of stable pulsations. Regimes of this nature are relatively
uncommon and present an intriguing area for exploration.

Recent experiments by Watanabe S. et al. [23] and Tsuru W. et al. [24] showed that cav-
itation inception and development significantly influence the hydrodynamic characteristics



Energies 2023, 16, 6990 3 of 16

of a hydrofoil. At higher and moderate attack angles, while the attached cavity is stable,
the lift force somewhat grows with cavitation evolution compared to the cavitation-free
case. Once the flow regime transits to unsteady cloud cavitation, the time-averaged lift
force slightly decreases but then increases again. Shed cloud cavities reaching the trailing
edge of the hydrofoil reduce the lift force. When the partial cavity manifests unsteady sheet
cavitation behavior (cavitation surge), the lift coefficient drastically drops, i.e., the so-called
lift breakdown occurs. Experimental research by Keller A. [25] was conducted to examine
the correlation between lift and drag coefficients and the cavitation number by testing vari-
ous bodies. The experimental findings demonstrated a close relationship between the lift
force and the inception of cavitation. The experiment by Watanabe S. et al. [23] mentioned
above thoroughly investigated the connection between the mechanism of lift reduction
and the unsteady behavior of a cavity around a two-dimensional Clark Y-11.7% hydrofoil.
A detailed analysis of the instantaneous frequency spectra of the lift at various angles of
attack was conducted, providing clarity on the relationship between these factors. This
indicates that cavitation dynamics have a crucial impact on the magnitude of instantaneous
values of the lift and are essential for the cavitation performance of a hydrofoil.

However, common cavitation models often appear to be incapable of the overall pre-
diction of such important features of changes in the lift/drag force related to a cavitation
pattern [26–28]. This shortcoming of numerical approaches is presumably explained by
the presence of a high number of non-universal empirical flow parameters. Unsteady
behavior of a cavitating flow may also be challenging for simulations [29,30]. Many suc-
cessful studies employing numerical simulations of unsteady cavitation mainly focused
on developing an effective modeling framework and on the analysis of various vorticity
transport mechanisms to clarify the role of cavitation effects in the evolution of vortical
structures [31–37]. Recently, the research emphasis has been on understanding the intercon-
nection between the development of forces, energy transfer, and the dynamic behavior of
cavitation, encompassing aspects such as cavity expansion, shedding, and collapse [38–40].
Therefore, in the realm of numerical modeling, a faithful replication of unsteady cavitation
phenomena is crucial in assessing hydrofoil cavitation performance. This is essential for
gaining insights into the underlying mechanism governing the interaction between forces
and cavitation detachment. In this study, we make an attempt to overcome this difficulty,
focusing on the evolution of a cavitating flow of a transient regime over a 2D hydrofoil at a
moderate angle of attack (9◦) and with high Reynolds numbers, with a special emphasis on
the evaluation of quasi-periodic forces and conditionally averaged flow characteristics.

The paper is organized as follows. Section 2 provides the necessary details on the large-
eddy simulation (LES) method. For a careful comparison of the numerical and experimental
results, we describe and use the improved methodology based on the conditional averaging
of velocity fields, which only considers data for the liquid phase [41]. Section 3 gives an
analysis of the spatio-temporal evolution of cavitation structures together with the local flow
dynamics based on the time-averaged flow velocity and turbulence characteristics. Also,
the spectral characteristics are presented associated with the mechanism of the cavitation
shedding process and lift-drag time history. Finally, we summarize our findings and make
concluding remarks.

2. Modeling and Computational Details

We study a cavitating flow over a hydrofoil at a moderate angle of attack of 9◦ and a
Reynolds number accompanied by sheet cavity detachment. The computational domain
corresponds to our recent study [42] representing a 0.43 m long channel with a rectangular
cross-section of 0.08× 0.25 m2. A 2D symmetric profile resembling a scaled-down model
of guide vanes of a Francis turbine to a scale of 1 : 13.26 is considered. The chord length
C is 100 mm and the aspect ratio is L/C = 0.8, where L = 80 mm is the foil span that is
equivalent to the width of the test section (see Figure 1). The centerline of the rotating
axis of the profile coincides with the geometric center of the hydrofoil. The investigated
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regime is characterized by two non-dimensional numbers, i.e., the Reynolds number ReC
and cavitation number σ:

ReC =
ρlU0C

µl
, σ =

p0 − pv

ρlU2
0 /2

, (1)

where ρl and µl are the density and dynamic viscosity of the operating liquid (water), U0 is
the incoming flow velocity, p0 is the reference static pressure at the test section sidewall
measured at a distance of 7C = 700 mm upstream from the leading edge of the hydrofoil
according to [42], and pv is the saturation vapor pressure of water (see Table 1). Subscripts
l and v denote the liquid and vapor phase, respectively. At a water temperature of 30 ◦C,
ρl = 995.61 kg/m3, µl = 7.978× 10−4 Pa×s, and pv = 4.24× 103 Pa (see Table 1).

Figure 1. Computational domain: a rectangular channel along 4.3C with scaled-down model of
guide vanes of a Francis turbine at a moderate angle of attack of 9◦; boundary conditions and the
coordinate system. Blow-up demonstrates the process of dynamic mesh refinement by depicting an
instantaneous vapor volume field α̃.

Table 1. Parameters of the flow regime considered in the present study.

U0 [m/s] ReC [-] p0 [kPa] pin [kPa]

10.47 1.32× 106 105.8 85.3
σ [-] ρl [kg/m3] µl [Pa×s] pv [kPa]
1.86 995.61 7.978× 10−4 4.24

2.1. Governing Equations

The cavitating flow is described within the filtered Navier–Stokes equations using the
volume-of-fluid (VOF) method as follows [43]:

∂(ρ̃ûi)

∂t
+

∂(ρ̃ûiûj)

∂xj
= − ∂ p̃

∂xi
+

∂σ̂ij

∂xj
− ∂τ̂ij

∂xj
, (2)

∂ρ̃

∂t
+

∂(ρ̃ûj)

∂xj
= 0, (3)

∂(ρvα̃)

∂t
+

∂(ρvα̃ûj)

∂xj
= R̃, (4)
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where

σ̂ij = µ̃
(∂ûi

∂xj
+

∂ûj

∂xi
− 2

3
δij

∂ûk
∂xk

)
(5)

is the viscous stress tensor and the term R̃ describes phase transitions. The tilde symbol
denotes the spatially filtered fields while the hat symbol corresponds to the Favre-averaged
quantity, i.e., ûi = ρ̃ui/ρ̃. The subgrid stresses term τ̂ij is modeled using the dynamic
k-equation subgrid-scale model [44]. Previously, we described in detail the modeling
assumptions in Equations (2)–(4) (see reference [41]). The VOF framework considers ρ̃ and
µ̃ as follows:

ρ̃ = α̃ρv + (1− α̃)ρl , µ̃ = α̃µv + (1− α̃)µl , (6)

where subscripts l and v denote the liquid and vapor phase, respectively. The vapor volume
fraction α̃ varies from 0 for the liquid phase to 1 for the vapor.

To model phase transitions, the term R̃ is expressed using the Schnerr–Sauer model [45]:

R̃ =
ρvρl

ρ̃
α̃(1− α̃)

3
Rb

sign(pv − p̃)

√
3
2
|pv − p̃|

ρl
, (7)

Rb =
( 3

4π

1
n0

α̃

1− α̃

)1/3
, (8)

where n0 is the empirical parameter corresponding to the bubble concentration per a unit
volume of liquid. We set n0 = 1.6× 1013 according to the original publication.

2.2. Numerical Details

The present numerical study was carried out using the computational code Open-
FOAM [46]. The finite volume method (FVM) is used for the discretization of the governing
equations which are solved using the interPhaseChangeDyMFoam solver. For the spatial
discretization of the diffusion terms in Equation (2), the second order central difference
scheme is applied. The convection term is discretized using the second order accurate
linear upwind differencing scheme [47]. The boundedness of the scalar field α̃ is provided
by the scheme proposed by reference [48] for the second term in Equation (4). For the time
discretization, we use the Crank–Nicolson scheme [49]. The PISO scheme, consisting of a
predictor and corrector steps, is used for the velocity-pressure coupling [50–52].

In simulations, we use unstructured computational mesh containing around 10.1× 106

nodes. The number of computational nodes increases to 20× 106 due to the dynamic
mesh refinement procedure [53], see reference [41] for more details. Given that we are
operating at a considerable distance from the Kolmogorov scale, indicating that our cell size
is not sufficiently small to precisely depict the finest flow movement scales, the numerical
methods employed to solve the discretized Navier–Stokes equations primarily possess a
dispersive nature [54]. Consequently, the establishing of mesh convergence is conducted,
and the details can be found in Appendix A. The inset in Figure 1 demonstrates the mesh
refinement procedure where the hexagonal volumes are divided into eight subvolumes
based on the local volume fraction of vapor in the range 0.4 < α̃ < 0.6. On the walls, we set
the no-slip boundary condition. The inflow velocity profile is set in agreement with the
experiments [42], while the convective boundary condition is applied at the outflow. The
inflow boundary conditions for the subgrid-scale kinetic energy ksgs and the volume vapor
fraction α̃ represent some fixed values close to zero. As for the pressure field, the Neumann
conditions are specified at all boundaries, while the pressure at the inlet cross-section at a
distance of 1.65C from the leading edge of the hydrofoil is set to pin by extrapolating the
pressure value p0 measured upstream [41]. To find pin, we integrate the known velocity
field from the experiment over the area of the inlet cross-section of the channel and get the
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change in pressure along the channel from the p0 location to the inlet cross-section of the
computational domain.

2.3. Experimental Apparatus and PIV Measurement

In this research, the experimental phase was conducted in the cavitation tunnel at the
Institute of Thermophysics SB RAS, as described previously [55]. To observe the entire
cavitating flow and analyze the integral characteristics of cavitation structures, a high-speed
Photron FASTCAM SA5 camera was utilized. For measuring the planar velocity distribu-
tions around the hydrofoil, the PIV method was employed. Comprehensive information
regarding the measurement instrumentation used for PIV implementation, processing,
and validation procedures to assess velocity vector fields, as well as the evaluation of mea-
surement uncertainties for different statistical characteristics, can be found in our recent
study [42]. In the same study, the measurement error of quantification of instantaneous
flow velocity, which is mainly caused by uncertainties in the cross-correlation processing
employed in the PIV method, was assessed. It was shown that its typical value does not
exceed 0.1 pixel for a 32× 32 pixel interrogation area, which corresponds to relative errors
of δU = 1% and 4% for particle displacements of 8 and 2 pixels, respectively (see details
in reference [55]). As the uncertainty in measuring turbulence properties is significantly
dependent on the statistical volume used for their calculation, the effect of sample size was
also considered in reference [55] and further analyzed in reference [42] for the mean velocity,
Reynolds stresses, and turbulent kinetic energy. According to reference [55], to calculate
both the time-averaged velocity and second-order moments of turbulent fluctuations in
cavitating flow, it is well sufficient to have 1500 instantaneous realizations. However, it is
not enough for the precise evaluation of higher-order statistical moments. Nevertheless,
the higher-order moments can be estimated with high confidence based on a statistic of
1700 realizations, provided that the procedure of statistical vector filtration is used (see
details in reference [56]).

3. Results

In our previous paper, we proposed a methodology for the direct comparison of PIV
and LES data based on the conditional averaging of velocity fields for certain values of α̃
given that the experimental results contain information on the liquid phase only [41]. The
conditional averaging of velocity fields is defined as:

〈ûi〉α̃th
= 〈ûi|α̃ < α̃th〉, (9)

where the averaging procedure 〈 . 〉 is only performed for samples with α̃ < α̃th in the
same spatial position, where α̃th is a threshold. Below, we employ the value α̃th = 0.25 to
compare the PIV and LES results.

3.1. Comparison with Experiments

Figure 2 qualitatively compares the PIV [11] and LES velocity fields in a similar phase
of the cloud shedding process. A good agreement in the size and position of the attached
cavity can be observed. Compared to the experimental data, LES gives information in the
regions that the cavity occurs (see Figure 2). In order to compare the time-averaged velocity
and its fluctuations profiles, we use the conditional averaging procedure described above
(see Equation (9)). As seen in Figure 3, the PIV and LES results are in excellent agreement
for cross-section 1 and closely match one another in position 2. Small discrepancies between
the numerical and experimental velocity profiles are observed in positions 3 and 4 due to
the fact that cavitation is basically present in the middle part of the hydrofoil. For position
5, low-frequency passages of cloud cavities in this region do not contribute significantly to
the evaluation of the statistical characteristics, which results in very tiny dissimilarities of
the profiles of both quantities shown in Figure 3. The overall results of the PIV and LES
showed that the proposed methods are relevant.
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Figure 2. Instantaneous velocity vector fields around the hydrofoil from PIV (A) and LES (B) at
the hydrofoil midspan. Dashed black-white vertical lines in the left image denote cross-sections
for which profiles of various turbulence quantities are presented below (denoted 1–5).The red and
gray isosurfaces in the right image indicate areas occupied by the vapor phase with α̃ = 0.25 and
0.5, respectively.

Figure 3. Comparison of PIV [11] and LES results for the streamwise component of the mean liquid
velocity (A) and its streamwise fluctuations (squared values) (B) in the five cross-sections, marked in
Figure 2, along the midspan section of the hydrofoil at x/C = −0.4, −0.2, 0.0, 0.2, and 0.4 (denoted
1–5). The numerical data are presented together in form of time-averaged ( . ) and conditionally
averaged 〈 . 〉α̃th

profiles according to Equation (9). The threshold value of α̃th is chosen to be equal
to 0.25.

3.2. Lift/Drag Force Coefficients and Conditional Averaged Characteristics

The unsteady cavitation behavior apparently causes changes in the lift and drag forces
acting on the hydrofoil. To analyse these forces, we use lift and drag coefficients, which are
defined as follows:

CL =
li f t

0.5ρlU2
0 S

, CD =
drag

0.5ρlU2
0 S

, (10)

where L and D correspond to the lift and drag forces, respectively, and S is the hydrofoil
surface area. We neglect the friction force due to its insignificant contribution at large
Reynolds numbers. Figure 4A shows a typical time history of CL and CD. Both CL and
CD oscillate periodically, with their amplitudes ranging from 0.21 to 0.84 (CL = 0.53) and
from 0.02 to 0.14 (CD = 0.08), respectively, where the overline denotes time-averaging. The
general trend of CL and CD is that both curves grow slowly from valley t1 to trough t4
(Figure 4B), then the curves decline rapidly from the peak to the end of the first cycle t∗1
(see Figure 4B). The oscillatory behaviour of these coefficients is phase-shifted on ∆ value
(see Figure 4B).
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Figure 4. (A) Evolutionof CL and CD for a long time interval. (B) Blow-up of the same evolution
curves for a shorter time interval. Dashed lines show the time-averaged values CD and CL. Red dots
denote specific time instants corresponding to the local maximum, values between the extrema and
zero, and minimum of CL. Simbol ∗ denote time instant corresponding to start of the next cycle.

Let us consider one period of oscillations of both coefficients, indicated in Figure 4B
as t1 − t∗1 , in more detail. Figure 5 shows the whole cavitation shedding process, which
begins with stage t1 (Figure 4A). The length of the attached cavity LC starts to increase and
eventually reaches 1/4 of the chord, and CL is minimal at this moment. The small region
with a negative velocity is observed in the part of the hydrofoil closest to the leading edge,
indicating the possible formation of a re-entrant jet. In Figure 5C(t1–t∗1), the Q-criterion is
used for representing the flow vortex structure. It is visible that vortices generated from the
midchord to the trailing edge of the hydrofoil are approximately the same size. At stage
t2, CL takes the value between its minimum and zero (Figure 4B) and corresponds to the
moment when a cloud cavity detaches from the cavitation sheet (Figure 5A(t2),B(t2),C(t2)).
This occurs due to the upstream movement of a re-entrant jet, which develops underneath
the attached cavity as a result of an adverse pressure gradient, leading to the cavity interface
breakdown (see Figure 5B(t2)). The shedding of the formed cloud cavity leads to a slight
increase in the size of the vortical structures in this region. This cloud cavity is advected
downstream by the primary flow to the trailing edge, where a backflow induced in the aft
part of the hydrofoil turns into the re-entrant jet. This leads to the detachment of the next
cloud cavity (see Figure 5A(t3),B(t3),C(t3)). The second cloud cavity hovers over the trailing
edge and the vertical structures in the region grow in size. In contrast to the previous stage,
stage t4 is characterized by an intensive re-entrant jet on the foil. Stage t4 corresponds to
the maximum value of CL and precedes the moment of the third shedding of the cavitation
cloud (see Figure 5A(t4),B(t4),C(t4)). Similarly to stage t4, at stage t5, the detached cloud
cavity moves downstream along the surface of the hydrofoil, leading to a decrease in CL
and an increase in the cavitation structures behind the trailing edge. Next, at stage t∗1 ,
the size of the vortex structures is decreased in a similar way as for stage t1, the formation
of a new re-entrant jet begins again in the nose part of the hydrofoil, and then the process
of cloud cavitation shedding repeats.
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Figure 5. Instantaneous isosurfaces of α̃ = 0.1–0.9 (A), velocity vector field near the hydrofoil surface
(B) and nondimensional Q = 2.5 are colored with streamwise velocity ux (C) on the hydrofoil surface
at several typical moments in one cloud cavitation shedding cycle (stages from t1 to t∗1). Simbol ∗

denote time instant corresponding to start of the next cycle.

The lift force coefficient CL acting on the upper and lower surfaces of the foil was
considered separately. The evolution of the absolute values of CLup and CLdown is shown
in Figure 6A. The curve’s behavior undergoes a change at the characteristic time points
t1 − t∗1 , indicating either a detachment of the cloud cavity (t2,t3 and t5) or the minimum
and maximum presence of cavitation on the hydrofoil surface. Based on the values of CL,
we perform conditional averaging of the fields of velocity, pressure, and vapor volume
fraction α. The conditional averaging was carried out for four characteristic times t1 − t∗1
(see Figure 7). When the extent of the attached cavity LC on the hydrofoil surface is shortest
(Figure 7C(t1)), the flow velocity in the nose part is much higher that at other times (see
Figure 7A(t1)). Meanwhile, in the aft part of the model, the flow is slowed down (see
Figure 7A(t1)). Also, the pressure is very low only in the first half of the upper part of
the foil in Figure 7B(t1). An increase in the cavitation area on the foil surface corresponds
to characteristic time t2 (see Figure 7C(t3)). The low-pressure region increases in the
streamwise direction from the leading edge to the hydrofoil midsection (see Figure 7B(t3)).
In this region, a zone of decelerated flow also appears but, near the trailing edge, the flow
speeds up again (see Figure 7A(t3)). At the characteristic time t4 the largest amount of
vapor is located on the surface of the foil (see Figure 7C(t4)). The flow decelerates from the
leading edge to the trailing one (see Figure 7A(t4)). As for the pressure, the low-pressure
region is the largest of all considered cases. A further decrease in the LC corresponds to
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time t5 (see Figure 7C(t5)). The region of reduced velocities, in turn, shifts closer to the
trailing edge (see Figure 7A(t5)), where the pressure increases (see Figure 7B(t5)).

Figure 6. Evolution of CL for a short time interval. Red dots denote specific time instants correspond-
ing to the local maximum, values between the extrema and zero, and minimum of CL.

Figure 7. Conditional average fields of streamwise velocity (A), pressure (B), and α̃ (C) for four
specific time moments: minimum t1, average value before maximum t3, maximum t4, and average
value after maximum of CL t5.

3.3. Spectral Characteristics

We carried out the analysis of the cavitating flow dynamics based on the numerical
data using the experimental images [42]. Image processing was performed along the red
dashed line (cross-section x = −0.05C) in Figure 8A. Each pixel on this line has its own
intensity i(z), which varies in the range between 0 (absolutely black) to 255 (purely white).
The mean value of i(z, n) over the time (n) is given by the following:

i(z) =
1
N

N

∑
n=1

i(z, n), (11)
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where N is the number of images corresponding to full experimental statistics, i(z, n) is
the level of intensity of the pixel with coordinate z, and time moment n. The normalized
values I(z) = i(z)/255 are averaged in a spanwise direction:

Iz =
1
nz

nz

∑
k=1

I(zk), (12)

A similar procedure was applied to the vapor volume fraction α obtained in LES. The
numerical simulation data were averaged in the x-direction (within range of−0.175C < x <
0.175C) and y-direction (0.05C < y < 0.25C). For further analysis of the cavity dynamics,
we conducted the Fourier transform of Iz and αz averaged over time and in the spanwise
direction to obtain the dominant frequencies of cloud shedding. Its results, in arbitrary
units (a.u.), are shown in Figure 8B as a function of nondenominational frequency (Strouhal
number) St = f Lmax

C /U0, where f is the cavity shedding frequency and Lmax
C = 0.56C

is the maximum streamwise dimension of an attached cavity. Low frequencies are well
reproduced by LES, which shows the dominant frequency to be StLES ≈ 0.112 which is
very close to StExp ≈ 0.106. Figure 8B also demonstrates that there is a second maximum
in the spectrum. It is observed at higher frequencies StLES ≈ 0.33, which is slightly lower
than the one in the experiment StExp ≈ 0.34. Despite insignificant differences, LES appears
to be capable of predicting the dynamics of the cavitating flow quite well. Figure 8C shows
time evolution of instantaneous vapor volume fraction αz averaged over the hydrofoil span,
indicating the presence of the two frequencies in the spectrum in Figure 8B. As shown in
Figure 5, one shedding cycle involves three cloud detachments, which is also clearly seen
in Figure 8C. Accordingly, the frequency of the higher harmonic with StLES ≈ 0.33 is three
times larger than that of the dominant one (StLES ≈ 0.112) and corresponds to a partial
detachment of cloud cavities.

The presence of two peaks in the frequency spectrum indicates the existence of two
types of instabilities in the flow. Lower Strouhal number zones correspond to cavitation
surge instability and higher St unsteady cloud cavitation, respectively. Based on the
previous investigations [7,20], the fact that the maximum length of the attached cavity
reaches Lmax

C = 0.56C indicates that unsteady cloud cavitation, induced by the presence of
a re-entrant jet, is the primary instability observed in our case.

Figure 8. (A) Snapshots captured in the experiment (bottom row) and isosurface α̃ = 0.1–0.9 from LES
(top row). (B) Frequency spectrum of intensity level Iz and the vapor volume fraction αz averaged
over time and spanwise direction and normalized by the maximum value. (C) Short time history
of the instantaneous vapor volume fraction αz averaged over spanwise direction and isosurfaces of
α̃ = 0.1–0.9 for the stages t2, t3, and t5. Simbol ∗ denote time instant corresponding to start of the
next cycle.

4. Conclusions

Large-eddy simulations of an unsteady cavitating flow around a two-dimensional
hydrofoil mimicking a guide vane of a Francis turbine to a scale of 1:13.26 were performed
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at an angle of attack of 9◦ and a high Reynolds number of ReC = 1.32× 106. We used a
finite-volume method, coupled with a dynamic mesh refinement procedure, to increase
the calculation accuracy in the flow regions where intensive phase transitions occur. To
simulate cavitation, we employed the Schnerr–Sauer model. To properly reproduce quasi-
periodic behavior of the unsteady cavitating flow, numerical results were conditionally
averaged, thus allowing the phase-by-phase tracking of the time evolution of cavitation
structures and associated flow structures. Such a modeling approach, combined with phase
averaging, made it possible to accurately validate the LES results against those measured
by PIV [11], showing excellent overall agreement between both datasets by the example
of spatial distributions of the conditionally averaged flow velocity and its fluctuations. A
comparative analysis of natural frequencies of cloud cavity shedding, obtained numerically
and experimentally through visual observations, also demonstrated the high precision and
reliability of the modelling technique. Although the models under investigation did not
take into account the compressibility effect, they still showed good agreement with the
experimental data. This serves as a starting point for further research on the impact of
second mechanism governing the dynamics of unsteady cloud cavitation, as discussed in
reference [19].

Thanks to this upgraded simulation technology, the global dynamics of the vapor
cloud shedding process was reviewed and described in more detail compared to the
available literature. The presence of vapor cavities in the flow was proven to cause an
increase in the size of large-scale vortical structures. Additionally, we demonstrated that the
re-entrant jet mechanism is typical for this regime, supported by its presence underneath
the attached cavity and the satisfactory agreement between the velocity and fluctuation
fields from the LES and experimental data. It was found that typical cavitation sheet
auto-oscillations are characterized by two dominant frequencies, where one is three times
higher than the other, thus being a higher harmonic of the latter. These two frequencies
are, respectively, attributed to two partial (a sheet cavity remains partially attached to the
hydrofoil after its interface breakup) and complete (a sheet cavity separates completely as a
whole) detachments of attached cavities, followed by the formation of cloud cavities. Given
that the current flow regime is transitional, we may assume that cavitation surge instability
contributes to the formation of the re-entrant jet, leading to an intensified adverse pressure
gradient along the foil surface, consequently causing the observed cloud cavity detachment.
Moreover, it is probable that the presence and concurrent development of cavitation surge
instability suppress the mechanism of shock wave propagation, as both phenomena are
influenced by changes in the pressure field. The presence of cavitation was correlated with
pressure fields of the flow as well as the magnitude of the resultant force acting on the
hydrofoil, based on appropriate conditionally averaged results for the selected time instants.
Taking the time history of the lift CL and drag CD coefficients into account, this force was
shown to have the greatest effect when the largest amount of vapor phase is present over
the guide vane, accordingly slowing down the flow in that region, and vice versa. When
CL decreases during a growth/reduction cycle of cavitation, the length of an attached
cavity decreases along with the overall vapor fraction, while the flow, on the contrary,
accelerates. Thus, the numerical approach employing the LES and the Schnerr–Sauer
model to simulate turbulence and cavitation, respectively, combined with the procedure
of conditional averaging, was shown to be capable of capturing the minute details of the
quasi-periodic dynamics of cavitation structures, gaining important information on the fine
features inherent to the cavitating flow, which could not be obtained otherwise:

• The simulations revealed the presence of vapor cavities leading to an increase in
large-scale vortical structures and the occurrence of a re-entrant jet mechanism;

• Two dominant frequencies in cavitation sheet auto-oscillations were identified, and their
interaction with cavitation surge instability was explored;

• The presence of cavitation structures was correlated with pressure fields and resultant
forces, revealing a significant effect on flow dynamics.
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This simulation method is a promising instrument for future numerical research to
gain insight into the physics of unsteady sheet/cloud cavitation and to develop control
methods for mitigating its negative effects.
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Nomenclature

St Strouhal number
LES large-eddy simulation
C chord length
L foil span and width of the test section
ReC Reynolds number
σ cavitation number
ρl density of the liquid (water)
µl dynamic viscosity of the liquid (water)
U0 incoming flow velocity
p0 reference static pressure
pv saturation vapor pressure of water
(̃ . ) spatially filtered quantity
(̂ . ) Favre-averaged quantity
( . ) time-averaged quantity
〈 . 〉α̃th

conditionally averaged quantity
α̃ vapor volume fraction
α̃th vapor volume fraction threshold
ui velocity component
σ̂ij viscous stress tensor
R̃ phase transitions
τ̂ij subgrid stresses
n0 bubble concentration per a unit volume of liquid
Rb mean radius of a cavitation microbubble
FVM finite volume method
ksgs subgrid-scale kinetic energy
pin pressure at the inlet cross-section
PIV Particle Image Velocimetry
CL lift force coefficient
CD drag force coefficient
S hydrofoil surface area
ti selected stage in time
i intensity of image pixel
N number of images
I normalized value of pixel image intensity
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Appendix A

To estimate the Grid Convergence Index (GCI), we investigated the solution on three
meshes and took into account the average distance to the first node from the hydrofoil
surface ∆y. The coarse mesh was static and ∆y = 2.3× 10−5, the procedure of dynamic
refinement was applied to medium mesh, so ∆y increased to 1.62 × 10−5. The same
procedure of dynamic refinement was applied to fine mesh and ∆y = 1.16× 10−5 (see
Table A1). To calculate the coefficient, we decided to consider the maximum value of the
streamwise component of the mean liquid velocity in the cross-section along the midspan
section of the hydrofoil at x/C = 0.2 (see Figure A1A).

0
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Figure A1. (A) Comparison of PIV [11] and LES results for the streamwise component of the mean
liquid velocity in the cross-section along the midspan section of the hydrofoil at x/C = 0.2 for fine
〈 SS 〉1, medium 〈 SS 〉2, and coarse 〈 SS 〉3 meshes. (B) The maximum value of the streamwise
component of the mean liquid velocity uxmax /U0 for three meshes (LES) and Richardson extrapolation
value (RE).

Table A1. Parameters of investigated meshes.

Mesh ∆y uxmax /U0

fine ( f1) 1.16× 10−5 1.24658
medium ( f2) 1.62× 10−5 1.28261
coarse ( f3) 2.3× 10−5 1.40255

For the case under consideration, the refinement ratio is r = 1.4 (see Table A1). The
convergence ratio R is in the range of 0 < R = f2− f1

f3− f2
= 0.3003 < 1, then monotonic

convergence is achieved and the Richardson extrapolation method [57] is used to estimate
the order of convergence p and the numerical benchmark (Richardson extrapolated result)
fy=0 (see Figure A1B):

p = ln[
f3 − f2

f2 − f1
]/ln[r] = 3.58, fy=0 = f1 +

f1 − f2

rp − 1
= 1.2312. (A1)

Thus, GCI is calculated for steps from meshes 3 to 2, and from 2 to 1:

GCI1,2 =
Fs|ε1,2|
rp − 1

= 1.55%, GCI2,3 =
Fs|ε2,3|
rp − 1

= 5.007%, (A2)

where ε1,2 = f1− f2
f1

is the error between two meshes and Fs = 1.25 is the safety factor

(according to Roache [57]). We are in the asymptotic range: GCI2,3
GCI1,2×rp ≈ 0.97 is close to 1,

which means we are asymptotically approaching the convergent answer.
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