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Abstract: Energy Transition is changing the renewable energy participation in new distributed
generation systems like the Local Energy Markets. Due to its inherent intermittent and variable
nature, forecasting production and consumption load profiles will be more challenging and demand
more complex predictive models. This paper analyzes the production, consumption load profile,
and storage headroom% of the Cornwall Local Energy Market, using advanced statistical time series
methods to optimize the opportunity market the storage units provide. These models also help
the Energy Community storage reserves to meet contract conditions with the Distribution Network
Operator. With this more accurate and detailed knowledge, all sites from this Local Energy Market
will benefit more from their installation by optimizing their energy consumption, production, and
storage. This better accuracy will make the Local Energy Market more fluid and safer, creating a
flexible system that will guarantee the technical quality of the product for the whole community. The
training of several SARIMAX, Exponential Smoothing, and Temporal Causal models improved the
fitness of consumption, production, and headroom% time series. These models properly decomposed
the time series in trend, seasonality, and stochastic dynamic components that help us to understand
how the Local Energy Market consumes, produces, and stores energy. The model design used all
power flows and battery energy storage system state-of-charge site characteristics at daily and hourly
granularity levels. All model building follows an analytical methodology detailed step by step. A
benchmark between these sequence models and the incumbent forecasting models utilized by the
Energy Community shows a better performance measured with model error reduction. The best
models present mean squared error reduction between 88.89% and 99.93%, while the mean absolute
error reduction goes from 65.73% to 97.08%. These predictive models built at different prediction
scales will help the Energy Communities better contribute to the Network Management and optimize
their energy and power management performance. In conclusion, the expected outcome of these
implementations is a cost-optimal management of the Local Energy Market and its contribution to
the needed new Flexibility Electricity System Scheme, extending the adoption of renewable energies.

Keywords: flexibility; local energy market; predictive sequence models; uncertainty

1. Introduction

The energy transition is boosting the integration and development of Distributed
Energy Resources (DER) in the power grid, resulting in demand and prices becoming
more unstable and less predictable than ever. The technical quality of this new electricity
generation system will face the challenge of coping with the massive entrance of new
renewable energy generation assets. The reason is renewable energy’s inherent intermittent
nature, which depends on variable meteorological conditions. Due to these limitations, new
flexibility solutions are needed. One of these solutions is named Energy Communities (EC).
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Energy Communities [1] define a grouping of renewable energy producers/consumers,
where it is essential to optimize the process of characterization of consumption and pro-
duction profiles to achieve high efficiency of electric self-consumption. At the same time,
a second objective defines obtaining benefits from trading energy surpluses generated
by the community. One successful approach to Energy Communities is the Local Energy
Markets (LEMs) [2].

Ricardo Faia et al. [3] have defined the Local Energy Market (LEM) as coordinating
decentralized energy, storage, transport, conversion, and consumption within a given local
geographical area. With automated control and demand-side management strategies, local
energy management, especially with local Heat, Ventilation, and Air Conditioning (HVAC)
production, promises to increase energy-use efficiency, reduce Greenhouse Gas (GHG)
emissions, and enhance energy independence. These new markets are based upon a fully
distributed electricity value chain, including generation, distribution, and retail. These new
players generate more complex interactions that are a current research hotspot for game
theory [4]. With the adoption of the LEM concept by the microgrids, they will become more
and more independent from the Central System. At the same time, new problems in the
grid, like congestion or lack of storage, will happen more frequently [5]. Under this further
complexity, load, renewable generation, and storage reserves forecasting models are critical
to avoid grid instability. These forecasting models will benefit all LEM participants, allow-
ing them to optimize the consumption and production of energy from system operators to
new generators like Energy Communities that are trading their surpluses in Local Energy
Markets. According to the European Union, Energy Communities are open and voluntary
and combine non-commercial aims with environmental and social community objectives.
Their aim is to optimize energy costs and minimize system management uncertainties by
adopting flexible systems that optimally utilize all available resources.

Capper et al. [6] define the purpose of Local Energy Markets (LEM) as incentivizing
small energy consumers, producers, and prosumers to exchange energy with one another in
a competitive market and to balance energy supply and demand locally. LEMs are feasible
if transaction costs fall. If so, LEMs reduce the need to expand the network and harmonize
the system.

LEMs, in general, can deliver market services like demand-side response. They can
operate in the flexibility market, including grid stability, balancing/adjustment markets,
and response-to-grid. The Peer-To-Peer (P2P) model creates an online marketplace where
prosumers and consumers can trade electricity, without an intermediary, at their agreed
price [7]. The Transactive Energy model (i.e., a dynamic balance between supply and de-
mand is maintained in the electrical infrastructure using economic and control mechanisms
that utilize value as a key operational parameter) is more suitable for the Flexibility Market.
As for market design, LEMs can operate with price signals, economic incentives, bilateral
contracts, or a competitive market. There are a few examples and publications concerning
examples of LEM implementation. After a review of the existing literature, the following
examples have been found:

• Cornwall LEM was a four-year trial (2016–2020), aligned with the 2050 net-zero
economy objective. The project was based on a flexibility solution. The partners
involved in the project were Centrica N-side Western Distribution National Grid ESO,
University of Exeter, and Imperial College London.

• The Brooklyn Microgrid case is a P2P Microgrid where quarter neighbors sell their
surpluses to other neighbors. It started in 2012 because of hurricane Sandy, during
which 3/4 of networks lost electricity. Whole-community residential panels produce
250–400 MWh each unit of small-scale capacity.

• Great Manchester Local Energy Market (GM LEM). This was a two-year project whose
mission was to reach a net-zero emission target by 2038. The project was funded by
11 partners (Bruntwood, OVOEnergy, Carbon Co-Op, Hitachi, Daikin, Regent, et al.).

• Gothenburg Communities. The project was financed by the Swedish Energy Agency
and f3 (includes universities and research institutes. Chalmers Industrileknik (CIT)
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is the host of the f3 organization. The Swedish Knowledge Centre for Renewable
Transportation Fuels. Gothenburg Communities comprise 16 municipalities, members
of the Klimatkommunerna (Climate Municipalities).

• Empower Hvaler, Norway. Empower was the European Union’s Horizon 2020 Re-
search and Innovation program based on the idea that the local market maximizes
social welfare. The consortium included Smart Innovation Østfold AS, (NO) Schneider
Electric Norge AS (NO), eSmart Systems AS (NO), Fredrikstad Energi Nett AS (NO),
University of St. Gallen (CH), Universitat Politècnica de Catalunya (ES), Malta Intelli-
gent Energy Management Agency (MT), and NewEn Projects GmbH (DE) to develop
a neighborhood energy using rooftop PV (3–5 kW) on about 100 houses, micro wind
turbines, other de-central energy production, and EVs.

• Los Molinos del Rio Aguas (LMRA). Ecological Community in Almería, Southeast
of Spain. Off-grid community-owned microgrid interconnecting solar home systems.
This LEM is based on Blockchain to exchange energy and contribute to the Commu-
nity’s social welfare, an example of prosumption. They have achieved a Leveraged
Cost of Energy (LCOE) reduction of around 30% (around 0.08 €/kWh).

In this sense, it should be indicated that LEM Regulation is still pending in most
analyzed countries like Spain, the UK, Norway, Sweden, and the United States.

The Local Energy Market is a highly flexible solution with many capabilities, but it
must be managed effectively. Predictive models help us to better anticipate the subsequent
cost-optimal actions like discharging surpluses and automating consumption at peak
electricity production hours, optimizing BESS Reserves capacity, or optimally designing
the distribution network. This research aims to improve the LEM performance by applying
advanced statistical methods such as SARIMAX, ESA, or TCM. The methods are valid
for any LEM. This analysis applies them to the Cornwall LEM dataset, as this Energy
Community has a whole set of attributes in several analytical dimensions (EPC-unit site,
DERs, BESS, appliances, EV, Bill). As the authors did not see prior forecasting models
applied to LEMs, this is the main novelty of this research.

These models will guide the Energy Community in making upward- and downward-
flexible decisions while optimally managing the storage reserves to meet the contract
Distribution Network Operator conditions. In downward flexibility, the Energy Community
will purchase energy for consumption or charge BESS at low price signals. In upward
flexibility, the Energy Community will discharge BESS and sell energy at high price signals.
The predictive sequence models will forecast Consumption, Production, and Headroom%
time series for an average site and selected site clusters from Cornwall LEM. The headroom
% definition is the residual BESS energy capacity that has not participated in PV self-
consumption [8]. The analysis compares achieved results from selected proposed models
against the current Consumption and Production incumbent forecasting model estimates
(incumbent forecasting models are the models currently used at Cornwall LEM).

This research aims to find better ways to optimize the Local Energy Market per-
formance. A more granular categorization of the consumption–production–headroom%
profile at different granularity levels will help us to optimize DERs surpluses revenues and
the storage reserves management. Our research validates this hypothesis by benchmarking
the proposed new model’s performance with existing forecasting models for an average
site or selected site clusters.

The structure of this paper is as follows. The Materials and Methods section provides
information about the LEM dataset used to build the selected sequence models. Also,
the methodology used to obtain the trained models is detailed. The Experimentation and
Results section elaborates on the statistical analysis and the main results achieved with the
Consumption, Production, and Headroom predictive models for an average site or selected
meaningful site clusters of the Cornwall LEM. The Discussion section exposes the benefits
of using these models, benchmarking their results with the incumbent forecasting model
used by the Cornwall LEM. Finally, the Conclusions section presents particular findings
and opportunities for Future Research.
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2. Materials and Methods

As presented before, there are six relevant LEM case studies: Cornwall (UK), Great
Manchester (UK), Brooklyn (USA), Gothenburg (Sweden), Hvaler (Norway), and Los
Molinos del Río Aguas (Spain). Their analysis will help to identify the proper attributes
needed to choose a particular dataset representing the main characteristic of a Local Energy
Market. The analysis compares these LEM with the main standard features:

1. Scalability (from small to significant Energy Communities).
2. LEM Type (namely Transactive Energy, Energy Community, or P2P).
3. Price Scheme (i.e., how the pricing is computed).
4. Bidding Strategies chosen (i.e., the market mechanism used to form the price, typically

Long Term Auction, Double auction Auction, Intraday Market, Power Purchase
Agreement, and Continuous Double Auction/Two-sided bidding market).

5. The Forecasting Models used.
6. Storage optimization.
7. Smart charging (to execute upward and downward flexibility).
8. Automation and Blockchain technologies implemented.

The authors selected the Cornwall Local Energy Market [9] dataset due to its attributes
and its availability. The dataset provides important features (Solar PV production and
energy consumption, among others) and different forecasting models. These models can be
used to compare new approaches and the improvements made. This is the only full dataset
that can be used as an LEM Dataset Reference. In addition, Cornwall provides a typical
example of a LEM (according to the size, scalability, and the other relevant characteristics
listed before) and has data at different time scales that allow the development of models at
different time granularity levels. Cornwall LEM is a medium-sized Energy Community
with 100 dwellings with available metadata information about their owner–occupiers.
The sites have two kinds of storage systems. In some sites, there is a Battery Energy Storage
System (BESS) that is AC-coupled, with an existing Solar Photovoltaic (PV) array + Inverter,
and in others, it is DC-coupled, with a new solar PV array. The BESS Energy Capacity was 5,
7.5, and 10 kWh, while the BESS Power Capacity was 2.5 or 3.3 kW. sonnenBatterie provided
all the equipment, including the capability to track the power flows and the state of charge
of the battery via web scraping. Users were granted access to production and consumption
forecasting model estimates. Distributed Energy Resources included PV panels and heat
pumps, and the consumption of different appliances was tracked. The LEM optimizes the
battery usage considering the Energy Community’s electric vehicles and regular storage.
The Energy Community managed the surpluses in the market, guaranteeing the storage
reserves would meet contract conditions with the Distribution Network Operation.

This Local Energy Market trial published a dataset [10] about the sites, including
energy and Battery Energy Storage System State of Charge measurements from the equip-
ment at a minute granularity level. All this information is standard in all LEM case studies
analyzed, but the site metadata is very detailed in this case. The dataset also includes
consumption and production forecasts, weather forecast measurements, the BESS specifica-
tions, and partially filled metadata, which included information about the site comprising
household information, Energy Performance Certificate (EPC), appliances, DER, electric
vehicle, and electricity bills. All these attributes will make up the analytical dimensions of
the final crossed dataset.

The Cornwall LEM dataset has an adequately documented dictionary [11]. Figure 1
depicts all energy flows. Trilemma Consulting produced several reports analyzing the
Sites Metadata [12], the Fleet Self-Consumption [13], and the BESS Utilization [8]. All that
information offers a clear insight into the Energy Community composition and how it
consumes, produces, and stores energy.
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Figure 1. Cornwall LEM power flows and state of charge stored in the dataset.

Time Series Forecasting for Renewable Energy in the solar, wind, hydropower, geother-
mal, and biomass domains apply multiple regression techniques. The aim is to build
sequence models that help manage the unit performance optimally. Algorithm categories
include advanced statistical methods, machine learning techniques, deep machine learn-
ing techniques, and new hybrid models [14–18]. At this point, the analysis developed
consumption, production, and headroom% forecasting models with advanced statistical
methods. The first hypothesis is that forecasting models of consumption, production,
and storage headroom% can be built using these methods with good performance and
do not have high computation needs (such as those required for more advanced methods
such as deep learning techniques). The inference model for consumption, production,
and storage headroom% can be integrated into low-cost Internet of Things (IoT) devices to
support a more optimal and automatic energy management [19]. The second hypothesis
focuses on improving the prediction of consumption, production and headroom models to
make more reliable decisions. For this objective, the models developed should be compared
with those currently used in the LEM.

There are a plethora of advanced statistical methods are available: Multivariate Regres-
sion, Multiple linear regression (MLR), Forward Regression, Quantile regression, Exponen-
tial Smoothing Average, Autoregressive Integrated Moving Average (ARIMA), Seasonal
Autoregressive Integrated Moving Average (SARIMA), Seasonal Autoregressive Integrated
Moving Average with eXogenous factors (SARIMAX), Non-linear Autoregressive eXoge-
nous Model (NARX), Autoregressive Fractionally Integrated Moving Average (ARFIMA),
Generalized Autoregressive Conditional Heteroskedasticity (GARCH), Maximum likeli-
hood, a Bayesian Approach, and Kernel Density Estimation (KDE), among others.

The methods chosen for this research are SARIMAX, Exponential Smoothing, and
Granger Causality–Temporal Causal methods. SARIMAX and Exponential Smoothing
methods are based on correlation. They are selected because they may decompose the
consumption, production, and storage headroom% time series in their dynamic components
(trend, seasonality, and stochastic). These methods have a descriptive ability, unlike other
more complex algorithms like Recurrent Neural Networks, Long-Short Term Memory
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(LSTM), or Gated Recurrent Unit (GRU), and they also present good accuracy and stability.
The Granger Causality–Temporal Causal method was selected to verify the cause–effect
relationship between the time series to be predicted and its predictor variables.

2.1. Time Series Forecasting

Time Series forecasting assumes that history repeats itself, and that studying the past
allows us to make better decisions in the future. The microgrid consumption kWh, produc-
tion kWh, or BESS Headroom% are time series or ordered collections of measurements taken
at regular time intervals (day, hour, half-hour, minute, or second). Voyant et al. [18] present
how different granularity levels of these series may be suitable for different purposes:
yearly for global management, e.g., capacity/network; monthly/weekly/daily/hourly for
energy management, e.g., consumption kWh/production kWh/BESS headroom% opti-
mization, or every half-hour/minute/second for power management, e.g., system safety.
Time series measures include dependent and exogenous variables (series that help to ex-
plain the series to be forecasted), events (series of recurring incidents), or interventions
(series of non-recurring incidents).

Time Series may be decomposed into the following dynamic components: trend,
e.g., ascending/descending, local/global, linear/non-linear, multiplicative, etc.; seasonal
cycles, e.g., repetitive and predictable series pattern (seasonality); non-seasonal cycles,
e.g., repetitive and possibly unpredictable series pattern (periodicity of the cycle varies over
time); pulses and steps, e.g., abrupt and sudden level changes (pulse when it is temporary,
step if it becomes permanent). Figure 2 shows the Hourly Production kWh for Cluster
1 Decomposition. Frequency graphs (left bi-dimensional and right radial) indicate the
number of cases at different levels of Production kWh. The analysis includes the outliers.
The upper image shows full Production kWh. The lower image shows the trend, seasonal,
and stochastic/irregular components decomposition of Hourly Production kWh.

Figure 2. Production kWh time series decomposition in its trend, seasonal, and stochastic components.
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2.2. ARIMA, SARIMA, and SARIMAX Methods

George E.P. Box and Gwilym Jenkins introduced the Autoregressive Integrated Moving-
Average (ARIMA) method family in 1970 [20]. This method is based on correlation and is
parameterized with two integer values: p and q. Each one of these parameters characterizes
one kind of process. The first p parameter distinguishes the P-order autoregressive pro-
cesses denoted AR(p) as linear combinations of p past observations. Parameter q identifies
q-order moving average processes denoted MA(q) as a series of q past innovations. Matt
Sosna resumes (https://mattsosna.com/ARIMA-deep-dive/#:~:text=the%20moving%20
average.-,MA%3A%20Moving%20average,lags%20in%20the%20white%20noise, accessed
on 3 October 2023) this parameter as “The second major component of an ARIMA model
is not a rolling average, but rather the lags in the white noise”. Both autoregressive and
moving average processes are represented by the following equations:

AR(p): Yt = φ1Yt−1 + φ2Yt−2 + ... + φpYt−p + εt εt: white noise

MA(q): Yt = εt + θ1εt−1 + θ2εt−2 + ... + θpεt−p εt: white noise

This way, using the following three components, ARIMA models forecast the future
based on the past.

1. AR(p) Autoregression (AR) is a regression model that uses past values as input to
predict future values.

2. I(d) Integration is the process of differencing the time series to make it stationary,
a necessary condition for using ARIMA models. They suppose the error is white noise.
Differencing involves subtracting the current values of a series from its previous values
d number of times. A Dickey–Fuller test may be run to check the null hypothesis of
the series to be stationary.

3. MA(q) Moving Average the moving average component depicts the model’s error as
a combination of previous error terms. The order q represents the number of terms
included in the model.

A necessary condition for algorithm training is the process’s invertibility, which is
the condition that allows an AP(p) process to be convertedinto an MA(1) process or an
MA(q) into an AR(1) process. This characteristic will be helpful during the identification
process. The invertibility condition is met if the parameter’s root module is inferior to the
unit (|θ| < 1). That means the current value of Yt can be developed as a linear combination
of past observations. Autoregressive autocorrelations tend exponentially to zero, meaning
that observations from the distant past have less influence than most recent observations.
The bigger |θ|, the slower the correlations will decay. This parameter is related to the
process memory. The closer it is to zero, the shorter the memory is and the less it is
dependent on the past. The innovation effect is transitory in a stationary process, but in
a non-stationary process, the consequence is permanent (the series does not return to a
constant average. If |θ| < 1, the effects are endless, and the process becomes a random
walk. If |θ| > 1, the behavior becomes explosive, and the farthest observations are more
important than the closest. This behavior is not typically seen in reality.

Identification of an ARIMA process involves using the Autocorrelation Function
(ACF) and Partial Autocorrelation Function (PACF). ACF is used to calculate the correlation
between current and past values, while PACF considers intermediate observations between
lags. The AR parameter (p) is identified using the Total ACF, and the MA parameter (q)
is identified using the PACF. Correlograms are used to identify meaningful lags where
autocorrelation is not random. The Integration (d) parameter represents the number of
differences needed to make the series stationary. To test the ARIMA model, the Ljung–Box
Q-test is used to check if residual autocorrelations are random. If p-values are bigger
than 5%, we cannot reject the null hypothesis, reinforcing our hypothesis that our model
captures the data process.

https://mattsosna.com/ARIMA-deep-dive/#:~:text=the%20moving%20average.-,MA%3A%20Moving%20average,lags%20in%20the%20white%20noise
https://mattsosna.com/ARIMA-deep-dive/#:~:text=the%20moving%20average.-,MA%3A%20Moving%20average,lags%20in%20the%20white%20noise
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ARIMA Yt = c +
p

∑
i=1

θiYt−i +
q

∑
j=1

θjεt−j + εt

ARIMA is easy to interpret, unlike other Deep Learning techniques like Recurrent
Neural Networks. They also have few parameters, which makes them easy to maintain.
Conversely, with complex data, reaching the optimal solution for p and q parameters might
be challenging.

A more powerful type of ARIMA model that tries to capture the seasonality is the
SARIMA, which stands for the Seasonal Autoregressive Integrated Moving Average. These
models explain a given time series based on its past values; either they are stationary or
non-stationary. SARIMA can be represented as the following equation:

(p, d, q)︸ ︷︷ ︸
non−seasonal

x ((P, D, Q)s))︸ ︷︷ ︸
seasonal

s: number of observations per year

SARIMA models suit stationary time series like electricity load, renewable generation,
or storage headroom%. SARIMA Models are specified by six order parameters: p, d, q, P, D,
and Q. The first three parameters represent the non-seasonal part of the model, and the
second three are the seasonal part. p represents the order of the AR term, q the order of
the MA term, and d the number of differences required to make the time series stationary;
all of them refer to the nonseasonal part of the model. P, D, and Q represent the same in
the seasonal part of the model. s represents the number of observations per year. Hence,
SARIMA models allow for differencing data by seasonal frequency and non-seasonal
differencing. SARIMA can be represented as the following equation:

Yt = c +
p

∑
i=1

θiYt−i +
q

∑
j=1

θjεt−j +
P

∑
k=1

αkYt−sk +
Q

∑
l=1

βlεt−sl + εt

Finally, we have the comprehensive form of the SARIMAX, which stands for SARIMA,
with exogenous variables. These added variables might enhance the model’s fitness.
SARIMAX can be represented as the following equation, where M is the number of exoge-
nous variables:

Yt = c +
p

∑
i=1

θiYt−i +
q

∑
j=1

θjεt−j +
P

∑
k=1

αkYt−sk +
Q

∑
l=1

βlεt−sl ++
M

∑
m=1

R

∑
r=1

γm
r Xm

t−r + εt

In this research, we have applied the following methodology to build and assess
SARIMAX models:

1. Select the dependent variable: Consumption kWh, Production kWh, or BESS Head-
room %. The Consumption kWh measures the energy consumption required to run
appliances and heat a particular site at a given time. Production kWh measures the
PV generation. Headroom% measures the storage available as a market opportunity.

2. Prepare the dependent variable (data cleansing/pre-processing activities): handle null
values with linear interpolation, detect and replace all kinds of outliers with cut-off
values, and reject variables with a quality score less than 25%.

3. Select exogenous variables and prepare for modeling (run all data cleansing/pre-
processing activities). The power flows, storage headroom%, and meteorological
measures have been selected as exogenous variables for all models. The list includes
the following: Discharge kWh, Charge kWh, Grid Export kWh, PV Charge kWh,
PV Consumption kWh, PV Export kWh, Grid Discharge kWh, Grid Charge kWh,
Grid Consumption kWh, Consumption Discharge kWh, precipitation, precipitation
probability, sunshine hours, solar irradiation, wind speed, and wind direction. These
variables are described in detail in the Experimentation and Results Section 3.
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4. Check dependent variable stationarity using residual analysis and Augmented Dickey–
Fuller test. The Augmented Dickey–Fuller test (ADF Test) checks the null hypothesis
of a series as stationary

∆Yt = Yt −Yt−1 = α + βt + γYt−1 + εt

ADF Test checks if γ = 0. If so, then Yt is a random walk. It is a stationary process
if −1 < 1 + γ < 1. This test helps us to determine integration (d and D) parameters.
Figure 3 shows the Augmented Dickey–Fuller Test applied to the Hourly Produc-
tion kWh. In this case, the natural series is stationary. The same experiment applied
to Daily Production kWh data showed non-stationarity and the need to integrate with
one difference to make it stationary.

Figure 3. Hourly Production kWh Augmented Dickey–Fuller Stationarity Test.

5. Run SARIMAX models.
6. Plot ACF and PACF correlograms for SARIMAX models to determine optimal seasonal

and non-seasonal autoregressive and moving average (p, q, P, and Q) parameters.
Analyze the overall fitness, cause and effects, and impact diagram in TCM models.

7. Diagnose and assess random residuals model using the Ljiung–Box Q-test. The Ljiung–
Box Q-test contrasts the null hypothesis that the autocorrelations of a time series are
different from zero. The null hypothesis tests’ residual errors are not random, which
implies that there is a structure in the observed series that the model does not explain.
The more random the errors, the more likely it is to be a good model. Instead of
testing for randomness on each lag, the total randomness is tested on all study lags.
Not passing this test implies not properly decomposing the time series in its trend
and seasonality components from the stochastic component.

Q = n(n + 2) +
h

∑
k=1

ρ̂2
k

n− k
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8. Analyze all correlogram lags inside the 95% confidence interval to determine more
optimal autoregressive and moving average parameters order.

9. Compute validation metrics to determine model fitness. The validation metrics are
RMSE, MSE, MAE, and R2.

10. Graph residuals and residuals Q-Q Plot to verify residuals’ stationarity and normality.
11. Compute incumbent forecasting model validation metrics (RMSE, MSE, MAE, and R2)

to determine model fitness.
12. Benchmark SARIMAX performance model improvement with incumbent forecasting

validation metrics and plot measured dependent variable vs. incumbent forecasting
model estimates vs. SARIMAX model estimates.

Exponential Smoothing Average Method (ESA)

This method is understood as a particular case of the ARIMA model -the ARIMA(0,1,1)-
presented by Holt [21] in 1954 to make predictions in data with a trend. In 1960, the
Ph.D. student Winters [22] added the seasonality component. This method is suitable for
short-term forecasting since it assigns decreasing weights exponentially as the observation
ages. In other words, recent observations are given more weight in forecasting than older
observations. Good results can be obtained when time series parameters evolve slowly.
The Exponential Smoothing Average can be represented as the following equation:

Ŷt+1 = αYt+1 + (1− α)Ŷt

α is the smoothing weight (0 < α < 1). The closer it is to 0, the less influence each
observation has on the smoothed time series, and little weight is given to the most recent
observations when forecasting.

The Exponential Smoothing Average involves using past observations in a series and
applying weighted values to make projections. Unlike other methods, it does not rely
on a theoretical understanding of the data. Instead, it forecasts one point at a time and
adjusts predictions as new data become available. This technique is especially helpful for
forecasting a series that displays a trend or seasonality.

There are several types of Exponential Smoothing Average techniques, but Brown’s
linear trend (a particular case of the Holt linear trend -series with linear trend and without
seasonality-, but with the same level and trend.) and Winters’ multiplicative (a seasonal
effect that changes depending on the magnitude of the series. The decomposition is made
by level, trend, and seasonality.) usually provide the most accurate methods.

As Exponential Smoothing Average methods are a particular case of ARIMA, we
applied the same methodology to build and assess the models.

2.3. Temporal–Causal Models

Temporal-causal modeling (TCM) is a method used to discover critical temporal
relationships in time series data. It uses a combination of Granger Causality [23] and
regression algorithms for variable selection. Introduced by sir Clive Granger [24], this
method is based on the idea that a cause should precede its effect and that past values can
help predict future values. A time series is a “Granger cause” if regressing with past values
of both is more accurate than just with past values.

An essential feature of a Temporal Causal Model algorithm is that it measures the
influence of independent variables on the dependent variable and the influence of the
dependent variable on the independent variables. The model tests the significance of this
cause–effect relationship between the production, consumption load profile, headroom%
and their predictor variables. The correlation between two variables does not imply
causation. Correlation means that two variables are related, but it does not necessarily
mean that one causes the other.
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Granger was the first to propose a causality test: the future cannot affect the past,
but the opposite might be true. The null hypothesis states that no correlation exists between
cause and effect.

Xt = α +
m

∑
i=1

βiXt−i +
n

∑
j=1

γjYt−j + ut

Yt = a +
q

∑
i=1

biYt−i +
r

∑
j=1

cjXt−j + vt

Two contrasts can be made. The easiest is to pass the test that all the Yj are jointly =
0 and the cj are jointly = 0, using the Wald test. The second is to compare the restricted
regressions and calculate whether the statistics comparing the difference between the whole
and restricted regressions are significant. This can be tested with the Ljung–Box Q-Test.

The methodology used to build and assess the temporal causal model is similar to
SARIMAX’s:

1. Select and prepare the dependent variable. The dependent variables are the Local
Energy Market Consumption kWh, Production kWh, and BESS Headroom %.

2. Select exogenous variables and prepare for modeling. The variables selected are: Dis-
charge kWh, Charge kWh, Grid Export kWh, PV Charge kWh, PV Consumption kWh,
PV Export kWh, Grid Discharge kWh, Grid Charge kWh, Grid Consumption kWh,
Consumption Discharge kWh, precipitation, precipitation probability, sunshine hours,
solar irradiation, wind speed, and wind direction.

3. Check dependent variable stationarity using residual analysis and Dickey–Fuller test
and determine d and D parameters.

4. Analyze the overall quality model by computing validation metrics (RMSE, MSE,
MAE, and R2). Analyze the test of model effects (how exogenous variables affect
the dependent variable and vice versa). Analyze inputs’ impact on the dependent
variable. Analyze input variables lags’ significance.

5. Graph residuals and residuals Q-Q Plot to verify residuals normality.
6. Compute incumbent forecasting model validation metrics to determine model fitness.

Validation metrics have been RMSE, MSE, MAE, and R2.
7. Compare TCM performance model improvement against incumbent forecasting val-

idation metrics and plot measured dependent variable vs. incumbent forecasting
model estimates vs. TCM model estimates.

The full model development was guided by the following methodology for all experi-
ments using the three advanced statistical exposed methods.

1. Data preparation and selection
The Cornwall LEM source dataset crosses the Power Flows and Storage State of
Charge of a certain site measured at minute granularity level with the site metadata
information, weather forecasts data, and incumbent forecasting model production
and consumption estimates. All analyses were created for the annual period of 1 April
2019 to 31 March 2020. Information was then aggregated daily and hourly.

2. Stationarity Analysis of Dependent Variable
The Augmented Dickey–Fuller Test has been applied to check stationarity and iden-
tify the level of integration needed. Figure 3 shows the Augmented Dickey–Fuller
Stationarity Test for hourly Production kWh.

3. Modeling and Assessment

(a) Model Identification
Produce ESA-SARIMAX correlograms. Figure 4 shows a time series correlogram
with 24 lags for an hourly time series. The correlograms present the autocorrela-
tion and partial autocorrelation functions with a 95% confidence interval.
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Figure 4. Autocorrelation (ACF) and Partial Autocorrelation Functions (PACF) for a SARIMAX
Hourly Production kWh model.

(b) ESA-SARIMAX random residual diagnosis with Ljung–Box Q-Test. Check the
absence of serial autocorrelation.

(c) Model Assessment
Validation metrics include Root Mean Square Error and Mean Square Error
(which show how close the forecasts are to the actual values), Mean Absolute
Error or an average of the absolute values of the errors across all records (it
indicates the average magnitude of error, independent of the direction), and the
coefficient of determination R2, which determines the proportion of variance
in the dependent variable that the exogenous variables can explain.

MSE =
1
n

n

∑
i=1

(Yi − Ŷi)
2 MAE =

1
n

n

∑
j=1
|Yj − Ŷj| R2 = 1− ∑n

i=1(Yi − Ŷi)
2

∑n
i=1(Yi −Y)2

4. Residual Normality Visualization
The Q-Q Plot is utilized to test Normality in Residuals of selected forecasting models.
The Q-Q plot for Consumption kWh residual is presented in Figure 5. The Quantile–
Quantile Plot helps us to compare two distributions. In the Figure, the points represent
the residual quantile distribution, while the straight line/45º reference line represents
the standard normal distribution. If the quantile distribution points follow a straight
line, the time series is normally distributed. In our case, that means the model
residuals are normally distributed.

5. Performance Benchmark
Comparison Table with validation metrics from ESA-SARIMAX-TCM models and
incumbent forecasting model for Consumption kWh and Production kWh. Data come
from the incumbent forecasting models at postcode and quarter-hourly granular-
ity levels.

6. Error Reduction Report
Comparison Table of MSE and MAE Reduction from selected ESA-SARIMAX-TCM
forecasting models and the incumbent forecasting models



Energies 2023, 16, 6996 13 of 27

Figure 5. Q-Q Plot for Residuals SARIMAX Forecasting Model.

3. Experimentation and Results

The experimentation aims to improve the Local Energy Market performance as
the main novelty in this research field. The analysis develops several SARIMAX, ESA,
and temporal–causal forecasting models that forecast the Consumption kWh, Produc-
tion kWh, and Headroom% of a LEM, applying the exposed methodology to the datasets
at daily and hourly granularity levels. The models estimate the behavior of the average
site and also the behavior in selected site clusters identified with a prior clustering process
that utilized site metadata information (especially the Electricity Performance Certificate—
EPC—information). The average site represents the mean behavior of the 100 dwellings that
make up Cornwall LEM. The selected site clusters share significant common characteristics
like site unit (especially the Electricity Performance Certificate—EPC—information), DERs,
BESS, appliances, EV, or Electricity Bill.

The exogenous variables list incorporates power flows (energies measured in kWh),
storage headroom %, and meteorological data. Table 1 describes all exogenous variables
specified in the predictive models.

The methodology states the following steps are required to tune and optimize the
hyperparameter selection:

1. Verify the stationarity of all time series with the Augmented Dickey-Fuller Test (it
checks if the dependent variable series is stationary).

2. Check if the residual autocorrelation is random; that is, if the model has captured the
data dynamic process component, e.g., trend, seasonality, and stochastic/irregular,
using the Ljiung–Box Q-Test and analyzing the residual normality with graphical
analysis and residual Q-Q Plots.

3. In SARIMAX models, ADF and PACF functions of the model that pass the residual au-
tocorrelation randomness determine the optimal p and q parameters. Significance tests
of these parameters measure their suitability. In the Time Causal Model, the Cause
and Effects test measures the parameters’ aptitude using significance tests.

4. Validate the best-selected model with RMSE, MSE, MAE, R2 metrics.
5. Benchmark with incumbent validation metrics (using RMSE, MSE, MAE, R2 metrics)

and present the error reduction in terms of MSE and MAE.
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Table 1. Exogenous variables list.

KPI Description

Discharge kWh Energy discharged from the battery

Charge kWh Energy used to charge the battery

Consumption kWh Energy consumption on the site

Grid Export kWh Energy exported to the grid

PV Charge kWh Energy from Solar PV system that is diverted instanta-
neously to BESS Charge

PV Consumption kWh Energy from solar PV system that is used instantaneously
for Consumption

PV Export kWh Energy from Solar PV system that is spilled instantaneously
to Grid Export

Grid Discharge kWh Energy from BESS Discharge that is spilled instantaneously
to Grid Export

Grid Charge kWh Energy for BESS Discharge that is supplied instantaneously
by Grid Import

Grid Consumption kWh Energy from Grid Import that is used instantaneously for
Consumption

Grid Consumption Discharge Energy from BESS Discharge that is used instantaneously
for Consumption

BESS State of Charge % (SOC) Percentage that indicates relative storage capacity

Precipitation probability % Probability of precipitation

Precipitation mm Precipitation measured in mm

Wind direction Wind direction in degrees: 0 is north, 90 is east, 270 is west)

Wind speed Wind speed measured in knots (one knot is 1.852 km/h)

Solar radiation energy density measured in J/cm² (the energy density is the
total energy delivered per unit area in Joules per square cen-
timeter, J/cm²), and sunshine duration measured in minutes
(calculated using the geographical coordinates to compute
the sun gradient and, hence, the energy density).

3.1. Models for the Cornwall LEM Average Site

The analysis starts with the model building for the average Cornwall LEM site. The ex-
perimentation table structure presents the model (dependent variable being Consump-
tion kWh, Production kWh, and Headroom %, Method (ESA, SARIMAX, or TCM), and all
validation metrics (RMSE, MSE, MAE and R2) for experimented -marked with (1)- and
incumbent forecasting methods -marked with (2)-.

a. Average site daily granularity models

Daily granularity models are trained with a dataset with 31,955 observations produced
by the 100 sites during one year (or 365 days). All time series are averaged by date to
produce the Consumption, Production, and Headroom% for the average site.

Daily Consumption kWh series is not stationary as the ADF test obtains a 0.441 p-
value. Conversely, the ADF Test of the first difference of this series has a 0.01 p-value, being
stationary at this integration level. All ESA-SARIMAX-TCM models perform correctly with
good validation metrics compared to the incumbent forecasting model. Still, only SARI-
MAX(1,1,1) × (1,0,1) passes the Ljiung–Box Q-Test, ensuring all residuals autocorrelation
are random.

Similarly, the Daily Production kWh series is not stationary, as the ADF test returns
a 0.336 p-value. The first difference is stationary, as the ADF Test of this series has a 0.01
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p-value. All SARIMAX-TCM models perform correctly with good validation metrics com-
pared to the incumbent forecasting model. On this occasion, the ESA Winters Multiplicative
model presents a slightly worse MAE than the incumbent forecasting model. Only the
SARIMAX(0,1,1) × (0,0,0) model passes the Ljiung–Box Q-Test.

Also, the Daily Headroom % series is not stationary, as the ADF test returns a 0.261
p-value. The first difference is stationary, as the ADF Test of this series has a 0.01 p-value.
SARIMAX(1,0,4) × (0,1,1) performs correctly with good validation metrics compared to the
incumbent forecasting model and passes the Ljiung–Box Q-Test.

Table 2 presents the Experimentation Table with the outcomes of different ESA, SARI-
MAX, and Temporal–Causal model experiments for the average site at the daily granular-
ity level.

Table 2. SARIMAX-EMA-TCM Daily Consumption, Production, Headroom Model Performance
Comparison Table for an average site.

Model Method RMSE(1) MSE(1) MAE(1) R2(1) RMSE(2) MSE(2) MAE(2) R2(2) ∇MSE ∇MAE

Daily
Consumption kWh

ESA Winters Multiplicative 0.909 0.826 0.672 0.944 3.173 10.071 2.173 0.301 91.80% 69.08%

SARIMAX(1,1,1) × (1,0,1) 0.909 0.827 0.662 0.946 3.173 10.071 2.173 0.301 91.79% 69.54%

SARIMAX(0,1,1) × (0,1,1) 0.562 0.316 0.427 0.979 3.173 10.071 2.173 0.301 96.86% 80.35%

Time Causal Model 0.890 0.792 0.653 0.95 3.173 10.071 2.173 0.301 92.14% 69.95%

Daily
Production kWh

ESA Winters Multiplicative 3.775 14.250 3.041 0.59 4.632 21.451 2.983 0.374 33.57% −1.94%

SARIMAX(0,1,1) × (0,0,0) 0.119 0.014 0.087 1.00 4.632 21.451 2.983 0.374 99.93% 97.08%

Time Causal Model 3.790 14.364 2.911 0.630 4.632 21.451 2.983 0.374 33.04% 2.41%

Daily Headroom %

ESA Winters Multiplicative 9.929 98.592 7.734 0.724 N/A N/A N/A N/A N/A N/A

SARIMAX(1,0,4) × (0,1,1) 2.076 4.311 1.582 0.989 N/A N/A N/A N/A N/A N/A

SARIMAX(1,0,4) × (1,1,1) 9.112 83.020 6.739 0.781 N/A N/A N/A N/A N/A N/A

Time Causal Model 9.310 86.676 7.031 0.780 N/A N/A N/A N/A N/A N/A

b. Average site hourly granularity models

Models at hourly granularity models are trained with a dataset with 765,939 observa-
tions produced by the 100 sites during one year (or 8760 h). All time series are averaged by
hour to produce the Consumption, Production, and Headroom% for the average site. All
dependent variable time series are stationary as they get an ADF test with a 0.01 p-value.

Table 3 presents the Experimentation Table with the outcomes of different ESA, SARI-
MAX, and Temporal–Causal model experiments for the average site at hourly granular-
ity level.

All ESA-SARIMAX-TCM models Consumption kWh series perform correctly with
good validation metrics compared to the incumbent forecasting model. SARIMAX(0,0,8) ×
(1,1,1) passes the Ljiung–Box Q-Test marginally but is overfitted. SARIMAX(9,0,9) × (2,1,2)

As for Production kWh all ESA-SARIMAX-TCM models perform correctly with good
validation metrics compared to the incumbent forecasting model. No model passes the
Ljiung–Box Q-Test, but SARIMAX(24,0,24) × (1,0,0) model has a correlogram with almost
all lags inside the confidence interval, meaning they are random.

SARIMAX(0,1,6) × (2,0,1) performs the best for Headroom % with good validation
metrics, but no model passes the Ljiung–Box Q-Test. There is no incumbent forecasting
model for this variable to compare the models to.
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Table 3. SARIMAX-EMA-TCM Hourly Consumption, Production, Headroom Model Performance
Comparison Table for an average site.

Model Method RMSE(1) MSE(1) MAE(1) R2(1) RMSE(2) MSE(2) MAE(2) R2(2) ∇MSE ∇MAE

Hourly Consumption kWh

ESA Winters Multiplicative 0.082 0.007 0.059 0.874 0.190 0.036 0.143 0.301 80.56% 58.74%

SARIMAX(0,0,8) × (1,1,1) 0.000 0.000 0.000 1.000 0.190 0.036 0.143 0.301 100.00% 100.00%

SARIMAX(9,0,9) × (2,1,2) 0.065 0.004 0.049 0.918 0.190 0.036 0.143 0.301 88.89% 65.73%

Time Causal Model 0.085 0.007 0.064 0.864 0.190 0.036 0.143 0.301 80.56% 55.24%

Hourly Production kWh

ESA Brown’s Linear Trend 0.16 0.026 0.087 0.928 0.344 0.118 0.171 0.668 77.97% 49.12%

SARIMAX(3,0,2) × (2,0,0) 0.032 0.001 0.017 0.997 0.344 0.118 0.171 0.668 99.15% 90.06%

SARIMAX(3,0,2) × (1,0,0) 0.036 0.001 0.019 0.996 0.344 0.118 0.171 0.668 99.15% 88.89%

SARIMAX(24,0,24) × (1,0,0) 0.033 0.001 0.017 0.997 0.344 0.118 0.171 0.668 99.15% 90.06%

SARIMAX(3,0,1) × (2,0,0) 0.033 0.001 0.017 0.997 0.344 0.118 0.171 0.668 99.15% 90.06%

SARIMAX(3,0,1) × (2,0,2) 0.033 0.001 0.017 0.997 0.344 0.118 0.171 0.668 99.15% 90.06%

Time Causal Model 0.109 0.012 0.065 0.966 0.344 0.118 0.171 0.668 89.83% 61.99%

Hourly Headroom %

ESA Brown’s Linear Trend 2.454 6.023 1.518 0.991 N/A N/A N/A N/A N/A N/A

SARIMAX(0,1,6) × (2,0,1) 0.358 0.128 0.247 1.000 N/A N/A N/A N/A N/A N/A

SARIMAX(5,1,6) × (2,0,1) 0.757 0.573 0.520 0.999 N/A N/A N/A N/A N/A N/A

SARIMAX(0,1,6) × (3,0,2) 2.150 4.623 1.449 0.993 N/A N/A N/A N/A N/A N/A

Time Causal Model 0.860 0.740 0.526 1.000 N/A N/A N/A N/A N/A N/A

3.2. Models for Meaningful Cornwall LEM Site Clusters

The second level of ESA, SARIMAX, and Temporal Causal model experiments was
built for selected meaningful clusters obtained with site metadata, power flows, and storage
information. A couple of clustering models were built at daily and hourly granularity
levels. All modeling settings share the same pre-selected input variables (main site features,
power flows, and storage headroom% at different granularity levels).

Pre-selected input variables list includes the dwelling form (detached, semi-detached,
mid-detached, others), dwelling type (bungalow, house, others), floor area, existent DERs
(solar PV, solar thermal, biomass boiler, air source heat pump, ground source heat pump,
diverter-heat recovery-immersion water heat pump, BESS type capacity (6 combinations
of AC/DC systems with 5, 7.5 or 10 kWh capacity), existent appliances (fridge, freezer,
dishwasher, washing machine, oven, TV, heating characteristics (boiler or heat pumps
type, fuel, and if it is electric or not). The clustering methods were the standard k-Means,
Kohonen Networks, or the Two-Stage.

a. Selected cluster daily granularity models

The best target of sites for our estimation purposes of Daily Consumption kWh, Pro-
duction kWh, and Headroom % has been cluster 4. The best cluster cohesion was obtained
with k-Means and 5 cluster composition. Cluster cohesion and separation are measured by
calculating the average (B − A)/max(A, B) overall records. A is the record’s distance from
its cluster center, and B is the distance from the nearest cluster center it does not belong to.
K-Means with 5 clusters got the highest 0.3 cohesion and separation metric, meaning a fair
clustering according to Kaufman and Rousseeuw [25] as it is shown in the Figure 6.

Figure 6. Daily Cluster Cohesion & Separation.
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Cluster 4 has a size of 16% (6659 records) of the whole dataset at daily granularity
level and the following profile:

• Most meaningful inputs: Heating Electric/Non-Electric, TV, Freezer, Fridge, Ground
source heating pump, Air source heating pump, Solar PV, Floor Area, Dwelling Type,
Consumption kWh

• Dwelling Type: bungalow, house
• Floor Area: mostly big (350–400 m2) with a small portion of small dwellings (0–100 m2)
• DER: they have mostly PV panels, air source heat pump, and ground source heat pump
• Appliances: fridge, freezer, TV
• Heating: all of them have Electric Heating
• Power Flows and BESS Headroom% (measured at site and date level):

– Consumption kWh: It ranges between 0 and 157 kWh. The highest frequency is
at 110 kWh.

– Grid Consumption kWh: it ranges between 0 and 153 kWh. The highest frequency
at 90 kWh

– Grid Import kWh: it ranges between 0 and 153 kWh. The highest frequency at
90 kWh

– PV Consumption kWh: it ranges between 0 and 28.65 kWh. The highest frequency
at 7 kWh

– Production kWh: it ranges between 0 and 84.7 kWh. The highest frequency at
40 kWh

– Headroom: it ranges between 0.047 and 100%. The highest frequency is between
40 and 90

– Grid Charge kWh: it ranges between 0 and 27.96 kWh. The highest frequency at
27 kWh

– Discharge kWh: it ranges between 0 and 23.61 kWh. The highest frequency at
24 kWh

– Consumption Discharge kWh: it ranges between 0 and 23.6 kWh. The highest
frequency is at 23 kWh.

– Grid Export kWh: it ranges between 0 and 56.51 kWh. The highest frequency at
12 kWh

– PV Export kWh: it ranges between −0.57 and 56.51 kWh. The highest frequency
at 12 kWh

– PV Charge kWh: it ranges between 0 and 17.07 kWh. The highest frequency at
11 kWh

– Charge kWh: it ranges between 0 and 28.11 kWh. The highest frequency at
27 kWh

– Grid Discharge kWh: it ranges between 0 and 27.96 kWh. The highest frequency
at 5 kWh

Daily granularity models are trained with a dataset with 6659 observations produced
by cluster 4 dwellings (16% of the total dataset) during one year. The daily Consumption
kWh series for cluster 1 is not stationary, as the ADF test gets a 0.537 p-value. On the other
hand, the ADF Test of the first difference of this series has a 0.01 p-value, being stationary
at this integration level. All ESA-SARIMAX-TCM Consumption kWh models perform
correctly with good validation metrics compared to the incumbent forecasting model, as
shown in Table.

Table 4 presents the Experimentation Table with the outcomes of different ESA, SARI-
MAX, and Temporal Causal model experiments for Cluster 4 at the daily granularity level.

SARIMAX(1,0,6) × (0,1,1) in Figure 7 shows the best validation metrics for Daily
Consumption kWh in July 2019 and passed the Ljiung-Box Q-Test. Figure 8 exhibits
the residual plot, and Figure 9 the Q-Q Plot, which verifies the residual stationarity and
normality in the same period.
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Figure 7. SARIMAX(1,0,6) × (0,1,1) Daily Consumption Forecast for Cluster 4 vs. Incumbent Forecast
Model vs. Real by Day of Week. July 2019.

Similarly, Daily Production kWh for cluster 4 series is not stationary as the ADF test
returns a 0.370 p-value. The first difference is stationary, as the ADF Test of this series
has a 0.01 p-value. All SARIMAX-TCM models perform correctly with good validation
metrics compared to the incumbent forecasting model. On this occasion, the ESA Winters
Multiplicative model presents a slightly worse MAE than the incumbent model. Only
SARIMAX(0,1,2) × (0,0,0) model passed the Ljiung–Box Q-Test and achieved good valida-
tion metrics.

Table 4. SARIMAX-EMA-TCM Daily Consumption, Production, Headroom Model Performance
Comparison Table for Cluster 4 sites.

Model Method RMSE(1) MSE(1) MAE(1) R2(1) RMSE(2) MSE(2) MAE(2) R2(2) ∇MSE ∇MAE

Daily Cluster 4
Consumption kWh

ESA Winters Multiplicative 0.958 0.917 0.730 0.771 5.332 28.434 4.634 −6.21 96.77% 84.25%

SARIMAX (1,0,6) × (0,1,1) 0.498 0.248 0.394 0.942 5.332 28.434 4.634 −6.21 99.13% 91.50%

SARIMAX (2,1,6) × (1,0,1) 0.871 0.758 0.663 0.822 5.332 28.434 4.634 −6.21 97.33% 85.69%

Time Causal Model 0.980 0.960 0.718 0.790 5.332 28.434 4.634 −6.210 96.62% 84.51%

Daily Cluster 4
Production kWh

ESA Winters Multiplicative 3.307 10.937 2.680 0.567 3.880 15.056 2.657 0.396 27.36% −0.87%

SARIMAX(0,1,2) × (0,0,0) 0.185 0.034 0.123 0.999 3.880 15.056 2.657 0.396 99.77% 95.37%

SARIMAX(0,1,2) × (1,0,0) 2.247 5.047 1.759 0.809 3.880 15.056 2.657 0.396 66.48% 33.80%

Time Causal Model 3.230 10.433 2.445 0.633 3.880 15.056 2.657 0.396 30.71% 7.98%

Daily Cluster 4
Headroom %

ESA Winters Multiplicative 11.053 122.179 8.677 0.701 N/A N/A N/A N/A N/A N/A

SARIMAX(0,1,1) × (0,0,0) 4.554 20.739 3.555 0.950 N/A N/A N/A N/A N/A N/A

SARIMAX(0,1,1) × (1,0,1) 7.685 59.06 6.606 0.860 N/A N/A N/A N/A N/A N/A

Time Causal Model 9.971 99.416 7.882 0.759 N/A N/A N/A N/A N/A N/A
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Figure 8. SARIMAX(1,0,6) × (0,1,1) Residuals. Blue line is the residuals time series and green line is
the smoothing average time series which measures the residuals stability.

Also, the Daily Headroom % series for cluster 4 is not stationary, as the ADF test
returns a 0.459 p-value. The first difference is stationary, as the ADF Test of this series has a
0.01 p-value. SARIMAX(0,1,1) × (0,0,0) had the best validation metrics compared to the
incumbent forecasting model and passed the Ljiung–Box Q-Test.

b. Selected cluster hourly granularity models

Clustering models at hourly granularity level were trained with the same pre-selected
input variables as in the daily models. After training with K-Means, Kohonen Networks,
and the Two-Stage clustering algorithm, the best cluster cohesion was obtained with K-
Means and 5 cluster composition. K-Means with 5 clusters achieved a 0.4 cohesion and
separation metric, meaning a fair clustering according to Kaufman and Rousseeuw [25].

The best target of sites for our estimation purposes of Consumption kWh, Produc-
tion kWh, and Headroom % at this granularity level is cluster 1, which has a size of 64.8%
(506,676 records) of the whole dataset at the hourly granularity level and the following profile:

• Most meaningful inputs: Heating Electric/Non-Electric, TV, Freezer, Fridge, Ground
source heating pump, Air source heating pump, Solar PV, Floor Area, Dwelling Type,
Headroom.

• Dwelling Type: bungalow, house.
• Floor Area: the highest frequency with 300–350 m2.
• DER: they have mostly PV panels and ground source heat pump.
• Appliances: fridge, freezer, TV.
• Heating: they have mostly Electric Heating.
• Power Flows and BESS Headroom% (measured at site and hour level).

1. Consumption kWh: It ranges between 0 and 16 kWh. The highest frequency at
16 kWh.

2. Grid Consumption kWh: It ranges between 0 and 16 kWh. The highest frequency
is at 16 kWh

3. Grid Import kWh: It ranges between 0 and 16 kWh. The highest frequency at
16 kWh
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4. PV Consumption kWh: It ranges between 0 and 5.3 kWh. The highest frequency
is at 4.2 kWh

5. Production kWh: It ranges between 0 and 11.2 kWh. The highest frequency is at
7 kWh

6. Headroom: It ranges between 0.047 and 100%. The highest frequency is between
20 and 90%

7. Grid Charge kWh: It ranges between 0 and 3.47 kWh. The highest frequency is
at 1.5 kWh

8. Discharge kWh: It ranges between 0 and 3.34 kWh. The highest frequency is at
3.2 kWh

9. Consumption Discharge kWh: It ranges between 0 and 3.33 kWh. The highest
frequency is at 3.2 kWh

10. Grid Export kWh: It ranges between 0 and 9.95 kWh. The highest frequency is at
6.2 kWh

11. PV Export kWh: It ranges between -0.038 and 9.95 kWh. The highest frequency
is at 6.2 kWh

12. PV Charge kWh: It ranges between 0 and 3.03 kWh. The highest frequency is at
3.2 kWh

13. Charge kWh: It ranges between 0 and 3.5 kWh. The highest frequency is at
1.5 kWh

14. Grid Discharge kWh: It ranges between 0 and 3.21 kWh. The highest frequency
is at 2.2 kWh

Figure 9. SARIMAX(1,0,6) × (0,1,1) Daily Consumption Residuals Q-Q Plot July, 2019.

Hourly granularity models are trained with a dataset with 506,676 observations pro-
duced by Cluster 1 (size: 64.8%). Hourly Consumption kWh, Production kWh, and Head-
room % are all stationary time series, as their ADF test achieves a 0.01 p-value. All ESA-
SARIMAX-TCM Consumption kWh models perform correctly with good validation metrics
compared to the incumbent forecasting model. Figure 10 shows the models computed for
July 2019. SARIMAX(0,0,2) × (1,1,1) passed the Ljiung–Box Q-Test with the best validation
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metrics, but it is overtrained (no bias in all partitions datasets tried). On the other hand,
Figure 11 presents SARIMAX(9,0,9) × (2,1,2) model with a reasonable validation metric.

Figure 10. SARIMAX(0,0,2) × (1,1,1). Hourly Consumption kWh moel for cluster 1, July 2019.

The Q-test is not available for this experiment, but just a few lags outside the correlo-
grams’ interval confidence. Residual Analysis and Residuals Q-Q Plot show visual evidence
of stationarity and normality of model SARIMAX(9,0,9) × (2,1,2) in Figures 12 and 13.

Figure 11. SARIMAX(9,0,9) × (2,1,2). Hourly Consumption kWh model for cluster 1, July 2019.
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Figure 12. SARIMAX(9,0,9) × (2,1,2) Residuals Hourly Consumption Cluster 1.

Figure 13. SARIMAX(9,0,9) × (2,1,2) Residuals Q-Q Plot Hourly Consumption kWh Cluster 1.

Table 5 presents the Experimentation Table with the outcomes of different ESA, SARI-
MAX, and Temporal–Causal model experiments for the average site at the hourly granular-
ity level.
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Table 5. SARIMAX-EMA-TCM Hourly Consumption, Production, Headroom Model Performance
Comparison Table for Cluster 1 sites.

Model Method RMSE(1) MSE(1) MAE(1) R2(1) RMSE(2) MSE(2) MAE(2) R2(2) ∇MSE ∇MAE

Hourly Cluster 1
Consumption kWh

ESA Winters Multiplicative 0.095 0.009 0.070 0.870 0.213 0.045 0.163 0.339 80.00% 57.06%

SARIMAX(0,0,2) × (1,1,1) 0.000 0.000 0.000 1.000 0.213 0.045 0.163 0.339 100.00% 100.00%

SARIMAX(9,0,9) × (2,1,2) 0.065 0.004 0.049 0.918 0.213 0.045 0.163 0.339 91.11% 69.94%

Time Causal Model 0.098 0.010 0.075 0.864 0.213 0.045 0.163 0.339 77.78% 53.99%

Hourly Cluster 1
Production kWh

ESA Brown’s Linear Trend 0.163 0.027 0.090 0.927 0.350 0.123 0.174 0.667 78.05% 48.28%

SARIMAX(3,0,4) × (2,0,1) 0.027 0.001 0.015 0.998 0.350 0.123 0.174 0.667 99.19% 91.38%

SARIMAX(22,0,22) × (2,0,1) 0.027 0.001 0.015 0.998 0.350 0.123 0.174 0.667 99.19% 91.38%

SARIMAX(8,0,8) × (2,0,1) 0.032 0.001 0.017 0.997 0.350 0.123 0.174 0.667 99.19% 90.23%

Time Causal Model 0.112 0.013 0.067 0.966 0.350 0.123 0.174 0.667 89.43% 61.49%

Hourly Cluster 1
Headroom %

ESA Brown’s Linear Trend 2.529 6.397 1.559 0.991 N/A N/A N/A N/A N/A N/A

SARIMAX(2,1,2) × (2,0,1) 0.426 0.182 0.291 0.994 N/A N/A N/A N/A N/A N/A

SARIMAX(3,1,3) × (2,0,2) 0.835 0.698 0.580 0.999 N/A N/A N/A N/A N/A N/A

Time Causal Model 0.932 0.868 0.579 0.999 N/A N/A N/A N/A N/A N/A

Similarly, Hourly Production kWh SARIMAX-TCM models perform correctly with
good validation metrics compared to the incumbent forecasting model. On this occa-
sion, the ESA Winters Multiplicative model presents a slightly worse MAE than the in-
cumbent model. No identified SARIMAX model passed the Ljiung–Box Q-Test. SARI-
MAX(3,0,4) × (2,0,1) achieved the best validation metrics.

The best model identified for the Headroom % was the SARIMAX(3,1,3) × (2,0,2),
which achieved the best validation metrics and passed the Ljiung–Box Q-Test.

4. Discussion

As mentioned previously in existing literature on this subject, the authors found no
published predictive models on LEM, aside from the Cornwall LEM trial. Most of the LEM
study cases reviewed and studied were trials that did not publish their data or forecasting
results. This situation was the main reason to start this research with the published open
Cornwall LEM dataset. Thus, no previous work on applying automatic learning techniques
in LEMs exists. Therefore, the models developed in the Cornwall test will be used as a
reference framework to compare the results obtained in the trial (incumbent models) with
those developed in this research. The results are described below, comparing the resulting
metrics with those published with the reference dataset.

The best ESA-SARIMAX-TCM models present high fitness rates compared to actual-
observed time series. However, not all have decomposed the dependent variable time
series in their trend, seasonal, and stochastic components. The research compares the
ESA-SARIMAX-TCM models’ performance with the incumbent forecasting model for
Production kWh and Consumption kWh (no BESS Headroom% incumbent forecasting
model included in the Cornwall LEM dataset). The ESA-SARIMAX-TCM performs better
with the annual dataset (from April 2019 to March 2020) than the incumbent forecasting
models in most cases. This accuracy improvement may optimize the surplus trading and
the BESS reserves, which may help to justify an investment business case.

Tables 2 and 3, validation metrics (RMSE, MSE, MAE, and R2) compare ESA-SARIMAX-
TCM models’ performance with an incumbent forecasting model for an average site at daily
and hourly intervals. The last two columns of this table present the MSE and MAE reduction.

At the daily granularity level, the selected model for Consumption kWh exposes a
91.79% MSE reduction and 69.54% MAE reduction over the incumbent forecasting model’s
MSE and MAE. The Best Production kWh produced a 99.93% MSE reduction and 97.08%
MAE reduction. Consumption and Production kWh have appropriately identified the data
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dynamic process at this granularity level. No incumbent forecasting model is available for
headroom%, so a comparison is not available.

Figure 4 presents the validation metrics from ESA-SARIMAX-TCM models’ perfor-
mance and the incumbent forecasting model to benchmark for selected site clusters from
Cornwall LEM. Daily models for target cluster 4 and hourly models for target cluster 1
use common site characteristics (site, DERs, BESS, appliance, power flows, BESS state of
charge) computed at respective granularity levels.

The best daily Consumption kWh model for site cluster 4 exhibits a 99.13% MSE
reduction and 91.50% MAE reduction over the incumbent forecasting model’s MSE and
MAE. The best Production kWh model for site cluster 4 displays a 99.7% MSE reduction
and 95.37% MAE reduction. Both Consumption and Production kWh models properly
decompose the data dynamic process at this granularity level.

The best Consumption kWh model for cluster 1 at the hourly granularity level pro-
duces a 91.11% MSE reduction and 69.94% MAE reduction over the incumbent forecasting
model’s MSE and MAE. Best Production kWh shows a 99.19% MSE reduction and 91.38%
MAE reduction. At this granularity level, the models for cluster 1 have not passed the
Ljiung–Box Q-test to reject the existence of residual autocorrelation for a fixed number of
lags of these dependent variables. However, a deeper residual analysis and residuals Q-Q
Plot has not shown clear evidence of residual autocorrelation. It decomposes the dynamic
data process if the study uses more profound methods that may help unveil non-linear
relationships between the dependent variable and its inputs.

Considering the above results, the authors conclude that the proposed forecasting
models are better than the present models used in the Cornwall LEM. This way, the starting
hypothesis formulated in the Introduction section is validated. This better knowledge of
the consumption–production load profile categorization may help with the LEM optimize
management. The research has analyzed the impact of this accuracy improvement on the
BESS reserves’ capacity to meet DSO contract conditions and avoid fines. Also, the models
can be applied to create different After Diversity Maximum Demand scenarios to optimize
the investment in the distribution network.

Although the forecasting models’ outcomes outperformed the incumbent forecasting
models, the authors must recognize several limitations:

1. Dataset variability: different data attributes collected at every Energy Community
may contribute to the model comparison.

2. Weather forecast information: Consumption and production depend heavily on
meteorology. Weather forecast quality and granularity are critical issues in forecasting
power flows.

3. Price signals information: It is necessary to count on a fourth forecasting model:
the price signals forecasting model. That way, the LEM will understand when to
charge the BESS inexpensively and when to discharge with the highest profit for the
Energy Community.

The accuracy and stability of these consumption and production categorization mod-
els may be improved with new non-linear shallow learning or deep learning method
sequences. The non-linear shallow methods to be tested may include Random Forest or
eXtreme Gradient Regressor, and deep learning methods such as a Hybrid Model of Con-
volutional Neural Networks and Recurrent Neural networks (Long Short-Term Memory
Networks—LSTM—or Gated Recurrent Unit -GRU-), Bayesian neural networks or Trans-
formers in Sequence like N-Beats [15,17,26–35]. These deep learning techniques unveil
non-linear relationships, and the scientific community is developing new hybrid models
for forecasting photovoltaic power like the models created by Guanoluisa et al. [36] using
Bayesian optimization in the hyperparameters setting. It should be tested whether the
memory associated with Deep Learning Sequence Models may facilitate Transfer Learning
thanks to its spatial–temporal feature extraction capabilities. If this is the case, a model
trained in a region will be relatively useful for the model to be trained in another region.
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Another interesting study is to mix high-frequency (minute granularity) actual con-
sumption and production data with half-hourly non-linear forecasting consumption models.
A more detailed understanding of the consumption of the Cornwall LEM will help the
Energy Community to optimize market decisions or manage the storage reserves optimally
to meet contract conditions with the Distributed System Operator.

5. Conclusions

This paper uses time series models to characterize the production and consumption
profiles of the facilities associated with a particular type of Energy Community, named the
Local Energy market or LEM. There are few existing projects/deployments of this type of
LEM, so it is a new field of study in which this paper aims to provide the first solution to
the problems of consumption/production optimization using machine learning algorithms.
These algorithms are naturally used in environments where the data time is very relevant
due to the causality between the different data in the considered time intervals or gaps.
However, for LEMs, no similar work has been found.

To optimize the consumption and production in a LEM, we first need to obtain reli-
able models that can predict the corresponding profiles and the efficiency of the battery’s
use. To achieve the model, this paper analyzes Consumption kWh, Production kWh,
and Headroom % of the Cornwall Local Energy Market 100-dwelling Energy Commu-
nity. The research has analyzed the Cornwall LEM dataset [10] and developed forecasting
models for an average site and selected target site clusters. Models built with ESA, SARI-
MAX, and Temporal–Causal advanced statistical methods show a better performance
benchmarked with the incumbent forecasting model at daily and hourly granularity levels.

As mentioned by Voyant C. et al. [18], disposing of forecasting models is important to
the consumption, production, and storage reserves needed to optimize the performance
of an Energy Community, and also a LEM. This paper remarks on the necessity of these
models to guarantee the reliability of an electrical system based on renewable energies.
Furthermore, energy management is scaled in terms of monthly, weekly, or daily granularity
levels to optimize production, consumption, trading in day-ahead markets, and network
operation. Finally, the power management is scaled at an ultra-frequency granularity level,
minute or second scale, to guarantee the system’s safety. Models at that prediction scale
are suited for real-time monitoring, ramping events, balance markets, or BESS reserves
optimization. This paper presents several models that consider these granularity levels (at
least, granularity data collected in the Cornwall dataset).

It can concluded that this research has demonstrated performance improvement in
model accuracy and stability, hence the possibility of optimizing LEM surplus trading,
BESS reserves capacity, or the distribution network investment.

In future work, more artificial intelligence algorithm techniques (such as those men-
tioned above) can be employed and implemented in LEMS deployments. These implemen-
tations will allow the automation of optimization processes in consumption and production
profiles not only in a theoretical way, but also in a practical way, integrating smart devices
into PV installations.
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