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Abstract: Computer-vision-based separation methods for coal gangue face challenges due to the
harsh environmental conditions in the mines, leading to the reduction of separation accuracy. So,
rather than purely depending on the image features to distinguish the coal gangue, it is meaningful to
utilize fixed coal characteristics like density. This study achieves the classification of coal and gangue
based on their mass, volume, and weight. A dataset of volume, weight and 3_side images is collected.
By using 3_side images of coal gangue, the visual perception value of the volume is extracted (ExM)
to represent the volume of the object. A Support Vector Machine (SVM) classifier receives (ExM)
and the weight to perform the coal gangue classification. The proposed system eliminates computer
vision problems like light intensity, dust, and heterogeneous coal sources. The proposed model was
tested with a collected dataset and achieved high recognition accuracy (KNN 100%, Linear SVM
100%, RBF SVM 100%, Gaussian Process 100%, Decision Tree 98%, Random Forest 100%, MLP 100%,
AdaBosst 100%, Naive Bayes 98%, and QDA 99%). A cross-validation test has been done to verify the
generalization ability. The results also demonstrate high classification accuracy (KNN 96%, Linear
SVM 100%, RBF SVM 96%, Gaussian Process 96%, Decision Tree 99%, Random Forest 99%, MLP
100%, AdaBosst 99%, Naive Bayes 99%, and QDA 99%). The results show the high ability of the
proposed technique ExM-SVM in coal gangue classification tasks.

Keywords: coal; coal gangue; SVM; object classification; volume visual perception; separation system

1. Introduction

Coal as a primary fossil energy source is still in high demand globally with around
38.5% of the global power sources and around 90% of China’s fossil energy source [1].
The coal mining process goes through different phases, one of which is to separate coal
ore from coal gangue which not only increases production efficiency but also helps with
environmental protection [2–4]. Therefore, it has been an open research topic since the
early beginning of using coal in the industry which attracted researchers’ attention and
led to many works and several separation techniques varying from manual to mechanical.
Manual separation relies on the expertise of workers in distinguishing coal and gangue
based on weight differences and visual appearance, but it faces main restrictions involving
workers’ health hazards, low production rate, and high time consumption. Mechanical
techniques on the other hand improved the efficiency of the separation process but led
to environmental hazards [2,5,6]. Overall, traditional separation techniques share the
same bases of identifying physical characteristics to carry out the recognition process
in different procedures, such as visual characteristics (color, texture, shape, . . . ) [7–11],
structural characteristics (density, thermal, . . . ) [12], and others.

Artificial intelligence provides useful solutions in most industrial fields. In the mining
industry, plenty of new intelligent tools proved great benefits of using this technology [13]
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in coal gangue recognition and separation systems, artificial intelligence adds efficient
tools that can merge the abilities of the expert workers (vision sense) using computer
vision with mechanical abilities (Robotics) for fast separation resulting in production
increment [10,11,14].

The analysis of coal and gangue characteristics throughout the development of separa-
tion systems leads to different work implementation directions, some separation systems
perform image geometric texture features extraction to classify Coal/Gangue, and the
geometric features are usually extracted from ordinary images, either by using image pro-
cessing techniques [5,15–18] or by using neural network [7,19–23]. There are several works
in this direction and promising results were achieved, M. Li and K. Sun [20], proposed
the use of LS-SVM as the base and grayscale with texture as the features, the experiment
used (500) images of four kinds of Coal/Gangue from two different mines and achieved
around (98.7%, 96.6%, 98.6%, 96.6%) recognition accuracy. Dongyang Dou et al. [24],
present a Relief-SVM method to perform the coal gangue classification, 12 color features,
and 7 textural features were extracted and the Relief-SVM method was employed to find
the optimal features and build the best classifier for coal and gangue recognition. The
paper tests the coal gangue under several conditions including dry clean surface, wet
clean surface, dry surface covered by slime, and wet surface covered by slime. The mean
accuracy ranged from 95.5–97% and 94–98%. Qiang Liu et al. [25], proposed an improved
YOLOv4 algorithm to perform coal gangue classification, the results of the experiment
came out with an accuracy rate and recall rate around 94% and 96% respectively. Feng
Hu et al. [26], present multispectral spectral characteristics combined with 1D-CNN to
build the recognition method of coal and gangue, by collecting multispectral information
of coal and gangue then with the average value of each wavelength position to obtain the
spectral information of the whole band, then using SGD with 1D-CNN to build the model,
the results came with 98.75% accuracy. However, there are influential severe factors such
as visual appearance similarities of coal and gangue, source heterogeneity, dust, and light
intensity [2,27–29], which affect the geometric features extraction process making it tricky.
Therefore, researchers sought to find immune factors that do not affect by these influential
factors such as X-ray imaging and thermal imaging.

Eshaq, R.M.A. et al. [27], studied the use of thermal images in classifying coal and
gangue and how immune thermal images are against influential factors, image processing
was applied for feature extraction with an SVM classifier giving a good classification
result with 97.83% accuracy. M S Alfarzaeai et al. [2], also addressed the use of thermal
images with convolutional neural network to perform coal gangue recognition, the results
showed that using thermal images lead to immunity against coal gangue classification
issues such as visual appearance similarities, dust, light intensity, and source heterogeneity,
results came out with 97.75% accuracy. Feng Hu, and Kai Bian [30], developed a model
using CNN with thermal images for coal gangue separation reaching 100% classification
accuracy with 192 training samples and 48 testing samples of similar size and shape. Bohui
Xu et al. [31], addressed the thermal behavior of two mineral-type coal gangues under
different temperature conditions, and investigated by heating treatment of kaolinite-type
coal gangue and illite-type coal gangue based on thermal analysis, X-ray diffraction (XRD),
infrared spectroscopy (IR), and scanning electron microscopy (SEM). The experimental
results showed good potential benefits of using thermal radiation for coal gangue separation
purposes.

Using thermal images is subject to the surrounding environment’s temperature and
needs a heating process to neutralize it, making thermal imagining solutions suitable in
some parts of the industry such as power stations and big steel factories [2,27]. One factor
that is immune to external influences and gives an excellent result at the same time is
density. Substance density is the critical factor that distinguishes every substance from
others. Coal and gangue, as different substances, certainly have different densities which
is an excellent factor to distinguish between them [32,33]. Different approaches were
approached to predict the density of samples, such as using X-ray imaging to visualize
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the density of the samples. Yi Ding Zhao, Xiaoming He [34], addressed the use of X-ray
with the acquisition of ray signal and image processing analysis, the method was able to
recognize coal from gangue with high accuracy; however, these techniques need a huge
power supply and should be contained in special containers to prevent the bad influence of
X-ray on the worker’s health [35]. X-rays however, come with some limitations regarding
pseudo medium coal with light reflection which is falsely classified as gangue leading to
waste of raw coal, Lei He et al. [36] addressed this problem and proposed a dual-view
visible light image recognition method that traces the pseudo medium waste coal and
identifies it with accuracy reached 95%.

Other approaches use computer vision with laser techniques to perform volume predic-
tion and consequently calculate the density based on volume weight relationship [18,32,33].
However, the laser scanning speed is slow and difficult to utilize in the production line,
therefore once again computer vision techniques and neural networks provide solutions for
volume prediction. Previous works applied computer vision and neural networks to mea-
sure the volume of food or agricultural products such as fruit [37], apple [38], egg [39–42],
beans [43], tomato [44], abalone [45], and ham [46,47]. Reviewing these works shows that
they are not suitable for coal gangue situations, as these works depend on the regular
geometric shape in calculating the volume, unlike the shape of coal ore; therefore, it was
important to look for new technologies that serve the purpose of calculating the density of
irregular shape objects. Chen Zhang et al. [32] presented a method to separate coal from
gangue based on the density after measuring the volume and the weight using a device that
uses a laser with CCD camera during the movement of the samples in the production line
using Laser triangulation equations. The experiment has shown that this method is suitable
for the recognition of coal and gangue with a size bigger than 10 cm3, with a separation
accuracy of up to 60%. W.Wang and C.Zhang [33] present a new method to separate gangue
from coal based on density calculated from volume using three-dimensional (3D) laser
scanning technology based on the laser triangulation method and weight using WOM
technology. Xiaojie Sun et al. [48] present a side height calibrated shape from a shading
algorithm for volume prediction; they work with samples with sizes of 50 mm to 300 mm,
and the proposed algorithm focused on the volume prediction but was not tested with coal
gangue separation, there are no results to show the accuracy of the proposed algorithm.

Based on the foregoing, this paper presents a method for coal gangue classification
using computer vision algorithms with an SVM classifier. The contribution of this paper
focuses on giving the machine the ability to use visual sensors to estimate the ore volume
and apply it with weight to classify coal and gangue, the proposed method is robust against
the aforementioned influential factors by estimating sample volume perception using three
images taken with respect to three different positions. The proposed method takes into
consideration the relation between object visual perception in the images and the object’s
real volume value in the classification based on volume weight relationship. Weight On
Motion (WOM) [33], is used to measure the coal gangue weight, then with the extracted
volume perception value(ExM), the SVM classifier performs the classification task which
will be called ExM-SVM model.

The development in this work goes in the following steps:

• Collecting the dataset of coal gangue samples by measuring the real volume val-
ues using the water displacement method in the lab, and weight values with an
electronic scale.

• Comparing several classifiers with the real values dataset to view the classification
accuracy which will be the test reference for the efficiency of the predicted values.

• Building 3_Side images dataset of the coal gangue samples to extract the volume
perception feature (ExM) as a replacement of the real volume values.

• Developing the feature extraction functions that will provide ExM-SVM with predicted
values to do classification, and test it with the cross-validation dataset.
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• Testing the (ExM) values dataset in two testing steps (full dataset testing, and cross-
validation dataset testing) and observing the accuracy of coal gangue classification
using the same classifier’s test that was used with the real volume values.

• Comparing the proposed work with related works and driving out the conclusion.

2. Materials and Methods

Density of an object is defined as the mass of the object divided by its volume, it is a
measurement of the substantial amount that an object contains per unit volume through
the Equation (1) [33], where P represents the density of the substance.

P =
mass

volume
g

cm3 (1)

Density is beneficial for recognizing different materials, the coal gangue density is between
1.7–1.9 g/cm3, whereas the main component of coal is an organic matter and the density of
concentrate coal is 1.3–1.5 g/cm3 [33]. Density can be driven out by volume and weight. As the
Weight On Motion (WOM) technology provides accurate weight [32,33]; Therefore, only volume
needs to be predicted. Although it is difficult to obtain accurate volume measurements because
of the irregularity of coal and gangue shapes; However, it’s not necessary to get accurate values
of mass and volume as long as density measurement results’ error holds in a certain range that
can still achieve separation between them. Although the predicted volume could suffer from
prediction errors, it can reflect the difference in real density between coal and gangue. The
efficiency of this principle appears in mines where experts manually separate coal from gangue,
when it’s difficult to identify an ore type just by looking, the expert worker holds the ore in hand
to tell whether it’s coal or gangue. the expert’s accumulated experience helps him to connect the
estimated volume and weight of the ore.

Therefore, to simulate this ability in machines, two major sensors are essential, volume
measurement, and weighing sensors. There are many studies and applied products that use
mechanical weighing such as quantitative weighing systems applied to tobacco production lines
and dynamic weighing technology of vehicles, therefore weighing won’t be an issue in coal
mining production lines. The volume prediction technique in this paper is driven by the concept
of volume visual perception, and the recognition system consists of two steps, first volume
visual perception is represented by an existing value ExM, then classification based on the
sample weight and ExM value using the suitable classifier. The first part of the system was done
by estimating the volume perception in the 3 Side images of the sample and extracting a feature
that describes it using image processing functions, the second part which is classification was
done using the SVM model. The recognition system uses three cameras to take 3_Side Images
of samples through the production line and uses weight on motion (WOM) [33] technology
to measure the weight during sample movement on transmission lines, Figure 1 shows the
scenario of the separation system working mechanism.

1- Feeder
2- Transmit belt
3- Weight on motion (WOM)
4- Transmit belt
5- Transmit belt
6- Horizontal camera
7- Vertical camera
8- By side camera

1

2

3

4
5

12

13

7

8

6

9

10
11

a
b

14

9- Computer
10- Mechanical

movement
controller

11- Shutter
a) Open
b) closed

12- Ore container 1
13- Ore container 2
14- Coal and coal

gangue samples

Figure 1. Separation System parts and separation scenario.
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2.1. Dataset Collecting

The dataset was built using 40 samples of coal and gangue (20 coal, 20 gangue),
Coal/Gangue samples were collected from Bituminous coal, produced in Shanxi Province
west China, and the experiments were conducted at CUMT labs. The real volume of the
samples is measured using the water displacement technique by submerging them inside a
measured container to measure water volume, then samples volume was determined using
the Equation (2):

Sv = WAv − WBv (2)

where Sv is the sample’s real volume, WAv is the water volume with the sample inside
it, and WBv is the water volume before submerging the sample inside it. Table 1 shows
the real volume measurement of the 40 samples alongside with weight measurement of
every sample which was measured using an electronic weight scale. In order to perform
volume prediction, 3 Images of samples were captured in different positions (Top, Side,
and front) to connect the volume value with the visual perception in the images this dataset
called 3_Side images, leading to an increase in the dataset into 810 3_Side Images (451 coal,
358 gangue) in a total of 2430 images, Figure 2 shows the Image acquisition stand. Some
samples had fewer 3_Side Images than others because of the irregular shape which had
them unable to stand firmly on the capturing flat board such as sample C2 (9 of 3_Side
Images) as described in Table 1.

Figure 2. Capturing Stand Prototype with three USB cameras positions in three sides Top_Side,
Front_Side and Left_Side, coal gangue sample, and the Acquisition Interface.

Table 1. Volume in cm3 and Weight in g real measurements for coal and gangue using physical
methods with 3_side images.

Coal Gangue

No Vcm3 Wg
3_Side
Images
NO

No Vcm3 Wg
3_Side
Images
NO

No Vcm3 Wg
3_Side
Images
NO

No Vcm3 Wg
3_Side
Images
NO

C1 680 1090 22 C11 1470 2020 22 G1 160 0.440 16 G11 1.12 3.200 25
C2 360 455 9 C12 1580 2325 22 G2 780 2.020 21 G12 1.74 7.305 21
C3 1200 1255 28 C13 1640 2480 28 G3 400 1.060 0 G13 1.01 3.285 21
C4 820 990 17 C14 2060 2875 25 G4 410 1.105 18 G14 0.82 2.930 19
C5 1380 1720 33 C15 1110 1625 25 G5 380 1.055 10 G15 1.20 4.005 0
C6 1580 2160 28 C16 3090 3545 30 G6 520 1.360 26 G16 1.14 3.170 20
C7 540 975 25 C17 720 0905 0 G7 280 0.730 18 G17 0.80 2.170 19
C8 480 620 26 C18 1260 1765 26 G8 520 1.370 19 G18 1.02 2.700 21
C9 1250 1645 24 C19 2220 3165 20 G9 300 0.780 18 G19 0.64 1.835 18

C10 1120 1340 17 C20 1030 1855 25 G10 350 1.065 19 G20 1.54 4.165 29
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The use of three images to estimate a good perception of the object volume came from
the fact that irregular shapes can hide gaps in the shape that reduce the volume, in Figure 3,
the Left Side position of the sample has a hidden cavity that is not noticed with the other
two images, so the third image comes to show this hidden side of the sample and helps to
evaluate the volume perception more accurately.

Figure 3. Samples 3_Side images showing the cavity problem.

2.2. Classifier Selection

For classification tasks, there are several classifiers that vary in the classification
methods such as support vector machine which proved solid abilities with small and
medium datasets, here in the experiment classification model (ExM-SVM) is used to classify
coal and gangue based on the measured weight and volume. For the purpose of finding the
suitable classifier, several classifiers were tested (“Nearest Neighbors”, “Linear SVM”, “RBF
SVM”, “Gaussian Process”, “Decision Tree”, “Random Forest”, “Neural Net”, “AdaBoost”,
“Naive Bayes”, and “QDA”) from the scikit-learn 1.1.3 documentation [49], Table 2 shows
the classifiers configuration based on the sklearn details, they have been tested with the
collected real measurements of the 40 coal gangue samples volume and the weight to
compare the efficiency of the classifiers based on the accuracy and consumed runtime [50],
the dataset divided into training group with 70% and testing group with 30%.

Figure 4 shows the results of the different classifier’s Decision Boundaries Display
with the Accuracy and Time of training and testing the classifiers, it’s clear that linear_SVM,
RBF_SVM, and Gaussian Process achieved 100% of classification accuracy with acceptable
classification time, while the rest of the classifiers vary in the classification accuracy and
timing. The classifiers show excellent classification results with the real measurements as a
result of the linear nature of the data and the clear separatable hyperplane, although, these
results lead us into using SVM classifiers, determining the suitable classifier will be based
on the results using the extracted features (ExM) from the 3_side images later, during the
two phases of training with the whole dataset and with the cross-validation test.

Table 2. Sklearn classifiers configuration details.

Name Sklearn Classifier ID Classififer Configration

Nearest Neighbors KNeighborsClassifier (n_neighbors = 3)
Linear SVM SVC (kernel = “linear”, C = 10)

RBF SVM SVC (kernel = “rbf”, C = 100.0, degree = 2,
gamma = ’auto’)

Gaussian Process GaussianProcessClassifier (1.0 * RBF(10.0))
Decision Tree DecisionTreeClassifier (max_depth = 5)

Random Forest RandomForestClassifier (max_depth = 5, n_estimators = 10,
max_features = 1)

Neural Net MLPClassifier (alpha = 1, max_iter = 1000)
AdaBoost AdaBoostClassifier (default)

Naive Bayes GaussianNB (default)
QDA QuadraticDiscriminantAnalysis (default)
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Figure 4. Real Data of volume and weight values visualization of the two classes (Coal in blue and
gangue in Red), trained and tested with “Nearest Neighbors”, “Linear SVM”, “RBF SVM", “Gaussian
Process”, “Decision Tree”, “Random Forest”, “Neural Net”, “AdaBoost”, “Naive Bayes”, and “QDA”
with the decision boundaries display, classification accuracy in a scale of (0–1) and time in seconds.

2.3. Volume Visual Perception (ExM)

Volume can be described as the amount of space occupied by the object in the image.
Despite this, the image shooting angle cannot describe the volume with three dimension
occupation as described in Figure 3 due to the hidden cavity problem which hides portions
of space that are considered occupied while it is not. So in this study, three different images
are used to describe the object volume by calculating the size of the object in every image
with the mean of pixels number that the object occupies in the images. 3_side images pass
through an image processing function that calculates the existence of the sample in the
image (ExM), which will be used as a reflection of the volume in the classification step
with the classifiers instead of the volume real values. To generate the (ExM) value out of
the images which are input as RGB images first it has been converted from RGB image into
grayscale using the Equation (3):

GP = 128 − 0.148R − 0.291G + 0.439B (3)

The main principle in this work is object detection and background removal to isolate
the object’s presence. This presence is then calculated by counting the pixels, and the
obtained value replaces the real volume value in the separation model. Object detection
and background removal here is done by detecting object edge lines using Canny Edge
detector [51], the result is the image with only the edges of the object with some small
objects which could occur during the edge detection process, the fill object function from
scikit-image applied to fill the gaps, this gives us an image with two values, either zero for
background or ones for the filled objects [52], late the small unwanted objects are detected
by specific threshold size equal to 50 pixels, so under this threshold size objects will be
removed, Figure 5 shows the steps of background removing for one 3_side image sample,
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as it mentioned the final output image is an array of ones and zeros values which help the
work of estimating the volume perception by counting the ones in the array Equation (4).

Figure 5. Image background removing steps: input images (3-side images), Edge detection, gap
filling, and unwanted objects removal.

Since the generated images are zero-one images this will reduce the calculation time
by only counting the nonzero values in the image. The images are ready for calculating
the (ExM) value of every image which will be the feature that replaced the volume values
in the classification step, (ExM) value represents the volume perception in the images by
calculating the nonzero pixels of the output image from the last step for the three images
and producing the mean of the nonzero pixels of the three images compared to the total
number of the pixels in the three images, Equations (4) and (5) explain the calculations of
the (ExM).

Ex = count(none_zero pixels)
w.h

Ex =
w−1
∑

i=0

h−1
∑

j=0

f (i,j)
w.h

(4)

where Ex represents the object occupation percentage compared to the total image size
represented by w.h (width, height), f (i, j) the pixel nonzero value, and (i, j) is the index of
the pixel in the image. later the mean value of the three images Top_side (T), Left_side (S),
and Front_Side (F):

ExM = (
Ex(T) + Ex(S) + Ex(F)

3
) ∗ 100 (5)

by now the volume perception in the three images is represented with (ExM) value, later
to reduce the difference in the correlation between the extracted value and the sample
weight value, the (ExM) value is multiplied by 100, this procedure increased the efficiency
of the (ExM) value. Table 3 shows some of the (ExM) extracted values alongside the real
volume(R_V) and weight(R_W) values.
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Table 3. Sample of the (ExM) values with respect to the real values.

Sample_ID R_V R_W ExM

G16 1.14 3.170 8.337319302721089
G10 0.35 1.065 0.6109605300453514
G6 0.52 1.360 2.6894221230158732
C7 0.54 0.975 3.7986288265306124

C13 1.64 2.480 10.372156675170068
C20 1.03 1.855 8.832243835034014
C9 1.25 1.645 7.457527281746032
C5 1.38 1.720 8.611908304988662

2.4. Evaluation Metrics

The classifiers are evaluated using a classification report from sklearn-metrics li-
brary [49], where the report presents a set of calculations that show the accuracy of the
classification, and the effectiveness of the classifier, Precision, recall, F1-score, accuracy,
macro average, and weighted average are factors to measure the classifier performance,
the cases that any class prediction can come with are either True Positive TP where the
predicted class 1 and actual class is 1, True NegativeTN where the predicted class is 1 but
actual class is 0, False Positive FP where the predicted class is 0 where the actual class is 1,
and Flase negative FN where the predicted class is 0 and the actual class is 0. The support
value is the sample size of each class in the training dataset. In binary classifications such as
coal and gangue, the accuracy is used to measure how well the classification test correctly
predicts the classes among the total predictions so it is defined as the ratio between the
number of correct predictions and the total number of predictions, Equation (6):

ACC =
TP + TN

TP + FP + FN + TN
(6)

While accuracy measures the true predictions in total, precision, and recall are used to
evaluate the class’s predictions, and precision measures the ratio of the true predictions of
positive class TP to the total predictions in positive class which is TP and FP the prediction
of each class is individually by measuring the ratio of the true positive predictions to the
class support number which is the TP and the FP, Equation (7):

Precision =
TP

TP + FP
(7)

In the other hand, Recall measures the ratio of the True predictions of the positive
class TP to the actual positive class which could be TP and FN, Equation (8):

Recall =
TP

TP + FN
(8)

F1-score is used to measure the harmonic mean of the precision and recall values and
is driven by the Equation (9)

F1 − score = 2 ∗ precsion ∗ recall
precsion + recall

(9)

The macro average is the arithmetic average of classes evaluation method precision,
recall, and F1-score, so in binary classification, F1-score has (F1_0 and F1_1) then the macro
average of F1-score driven with Equation (10):

macro_avg(F1 − score) =
F1_0 + F1_1

2
(10)

The weighted avg is the arithmetic average of the classes evaluation method with
respect to the weight of each class support (WS), let’s take the F1-score weight average for
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example, first, calculate the WS of each class and then calculate the mean of the classes
F1-scores multiplied by there WS, Equation (11):

WS_0 =
support_0

support_0 + support_1

WS_1 =
support_1

support_0 + support_1

Weighted_avg(F1 − score) =
(F1_0 ∗ WS_0) + (F1_1 ∗ WS_1)

2
(11)

3. ExM-SVM Model Training and Testing

After collecting and preparing the dataset of the 3_side images and driving out the
(ExM) value, it is time to test the efficiency of the extracted value as a replacement of the
real volume value in the classification task by conducting the previous classifier test but
with the (ExM) value rather than the volume, and compare the results of the different
classifiers classification accuracy alongside the time of the classifier training and testing.

3.1. Experiment Platform

The experiment was done with a hardware platform that comes with CPU A10 PRO-
7800B R7, 12 Compute Cores 4C + 8G 3.50 GHz with 4.00 GB installed memory (RAM)
and graphic card NVIDIA Quadro K2000 with 2 GB memory data rate (Total available
graphics memory 4060 MB, Dedicated video memory 2048 MB GDDR5, Shared system
memory 2012 MB), Windows 10 Enterprise 64-bit Operating System, x64-based processor,
this platform demonstrates the ability of work with ordinary equipment, for capturing the
3_Side images, three USB cameras with 1920 * 1080 resolution, 30 FPS and 70◦ viewing
angle mounted in three positions (Top, Side, front) on a capturing stand prototype, Figure 2
shows the capturing stand with the cameras positions. The software platform used an
anaconda environment to install python 3.7, and also for image processing scikit-image,
PIL, MatplotLib, Sklearn, and OpenCV libraries were used.

3.2. Training and Testing Classifiers

Testing the efficiency of the proposed solution is done by repeating the test in Section
2.2 with different classifiers, similar test with a similar classifiers configuration is done
again using the extracted (ExM) values instead of the volume real value, for training the
classifiers the dataset divided into 70% for training and 30% for testing. The dataset here is
no longer 40 sample values instead of that the generated (ExM) with a total of 810 values
(451 for coal and 359 for gangue) which are the total number of the 3_side images of 37
samples out of 40 where 3 samples were considered as damaged samples and didn’t involve
in the 3_side images acquisition step, Table 1 shows the damaged samples (C17, G3, and
G15) with 0 of 3_side images number, so the training will have 70% of the 810 (567 training
dataset 342 coal, 225 gangue) and testing will have 30% of the 810 (243 testing dataset 109
coal, 134 gangue). The results of training the classifiers with the (ExM) values came with
a noticeable increase in the classification accuracy Figure 6 shows the classification of the
classes and the Decision Boundary Display produced by every classifier applied to the
test group, and Table 4 shows the classification record for every classifier alongside the
classification accuracy and the Time using classification_report for (y_test, y_pred) where
y_test is the real classes in the test group and y_pred is the predicted classes using the
respective classifier.
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Figure 6. Input Data (ExM) value and weight values visualization of the two classes ( Coal in blue and
gangue in Red), training and testing of “Nearest Neighbors”, “Linear SVM”, “RBF SVM”, “Gaussian
Process”, “Decision Tree”, “Random Forest”, “Neural Net”, “AdaBoost”, “Naive Bayes”, and “QDA”
with the decision boundaries display, classification accuracy in a scale of (0–1) and time in seconds.

The classification report generated the precision, recall, F1-score, false prediction (F-P),
macro avg, and weighted avg of every classifier training and testing, and the accuracy of
the classification is driven using these factors, the support indicates the test group samples
in the two classes and in total where the Time here indicates the time of classifier training
and testing. It is noticeable that the training and testing using the (ExM) values achieved
higher accuracy than the training with the real value, this is because the number of the
training records with (ExM) is much bigger than the real values exactly 567 (ExM) values
compared to 28 real values of training dataset which allow the classifiers to gain more
accuracy in the classification of the classes, although the results vary because of dataset
size it clearly shows the ability of the different classifiers and gives us the ability to choose
between the different classifiers.

Table 4. Classification Report of different classifiers trained and tested with ExM values, values of
precision, recall, F1-score, accuracy, macro avg, and weighted avg are in an average scale of (0–1),
where time in seconds.

Classifier Precision Recall f1-Score F-P Suport Accuracy Time

0 1.00 1.00 1.00 0 109
Nearest 1 1.00 1.00 1.00 0 134

Neighbors macro avg 1.00 1.00 1.00 243 1.00 0.0131
weighted avg 1.00 1.00 1.00

Linear SVM

0 0.99 1.00 1.00 0 109
1 1.00 0.99 1.00 1 134

macro avg 1.00 1.00 1.00 243 1.00 0.00195
weighted avg 1.00 1.00 1.00
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Table 4. Cont.

Classifier Precision Recall f1-Score F-P Suport Accuracy Time

RBF SVM

0 1.00 0.99 1.00 1 109
1 0.99 1.00 1.00 0 134

macro avg 1.00 1.00 1.00 243 1.00 0.00200
weighted avg 1.00 1.00 1.00

0 1.00 0.99 1.00 1 109
Gaussian 1 0.99 1.00 1.00 0 134
Process macro avg 1.00 1.00 1.00 243 1.00 5.702

weighted avg 1.00 1.00 1.00

Decision Tree

0 0.98 0.98 0.98 2 109
1 0.99 0.99 0.99 2 134

macro avg 0.98 0.98 0.98 243 0.98 0.00100
weighted avg 0.98 0.98 0.98

0 1.00 1.00 1.00 0 109
Random 1 1.00 1.00 1.00 0 134

Forest macro avg 1.00 1.00 1.00 243 1.00 0.0156
weighted avg 1.00 1.00 1.00

Neural Net

0 1.00 1.00 1.00 0 109
1 1.00 1.00 1.00 0 134

macro avg 1.00 1.00 1.00 243 1.00 0.299
weighted avg 1.00 1.00 1.00

AdaBoost

0 1.00 1.00 1.00 0 109
1 1.00 1.00 1.00 0 134

macro avg 1.00 1.00 1.00 243 1.00 0.0757
weighted avg 1.00 1.00 1.00

Naive Bayes

0 0.99 0.97 0.98 3 109
1 0.98 0.99 0.99 1 134

macro avg 0.98 0.98 0.98 243 0.98 0.00100
weighted avg 0.98 0.98 0.98

QDA

0 1.00 0.98 0.99 2 109
1 0.99 1.00 0.99 0 134

macro avg 0.99 0.99 0.99 243 0.99 0.00199
weighted avg 0.99 0.99 0.99

3.3. Cross Validation Test

Although the test of (ExM) values shows excellent results with the classifier test and
proved that the proposed model can achieve coal gangue classification with high accuracy,
this test does not show the generalization ability of the proposed model with new data,
this is because the classifier training data splitting was through the whole 40 coal gangue
samples which may work like a similar category where the weight values could be shared
with different (ExM) values. So to strengthen the confidence in the generalization ability
of the proposed model the dataset will be separated based on the different weights of the
samples to test the ability of the model to classify new samples with a new weight range.
The testing dataset will be chosen with samples weight within the weights range, so it
should be greater than the lowest trained weight and lower than the highest trained weight
to keep the range of the tested weight within the boundary of the trained category.

The samples C5 (33 3_side images), C15 (25 3_images), G6 (26 3_images), and G13
(21 3_images) were isolated from the whole dataset with a total of 105 3_images as cross-
validation group to test the generalization ability, the results came with high classification
accuracy vary between 96% and 100% with the different classifiers in the test Figure 7.
These results indicate beyond reasonable doubt that the proposed model can perform the
classification task with the new data within the same size range of the samples used in the
experiment and also the ability to retrain the classifiers within a short time during the daily
work in case of new sizes are noticed and retraining is needed as it is clear with the timing
of the different classifiers in Table 5 that shows the timing of the training and testing of the
classifiers with the total dataset.
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Figure 7. ExM value and weight values visualization of the two classes (Coal in blue and gangue in
Red), Cross-validation test for “Nearest Neighbors”, “Linear SVM”, “RBF SVM”, “Gaussian Process”,
“Decision Tree”, “Random Forest”, “Neural Net”, “AdaBoost”, “Naive Bayes”, and “QDA” with the
decision boundaries display, classification accuracy in a scale of (0–1) and time in seconds.

Table 5. ExM values cross-validation test, values of precision, recall, F1-score, accuracy, macro avg,
and weighted avg are in an average scale of (0–1), where time in seconds.

Classifier Precision Recall f1-Score F-P Suport Accuracy Time

0 1.00 0.91 0.96 4 47
Nearest 1 0.94 1.00 0.97 0 58

Neighbors macro avg 0.97 0.96 0.96 0 105 0.96 0.0030
weighted avg 0.96 0.96 0.96 0

Linear SVM

0 1.00 1.00 1.00 0 47
1 1.00 1.00 1.00 0 58

macro avg 1.00 1.00 1.00 0 105 1.00 0.0019
weighted avg 1.00 1.00 1.00 0

RBF SVM

0 1.00 0.91 0.96 4 47
1 0.94 1.00 0.97 0 58

macro avg 0.97 0.96 0.96 105 0.96 0.00208
weighted avg 0.96 0.96 0.96

0 1.00 0.91 0.96 4 47
Gaussian 1 0.94 1.00 0.97 0 58
Process macro avg 0.97 0.96 0.96 105 0.96 13.057

weighted avg 0.96 0.96 0.96

Decision Tree

0 1.00 0.98 0.99 1 47
1 0.98 1.00 0.99 0 58

macro avg 0.99 0.99 0.99 105 0.99 0.00099
weighted avg 0.99 0.99 0.99



Energies 2023, 16, 2064 14 of 18

Table 5. Cont.

Classifier Precision Recall f1-Score F-P Suport Accuracy Time

0 1.00 0.98 0.99 1 47
Random 1 0.98 1.00 0.99 0 58

Forest macro avg 0.99 0.99 0.99 105 0.99 0.0115
weighted avg 0.99 0.99 0.99

Neural Net

0 1.00 1.00 1.00 0 47
1 1.00 1.00 1.00 0 58

macro avg 1.00 1.00 1.00 0 105 1.00 0.276
weighted avg 1.00 1.00 1.00 0

AdaBoost

0 1.00 0.98 0.99 1 47
1 0.98 1.00 0.99 0 58

macro avg 0.99 0.99 0.99 105 0.99 0.0546
weighted avg 0.99 0.99 0.99

Naive Bayes

0 1.00 0.98 0.99 1 47
1 0.98 1.00 0.99 0 58

macro avg 0.99 0.99 0.99 105 0.99 0.00100
weighted avg 0.99 0.99 0.99

QDA

0 1.00 0.98 0.99 1 47
1 0.98 1.00 0.99 0 58

macro avg 0.99 0.99 0.99 105 0.99 0.00172
weighted avg 0.99 0.99 0.99

4. Results Discussions

Estimating the volume visual perception rather than calculating the exact volume
of the objects is the technique that is presented here in this work, so making a common
comparison is restricted to common factors such as classification accuracy and classification
timing. The proposed work considers the hardware resources to be at the minimum level
during the experiments as shown in the hardware platform details, which also drives the
comparison with high structure techniques in the base of the requirement needs alongside
the accuracy and timing. The increase in the accuracy results with the ExM values generated
from the 3_side images increased the confidence in the efficiency of the proposed method.
The results in the cross-validation test increased the confidence in the generalization ability
of the model making the proposed method suitable with new data.

Table 6, shows the three steps of the experiment and the accuracy and timing to the
matter of comparing the performance of the different classifiers in the classification of coal
and gangue, the results show that Linear SVM classifier achieved the highest accuracy in
the three steps with decent timing.

The timing measurement with the different coal gangue classification methods differ
based on the technique used where in the case of the need for preprocessing the input data
to extract the needed features, this lead to extra time consumed in the image processing
step such as the proposed algorithm here in this work the preprocessing step takes around
0.4 seconds with every three images of the 3_side image, comparing to the fact that with
other classification methods such as the ones that use convolutional neural networks to
provide the feature extraction within the structure of the network leading to reduce the
execution time, Alfarzaeai et al. [2] addressed the time consumption difference between
the CNN model and SVM model with feature extraction; this has been an advantage of
using convolutional neural networks algorithms but in the other hand using high structure
algorithms needs more resources like using YOLOv4 algorithm [25] which needs a high
GPU and Memory to execute the training of the model. So the comparison bases comparing
the performance of this work with previous works shall be based on the accuracy of the
classification; Table 7 shows the details about some of the previous works and explains the
methods applied and the accuracy of each work.
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Table 6. Sklearn classifiers accuracy with real volume values, ExM values, and Cross-Validation test.

Real Value Testing ExM Value Testing ExM Cross-Validation Testing

Classifier Accuracy Accuray Time (s) Accuray Time (s)

Nearest
Neighbors 92% 100% 0.0131 96% 0.0030

Linear SVM 100% 100% 0.00195 100% 0.0019
RBF SVM 100% 100% 0.00200 96% 0.00208
Gaussian
Process 100% 100% 5.702 96% 13.057

Decision Tree 67% 98% 0.00100 99% 0.00099
Random Forest 75% 100% 0.0156 99% 0.0115

Neural Net 92% 100% 0.299 100% 0.276
AdaBoost 83% 100% 0.0757 99% 0.0546

Naive Bayes 83% 98% 0.00100 99% 0.00100
QDA 92% 99% 0.00199 99% 0.00172

Table 7. ExM-SVM comparing to previous work.

Classification Model Refrence Methods Applied Accuracy

ExM-SVM volume visual perception with
Linear SVC classifier 100%

M Li and K Sun [20] Gray-scale images with LS-SVM 98.7%, 96.6%, 98.6%, 96.6%
Dongyang Dou et al. [24] Relief-SVM 95.5% 97% and 94% 98%
Eshaq,R.M.A. et al. [27] Thermal images with SVM 97.83%

Feng Hu et al. [26] Multispectral Spectral
Characteristics with 1D-CNN 98.75%

M S Alfarzaeai et al. [2] Thermal images with CNN 97.75%
Feng Hu, and Kai Bian [30] Thermal images with CNN 100%

Qiang Liu et al. [25] Yolov4 96% 94%

Lei He et al. [36] dual-energy X-ray with Medium
Gaussian SVM 95%

Chen Zhang et al. [32] volume measurement using laser
with CCD camera 60%

The works [20,24,27] used the feature extraction with SVM classifier to achieve the
separation of coal and gangue, although the results were good and varied between 94%
to 98.7% still the proposed work presents better accuracy with 100% this is because the
difference in the extracted features, these works relied on the texture differences of the
coal and gangue grayscale images which make them vulnerable to similarity and the light
intensity; in the other hand, with the proposed work here, it does not trace the texture
differences and rather than that it traces the volume visual perception. Also with the works
that used the convolution neural networks [2,26,30] the results came with high accuracy and
good timing because the use of CNN that achieve the features extraction except with [26]
where they perform multispectral characteristics extraction, but the proposed work here is
attracting the use of the minimum rate of requirements which is lower than using CNN
requirements, also with thermal imagining the need for IR cameras and the multispectral
cameras considered as high requirements which also play an important role with the
efficiency of the separation, where in the proposed work the type of the used cameras is in
the low range and can be used with any type of cameras. In the matter of comparing the
proposed work with previous works that depend on the volume prediction as the basis of
the separation process, Chen Zhang et al. [32], used a camera with a laser to predict the
volume using triangular equations the results came with 60% accuracy, later in the work
of W.Wang and C.Zhang [33] addressed the same technology with the use of a 3D camera
but no results were presented in that paper. The work presented by Xiaojie Sun et al. [48]
proposed volume prediction for coal and gangue in order to increase the efficiency of the
separation process but they used only two cameras to estimate the height of the samples in
order to calculate the volume, the paper did not show any results in the separation process
so the comparison is insufficient also the timing of the prediction not measured.
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By conducting the cross-validation test to verify the generalization ability of the
proposed model, it is clear that the proposed work here achieved the highest accuracy with
100% also the timing of the proposed work came within the acceptable range with the use
of the minimum operating requirements which makes it an excellent choice for coal and
gangue classification tasks in real-time production lines.

5. Conclusions

The paper addressed the coal gangue classification using the density factors that stand
against the harsh mining environment which affects the coal gangue classification using
computer vision and presents the ExM-SVM model based on the volume visual perception
and weight to classify the coal gangue in the coal mining industry. The proposed model
stands in two sections, first is the feature extraction method to extract (ExM) that represents
the coal gangue volume visual perception in three images to help with the irregular shape
of coal and gangue, and second is the SVM classifier that performs the classification using
the extracted (ExM), and the weight of the sample.

The need for a new database of 3-side images was mandatory since the base of the
work is new and there is no previous work supporting a similar dataset, so a new dataset
of real coal gangue samples volume and weight values were collected alongside 3_side
images of the samples, to fulfill the requirements of the proposed work. The results of
the proposed model show high recognition accuracy reaching (KNN 100%, Linear SVM
100%, RBF SVM 100%, Gaussian Process 100%, Decision Tree98%, Random Forest 100%,
MLP100%, AdaBosst100%, Naive Bayes 98%, and QDA 99%) and best timing with Linear
SVM, cross-validation has been done to verify the generalization ability with the separated
group and results also come with classification accuracy (KNN 96%, Linear SVM 100%,
RBF SVM 96%, Gaussian Process 96%, Decision Tree 99%, Random Forest 99%, MLP100%,
AdaBosst99%, Naive Bayes 99%, and QDA 99%) with the best timing with Decision Tree.
The proposed work was tested and compared with several previous works in the matter of
classification accuracy based on the timing matter and hardware requirements that support
the work in real-time situations and the ability to be embedded in separation systems.
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