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Abstract: Appropriate frequency response is an issue of great importance in power system manage-
ment, especially in an islanded one. An energy-based method for assessing a system’s response,
which is needed to prevent under frequency load shedding (UFLS), is introduced. Renewable gener-
ation, such as wind turbine (WT) and photovoltaic (PV) facilities, reduces the ability of the power
system to resist power imbalances and increases the risks of consumer disconnections by UFLS
system, and even of total collapse. To estimate the amount of additional fast power reserve, an
equation was developed, relating the moment of inertia, the system demand dynamics, and the
available response of synchronous generating units. Clustering units based on their ability to respond
to frequency changes in low inertia conditions allows the potential synchronous response to be
assessed, providing information of its deficiency in a defined system state. The proposed method
was applied to the Israeli power system and up to 307 MW response needed from PV facilities was
found for the 350 MW contingency, when the percentage of renewable energy reached 30% of the
annual energy production. This study focused on proportional frequency response (PFR) and step
frequency response (SFR) that PV facilities can provide. Using this method may contribute to the
adoption of PV facilities into the power system without a detrimental impact on frequency response
and may even improve the reliability of electricity supply.
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1. Introduction

Events of forced outage are relatively common and the ability of a power system to
overcome this type of contingency is a major requirement. In a power system based on
rotating generators, this sudden imbalance between the power consumed by the load and
the power produced by power plants will cause a decrease in frequency. The primary
response of the generating units to the frequency deviation will slow the frequency decline
and eventually stabilize it. In conventional power units, this response is realized by
increasing mechanical power, by adding more steam or gas to the turbines [1,2]. If a
system’s response is not sufficient, a load shedding mechanism disconnects consumers
to achieve a balance between production and load. The role of the under frequency load-
shedding (UFLS) system is, then, vital in avoiding the deterioration of the frequency
and preventing total system collapse. However, disconnecting consumers is undesirable.
Therefore, an effective frequency response has a major impact on the reliability of supply.
One of the basic criteria for evaluating the security of a power system is the system’s
frequency response to the trip of the largest generation unit.

In order to prevent UFLS activation, it is necessary to keep the frequency deviation
above a certain threshold, which is defined in accordance with the first step of the UFLS
system. This goal can be achieved if the sum of primary responses of all generation units in
the system together with load relief due to frequency drop is equal to or greater than the
power of the tripped unit. The power injection must be carried out within a limited time,
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which depends, among other things, on the level of system inertia. In the methods section,
we detail the estimation of this time frame and what maximum response can be expected
from synchronous generating units within this time.

For an isolated power system such as the one in Israel, an adequate frequency response
and proper planning of reserves play a key role. Presently, tens of forced outages of
generating units per year cause a significant frequency drop and instigate the use of UFLS,
a phenomenon that rarely occurs in large, interconnected systems. Studies conducted on
isolated [3,4] as well as interconnected systems [5-7] showed that large-scale integration of
renewable energy sources (RES), without inertia and without primary frequency response,
weaken the ability of a power system to resist generation trips.

There are many ways [8,9] to prevent degradation in a system’s ability to resist the
imbalances between production and consumption by devices with fast response, such
as batteries, supercapacitors, flywheels, demand side response, etc. However, one of
the interesting ways to achieve this goal is to use the renewable facilities themselves, by
reserving power and participating in primary frequency control. This has the advantage
that no construction of additional facilities is needed. With the help of reserve, PV facilities
are able to regulate frequency in both directions: by increasing power on frequency drops
and decreasing power on frequency rises, such as synchronous generators, can only do it
better. Without mechanical movement, they are able to provide a much faster response
and, thereby, cause a more significant effect. Although using the renewable facilities for
reserve power was used in recent papers [9-12], not enough attention was given to reserve
distribution between generators, which plays a key role in system response.

The most commonly used method to determinate the system frequency’s behavior is
dynamic simulation of the contingency process. Multiple studies used dynamic simulation,
either by checking the system response in one specific condition [9,10,13], or by including
it in the optimal unit commitment program in order to determine all possible states of the
system during the year [7,11,12,14,15]. For example, it was reported on over one million
dynamic simulations for the Australian power system in 2040 [12]. Unit commitment
procedure with dynamic frequency stability simulations for different non-synchronous
annual penetration levels from 10% to 90% was examined. The frequency stability was
investigated for each simulation, without effort to improve it, if the limit was violated. The
study [9] examined the integration of RES in Israeli power system in the worst case scenario
of year 2025. The frequency behavior following the loss of a large generator was analyzed,
with share of RES from 13% to 20% of annual energy. With step-by-step simulation process,
it was found that up to 190 MW of storage is required to maintain frequency stability. One
of the main conclusions is that locating energy storage systems in the south and distributed
PV facilities in the north produce a more balanced system and has a positive impact on
frequency nadir.

While simulations are valuable, this methodology has several limitations: (1) it requires
dedicated software; (2) it is time-consuming; (3) its results are relevant mostly to the specific
system under discussion; (4) it covers a limited time range (usually, a single year); and
(5) any change in the model parameters requires repeating the simulation from scratch.

A different approach involves using an equivalent model for the power system with a
closed-form solution [16,17] assumes an equal distribution of the reserve between all gener-
ators and their uniform response. This assumption is unjustified, as will be shown later.
A number of studies in this area were focused on steady-state value of frequency [18-20],
which is not sufficient for preventing UFLS.

Thus, there remains a need for an efficient and fast method that can answer two
important questions: when it is necessary to keep reserve power in renewable generation
plants, and how much reserve is required.

This research presents the analysis of factors that affect frequency response and de-
velops a method to determine the level and time of power injection required to prevent
UFLS. The results of this analysis provide a basis for estimating the RES penetration level
that can be accepted without a decline in the reliability of supply. Importantly, we propose
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a novel equation for evaluating the amount of reserve from PV sources, where we focus
on the proportional frequency response (PFR) and step frequency response (SFR) that PV
facility can provide.

During the last few years, the FERC (Federal Energy Regulatory Commission) in the
United States [21] and ENTSO-E in Europe [22] changed the interconnection agreement so
that primary frequency response is required from all facilities, including RES. Advanced
requirements for active power control of RES facilities were developed in South Africa
and Romania [23], in the Grid Codes of Ireland [24] and in the National Grid, United
Kingdom [25]. In Israel, primary frequency response is required for new PV facilities
connected to the transmission system [26]. Demonstration projects of utility scale PV
plants [27-29] validate their ability for frequency and voltage grid support according to the
requirements of system operators.

Using the research results will enable the integration of PV facilities in the power sys-
tem without negative impact on frequency response and may even improve the reliability
of electricity supply to consumers.

This paper is organized as follows: Section 2 presents the methodology we used to
calculate the required response power from PV facilities. Section 3 shows how this method
may be implemented in case studies of the Israeli power system. The discussion and
conclusions are presented in Section 4.

2. Methods
2.1. Frequency Response of the Power System

Testing the system frequency response following loss of the largest generator is a
standard procedure for assessing the dynamic stability of the power system. For reliable
supply of electricity for consumers, the frequency response is considered satisfactory if it
maintains frequency above the level of the first step of the UFLS system.

The frequency behavior during contingencies may be defined by the well-known
swing equation, as presented in [1] or [2]. Acceleration power Pacc is defined as the rate of
change of kinetic energy, where E; is the kinetic energy of a turbogenerator with moment
of inertia J, rotating with angular velocity wps. Py is the mechanical power at the turbine
rotor, and P is the generator’s electrical load including losses.

dE
Pacc =Py — Pg = TtK = IWMT-

)

For the whole system (1) can be specified by summarizing all the generating units
and converting the mechanical velocity wy, to frequency f with reference to the center of
inertia [30]:

d
Paccsys = Pumgys — PLoap = ]sys4ﬂ2fd—{. )

Jsys is the moment of inertia of whole system, including all generating units and
rotating loads:

N
Jsys =), le + JroaD 3)
i=1 Pi

where N is the number of generating units, p; is the number of pole pairs of unit i, Jyoap—
moment of inertia of rotating loads, e.g., motors.

In the steady state, the frequency is constant. Hence, the equation df/dt = 0 holds,
meaning that there is a balance between the mechanical power (generated by turbines) and
the electrical power (consumed by load): Pyisys = Proap. Immediately after a generator
trip, the load is distributed among a smaller number of generators. Every synchronized
generator increases the active power that it transmits to the grid by decreasing its rotation
speed and kinetic energy, providing inertial response. The inertial response of a turbogen-
erator is immediate and depends on the derivative of the frequency and its moment of
inertia, independent of the loading level.
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Acceleration Power (MW)

The prime turbine-governor control system of a generation unit adjusts the mechanical
power produced by the turbine according to frequency deviations in the system. This
additional active power depends on the frequency deviation and the control system param-
eters and is only possible if there is a power reserve. The timing of the primary frequency
response varies between units and can range from several seconds to dozens of seconds.

An additional factor that affects the frequency behavior during a transient is the load-
frequency sensitivity. Each load has its own frequency dependence characteristic, but for
systemic analysis, it is common practice to use coefficient D, which is measured in units
O{,‘}i\g\/, to calculate the Load Relief [30,31] for frequency deviation Af and initial load power

Proap:

Af
fnom '

The frequency’s behavior after a contingency is a result of multiple interdependent
processes, and simulations are conducted to find the frequency nadir. In this study, we
offered an alternative for computing the frequency’s behavior, by setting a minimal point in
advance, such that load shedding was avoided. For example, in the Israeli system, the first
step of load shedding is activated at 49.4 Hz. Therefore, we chose the minimal frequency
point of 49.45 Hz, which left a margin until the point of load shedding was activated,
considering different initial values of frequency before the contingency.

The frequency of the system will stay above the set threshold as long as the additional
mechanical power from all production units within the specified time frame will be equal
to or larger than the magnitude of the contingency minus Load Relief. To estimate the time
frame until the frequency nadir, the initial ROCOF (Rate of Change of Frequency) will be
used. The initial ROCOF can be easily computed using (2), where AP is the size of the
contingency, and Jrp is the moment of inertia of a tripped unit.

Load REZZ@f =Dx PLOAD *

4)

_ AP 5)
=0 (Usys —Jro)4mfo
If the power of the load and the generator does not change, the acceleration power
will remain constant. Therefore, the decrease in the frequency will be almost linear (within
the set frequency range) and will reach the frequency threshold within time t;, as shown in
Figure 1.

ROCOKR = %

Frequency (Hz)

Time (s)

(a) (b)

Figure 1. (a) Fixed acceleration power; (b) linear frequency deviation.

Assuming linear change in the acceleration power, the frequency will decrease fol-
lowing a quadratic function, requiring twice the time of ¢; to reach the minimal point, as
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shown in Figure 2. This results in the following time estimate until the frequency nadir is
reached fpy:

oo BAf_ Afx(Jsvs — Jro)87 fo ®)
FN' = “ROCOF, AP ‘
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Figure 2. (a) Linear change in acceleration power; (b) quadratic frequency deviation.

2.2. Primary Frequency Response of Synchronous Units

The proposal in Section 2.1 will be tested using the Israeli power system as a case
study. We chose typical unit commitment configurations for synchronous production only
for three different system demand levels: low (6 GW), medium (9 GW), and high (11 GW).
There is a strong correlation between the system load and its inertia: the higher the system
demand is, the more production units are on-line, resulting in higher system moment
of inertia. The reserve allocation between the units was defined such that a 350 MW
generation trip will result in arresting the frequency at the 49.45 Hz threshold, preventing
load shedding. The system acceleration power and the frequency’s behavior are shown in
Figure 3. The black dots mark the points of frequency nadir for each of the three inertia
conditions. The times until the frequency nadir was reached in the three inertia conditions
were both simulated and calculated using (6) (see Table 1).

150 - 50.1
< 100 Low Inertia L
= 50.0 Low Inertia
S 50-
= 0- 499
4 N
5 507 T 498
= 100" > .
g Medium Inertia 2 497 Medium Inertia
5 —1507 ) |
= =) <
E) —200 g 49.6 /
Q . . .
g 250 High Inertia - 495 - I
< 300 High Inertia

! r T T r r i 49.4 T T T r i
330, 10 20 30 40 50 60 0 10 20 30 40 50 60
Time (s) Time (s)

(a) (b)

Figure 3. (a) Acceleration power; (b) frequency; in the Israeli power system after 350 MW generation
trip, different inertia conditions.
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Table 1. Time until Frequency Nadir for Different Inertia Conditions.

. ope System Moment of Calculated Simulated
Inertia Condition .
Inertia, Jgys trn teN
x10° kg-m? s s
Low 0.86 5.02 5.38
Medium 1.16 6.86 9.03
High 1.37 8.18 12.95

The same trend emerges from the times computed via simulation and via calculation (6).
Specifically, the higher the system inertia, the slower was the frequency drop. In cases of
medium and high inertia, the linear computation resulted in overly conservative estimates.
As shown in Figure 3a, the acceleration power until point of minimal frequency was
noticeably not linear in the medium and high inertia cases. However, for the low inertia
condition, when the time of FN is much smaller than response time of the governor [2,32],
linear approximation works well. With the high penetration of RES, the system inertia is
expected to decrease, justifying the use of (6).

On the other hand, the time of FN should not be too small. For the range of our interest
it fits well: if initial ROCOF limited by 0.5 Hz/s [12], so time of FN (for Af = 0.55 Hz) will
be equal to or greater than 2.2 s. This time-window gave good results, which was tested
and proved by simulation.

The responses of different generation units in the three inertia conditions above were
tested as a function of the reserve. Steam units of Type 1 (Figure 4) had a control system
that is limited by environmental considerations. In these units, the additional mechanical
power within the first several seconds was negligible. So, for low inertia condition, it may
be defined as zero-response contribution group.

30 1 Steam Unit-Type 1

30 -

2 High Inertia Med/ium Inertia
) o

== = o a

0 " 77777777 V_\ Y Y ; ¥ v
Low Inertia

0 10 20 30 40 50 60 70

Additional Pmech at FN (MW)

Reserve (MW)

Figure 4. Additional mechanical power of Steam Unit—Type 1 as response for 350 MW trip, in
3 inertia conditions.

Steam units of Type 2 (Figure 5) had a fast control system and could produce up to
35 MW of additional mechanical power, independent of inertia. This group of units may be
defined as fixed size response group.
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Figure 5. Additional mechanical power of Steam Unit—Type 2 as response for 350 MW trip, in

3 inertia conditions.

In combined cycle (CC) units, the availability of additional mechanical power is
strongly dependent on the time until the frequency nadir (Figure 6). For example, in the
case of low system inertia, if the combined cycle unit has over 50 MW in reserve, it is
possible to add only 17 MW until the frequency nadir is reached. Naturally, different
combined cycle units differ slightly in their characteristics, but for the purposes of this
study, we set a constant rate of acc = 3.5 MW /s during the first seconds. Third group’s
contribution to the system response may be defined as time-dependent power injection,
concerning the time of frequency nadir.

50 Combined Cycle Unit

High Inertia
40 / ]

30

20

10 e P \

Medium Inertia

Additional Pmech at FN (MW)

0 i - Low Inertia
-10 I T T T T T 1
0 10 20 30 40 50 60 70
Reserve (MW)

Figure 6. Additional mechanical power of Combined Cycle Unit as response for 350 MW trip, in
3 inertia conditions.

How many synchronous units can be connected to the system at any given time
can be determined using the residual load, defined as load demand minus renewable
power output. If the residual load allows committing of n steam units with fixed size
response (Responsesy;z) and m combined cycle units with a time-dependent response, it
is possible to estimate the available response of synchronous units (Responsesg) using the
following method:

Responsesg = n * Responsegyp + (m — 1) x acc * tpn (7)
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We chose to trip combined cycle unit, so the response of combined cycle units in
(7) is computed with (m — 1). This choice was made for two reasons. First, failure of
combined cycle unit is more probable statistically, and second, the loading of steam units of
Type 2 is limited due to environmental concerns, and so, its trip is not considered a worst
case contingency.

As the RES production will increase, the number of committed synchronous units
will decrease. Additionally, the response from each combined cycle unit will also be
smaller, since the time until the frequency nadir will decrease due to lowered system inertia.
Therefore, additional response is needed, and it can be achieved using PV facilities.

2.3. The Available Response of a PV Plant

The power of each photovoltaic cell depends on the solar irradiance levels and the cell’s
temperature. Other factors, such as the lack of coordination between cells resulting from
partial shading, aging of cells, etc., are to be taken into account as well. A more detailed
description of PV cell behavior according to the change in radiation and temperature may
be found in [33], while a more practical implementation of reserve saving and participating
in frequency response is described in [10]. A PV array is usually operated at a maximum
power point (MPP) by controlling the output voltage of the cells using a DC/DC converter.
A large number of maximum power point tracking (MPPT) methods [34,35] and strategies
of arrays architecture [36] were developed, in order to achieve the best energy extraction.

The well-known and widely used MPPT methods are based on varying the applied
voltage by DC/DC converter until it is determined at which point the produced power is
maximum. In other words, the PV panel must be at the MPP point in order to determine
it. For a deloaded operation, such methods do not work. In this case, the estimation of
available power needs to rely on special methods. For example, it can be based on irradiance,
on temperature measurements and preliminary calculations, as described in [10], or on
dedicated reference inverters, as proposed in [37]. Based on the same principle of control
with a DC/DC converter, the output power of a PV facility can be set below the maximum
value in order to maintain a needed reserve and the capability to respond to a frequency
decline. It is also important to calculate the needed response correctly, due to the cost
implications of curtailing or reserving power. Curtailing power unnecessarily can result
in the waste of clean energy and additional costs. On the other hand, reserving too little
power can result in blackouts and other system failures, which can have even greater costs
associated with them.

Figure 7 shows the principal structure of a large PV farm with frequency control
capability. A control unit obtains the value of maximum power that can be generated from
solar panels at the current irradiance and temperature levels and the amount of the reserve
to be maintained according to the requirements of the system operator.

PV Power (W)

Transformer

3 phase
System

DC/DC | ——— | DC/AC Filter

A
1 1
b
— 1

il A

) A - =

! ! o v
Voltage (V) control contro | 7-mmmmmm === 3
ontro ontrol | _ o a_

Irradiance & Temperature »| Unit < Unit :’_ ______________________ ': S QpETEr
Measurement

Figure 7. A principal scheme of PV facility with frequency-power control.



Energies 2023, 16, 3595

9 of 20

Additional Power (MW)

Depending on the requirements of the system operator, PV facilities of this type
can provide different auxiliary services. Proportional frequency response (PFR) and step
frequency response (SFR) from a PV plant were tested, with parameters based on [27] and
appear in Figure 8.

APPVmax AAPPV § 1 APPVm&X . _ ..o A_A_P_P\i _________ -
o Droop Dead Band = T
ead ban
Reservep,, N Af § Reservep, Af
] > n? - -
0 - : 0 NS
\ £ 0.2 Hz ny
% N
2
Frequency Deviation (Hz) Frequency Deviation (Hz)
(a) (b)
Figure 8. Two types of PV plant frequency response: (a) PFR; (b) SFR.
Due to the quick response time of converters [27-29], all the reserve that is kept in
PV facilities may be used until the frequency reaches the minimum point. The required
reserve from PV facilities (Reservepy) can be estimated as a supplement to the synchronous
units’ response:
Af Af(Jsys — Jro)87 fo
R = AP —D=xP —n*RESgyp — (m—1 . 8
eservepy : * PLoap * Foom 1 * su2 (m—1)acc AP 8)
I

i v

The first part of (8) represents the initial power imbalance, or the size of the contingency.
The second part represents the load relief, and the third and fourth parts estimate the
synchronous units’ fixed-size response and time-dependent response, respectively.

The proposed methodology to derive sufficient frequency response to prevent UFLS
may be summarized in the following steps:

e  Calculate Load Relief (4) for desired frequency deviation Af;

e Estimate time until the frequency nadir try (6) based on system inertia for given
unit commitment;

e  Determine available primary response of synchronous units Responsesg (7);

e  Supplement the system response by reserving PV power (8) to cover the size of contingency.

3. Results

The proposed energy-based method is general and developed equation for required
PV reserve (8) can be implemented for every power system. So, the analysis of the Israeli
system in this section was carried out to demonstrate the advantages of this method as a
quick and effective tool to define range of response problem and also to assess how much
supplemental response is required. Additionally, it was shown how this method helps to
estimate profitability of different solutions for improving frequency stability.

Equation (8) was used to compute the necessary reserve from PV facilities in Israel
for the next ten years. This was carried out for two different cases. First, we consider the
case where, by 2030, 17% of Israel’s annual electricity production based on RES. This is
the renewable energy goal that the Israeli ministry of energy had set in 2018 [38]. The
expected changes in the generation fleet were considered: replacing of production units,
addition of pumped storage, and load-frequency sensitivity descent (see Appendix A for
more information about Israeli grid). Second, we consider the case where, by 2030, 30%
of Israel’s annual electricity production based on RES, reflecting the latest goals set by the
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Israeli ministry of energy in 2020 [39]. For all computations, we used linear extrapolation
from true data collected in the Israeli power system in 2018.

3.1. Case 1: 17% Renewable Energy in Year 2030

As of today, Israel has coal-fired production units that, due to technological constraints,
cannot be stopped for a short period of time and must remain connected to the system.
Together with the cogeneration facilities, they provide must run power of about 2500 MW.
In our calculation, when the Residual Load was lower than the must run power production,
it was assumed that PV production was curtailed.

Only combined cycle units may by disconnected according to decline of the Residual
Load. Their number m was calculated according to its minimum power P,,;,cc, in the
iterative way:

Residual Load — Must Run] 9

PminCC

m(l) = int[

m(2) = int { (Residual Load + Reservepy) — Must Run} .

Ppincc

The second iteration in (9) was considered because the Reservepy power should be
subtracted from RES production, so it must be generated by synchronous units.

Table 2 details the response from the synchronous units, load relief, and required

reserve from PV facilities for 10 years, as it was calculated in Case 1, with 17% of RES
by 2030.

Table 2. Required Reserve from PV Facilities, Case 1-17% RES.

Year RES Min. Res. Number of Units SG Load Relief PV
Energy Load w/Response Response Reserve
% MW SU-T2 CcC MW %MW /%Hz MW MW
2021 7.2 4158 4 7 235 0.95 64 51
2022 8.3 3842 4 5 195 0.90 63 92
2023 9.4 3875 - 9 131 0.85 61 158
2024 10.5 3568 - 8 108 0.80 59 183
2025 11.6 3267 - 7 86 0.75 57 207
2026 12.6 3126 - 6 67 0.70 55 228
2027 13.7 2836 - 5 50 0.65 52 248
2028 14.8 2551 - 4 34 0.60 49 266
2029 159 2271 - 3 21 0.55 47 283
2030 17 1990 - 2 9 0.50 43 297

As seen in Table 2, the minimum residual load decreases with years, which is a
result of PV production increasing faster than the system load. The number of combined
cycle units that can remain connected decreases, and the sum of the responses of the
synchronous units decreases according to the number of units and the decrease in the
system inertia. According to the electricity system developing plan [38], coal-fired steam
units with fast response will have been retired by 2023, affecting the must run power and
synchronous response significantly. Starting in 2023, the must run power was set to 2040
MW. Additionally, the computations took into account two pumped storage facilities that
will be added in 2023 and 2026, increasing the residual load accordingly.

It is important to recognize a decreasing trend in load-frequency sensitivity. The
multiple factors, such as the load composition, the share of electric motors (induction
and synchronous), and the types of the mechanical load that are operated by them affect
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this characteristic. Loads connected to the system through converters (e.g., inverter air
conditioner) are not affected by frequency change. Assuming that share of this types of
loads will increase [31,40], the load-frequency sensitivity is expected to decrease, that was
applied by reducing D from 0.95 to 0.5 over the years, as detailed in Table 2.

In the year 2030, the number of combined cycle units will have decreased to two, with
response contribution from synchronous units of 9 MW only. Therefore, the response for
arresting the frequency needs to be provided by the PV facilities increase to 297 MW.

To test the computation by (8), we conducted a dynamic simulation for 2021 (Figure 9).
The frequency of the system following a 350 MW trip with response from the synchronous
units only is marked in red. Indeed, response with solely synchronous units was insufficient
and allowed the frequency to drop to 49.35 Hz, which is lower than the threshold 49.45 Hz
was set.

1T T —— R ————
~ With PV SFR
50.0 1 ‘
49.9 - __ rrrrrrrr
N 498 -
< :
49.7 ‘
g With PV PFR
S 496 - :
o
L 49.5 A : :
m .
494 - Without PV Response
493 . , . .
0 10 20 30 40 50 60
Time (s)

Figure 9. System frequency response to 350 MW generator trip, at minimum residual load point of
the year 2021, Case 1.

In contrast, the system frequency with PV response is marked in blue. We tested both
the PFR and the SFR characteristics that were described in the methods section. The PFR
(solid blue line) was determined with a typical droop of 5% and 0 deadband. The nominal
power of PV facilities with the PFR capability was set to 236 MW, which allowed to use
the entire reserve, with respect to the 5% drop and defined frequency deviation of 0.55 Hz.
This information is important to show that a relatively small part of the total installed PV
capacity must have frequency-power control capability. In this case, it constitutes 11.4% of
the total installed PV capacity in the system. The SFR (dashed blue line) was determined
with a power surge within 500 ms after the frequency reaches 49.8 Hz. In both cases, the
system response was satisfactory, and the frequency did not drop below 49.46 Hz.

We conducted a simulation for 2023 as well, including the response from the combined
cycle units only, requiring a supplement of 158 MW from PV facilities (Figure 10). In the
case of a serious lack of response from the synchronous units, the frequency dropped low,
reaching about 49.05 Hz (red line). The addition of the response from the PV facilities
resulted in a frequency above the set threshold. In the current simulation, the nominal
power of PV facilities with a response capability of 718 MW was needed. It constituted
19.1% of the total installed PV capacity in the system. The PFR (solid blue line) arrested the
frequency at 49.46 Hz. The SFR (dashed blue line) resulted in a slightly different minimum
point, namely 49.51 Hz.
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Figure 10. System frequency response to 350 MW generator trip, at minimum Residual Load point of
the year 2030, Case 1.

These dynamic simulations, as response clustering study for synchronous units shown
in Section 2, were carried out with the help of software developed in the Israel Electric
Corporation (IECo), based on standard IEEE and WECC models. However, adjustments
were made to these models for specific units, in order to achieve an optimal match of
the model to the actual performance. Details of the software and of the models are not
provided here due to confidential requirements; at the same time, there is no necessity
either. Dynamic simulations were performed only in order to determine the result of the
calculation carried out by (8) and to prove its quality. Anyone interested in using the
proposed method and verifying the calculations with dynamic simulation can run the
simulation with their preferred tool to obtain reliable results.

The required reserve of PV facilities in every year as appear in Table 2 refers to the
minimum Residual Load. In practice, the problem persists for a range of power. Figure 11a
details the Residual Load throughout 2030, marking Range of Response Problem. The
response needed from the PV facilities in this range was again computed with (8), and the
appropriate number of hours is detailed in Figure 11b.

Number of Hours with Response Problem.

Case 1, 17% RES
80

LR

26

26 7
16 14 15 11 4 2

Muét Run Level

0

17 52 85 116 145 172 196 218 238 256 272 286 297

1000 2000 3000 4000 5000 6000 7000 8000
Hours of the year Required PV Reserve (MW)

(a) (b)

Figure 11. (a) Residual Load through the year 2030; (b) distribution of necessary PV Reserve in the
Range of the Response Problem, Case 1.

In Case 1, for most of the hours in 2030, the Israeli power system can provide a
response with synchronous units solely. At least 15 combined cycle units are needed to
prevent UFLS due to a 350 MW generator trip. Residual Load of 5400 MW is needed to
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operate them. The value of 5400 MW defines the border level, below which the system is
incapable of withstanding the contingency without load shedding. Only for 475 h (about
5.4% of the hours of the year) the Residual Load was below 5400 MW, and there was need
for reserve power in PV facilities to complete the sufficient response. As expected, this
situation occurred mostly in off-peak seasons and weekends, when the system demand
was relatively low.

3.2. Case 2: 30% Renewable Energy in Year 2030

In Case 2, PV production was significantly increased to reach the 30% goal. The
initial computation determined that the required capacity of PV facilities in 2030 will be
15,200 MW. A detailed analysis revealed significant curtailment of PV energy during hours
when the residual load was lower than must run level. This curtailment reduced the RES
production from 30% of the annual energy to 27.6%. Therefore, more PV capacity was
needed to compensate this curtailment. Updated PV capacity was set to 16,200 MW. A
similar adjustment was made in the years 2026-2029.

All the assumptions regarding the composition of units and the load-frequency sensi-
tivity that were detailed in Case 1 remained unchanged. The results of the computation
with (8) are detailed in Table 3.

Table 3. Required Reserve from PV Facilities, Case 2-30% RES.

Year RES Min. Res. Number of Units SG Load Relief PV
Energy Load w/Response Response Reserve
% MW SU-T2 CcC MW %MW /%Hz MW MW
2021 7.2 4158 4 7 235 0.95 64 51
2022 9.7 2747 4 1 140 0.90 63 147
2023 12.3 2230 - 2 9 0.85 61 280
2024 14.8 1353 - 1 0 0.80 59 291
2025 17.3 480 - 1 0 0.75 57 293
2026 19.9 —296 - 1 0 0.70 55 295
2027 224 —1247 - 1 0 0.65 52 298
2028 24.9 —2193 - 1 0 0.60 49 301
2029 27.5 —3298 - 1 0 0.55 47 303
2030 30 —4398 - 1 0 0.50 43 307

In Case 2, the residual load decreased across the years very fast, and in 2024, there were
already hours when only must run units were connected to the system. From this year, the
response required from PV facilities increased slightly due to attenuation in load-frequency
sensitivity. By 2024, the number of combined cycle units will have decreased to 1, which
nullifies the response contribution from synchronous units. Therefore, all the response
for arresting the frequency needs to be provided by the PV facilities. In 2030, the reserve
needed from PV facilities was 307 MW. However, the most important, that number of
hours with response problem increased dramatically. Figure 12a displays the change in
residual load throughout 2030, and the range of response problem, that remained the same
as in Case 1. In 30% RES scenario within 2384 h (27.2% of the year), the residual load was
below 5400 MW, and the response from PV facilities was required, as shown in Figure 12b.
Within 938 h, the residual load was below the must run level, resulting in curtailment of
PV-produced energy.



Energies 2023, 16, 3595

14 of 20

Residual Load (GW)

6

g [ .'.".'Raﬁgkms'pbdb{rl:fi})ieh' e
IR R
-2 Must Run Level

—4

1000 2000 3000 4000 5000 6000 7000 8000
Hours of the year

(a)

Number of Hours with Response Problem. 938
Case 2, 30% RES

192

127
o3 19113 143 106 100 o4

100 102 101 96

17 52 86 117 145 172 197 219 239 257 273 286 298 307

Required PV Reserve, MW
(b)

Figure 12. (a) Residual Load through the year 2030; (b) distribution of necessary PV reserve in the
Range of the Response Problem, Case 2.

3.3. Incremental Cost Analysis

It was interesting to compare the incremental costs of several solutions of the response
problem:

(1) Saving the reserve in the PV facilities;

(2) Keeping the number of combined cycle units that allow sufficient synchronous re-
sponse. This option would involve further curtailment of power production from
renewable energy sources;

(3) Adding open cycle gas turbines. While gas turbines are less efficient than combined
cycle units, their minimum power is lower, allowing significantly reduce curtailment
of PV production;

(4) Installing a battery energy storage system (BESS) for frequency control [9].

In the following computations, the yearly increase in the two components of the
electricity production cost was taken into consideration: CAPEX (Capital Expense) and
OPEX (Operating Expenses). For the first three solutions above, no change was assumed
in CAPEX and in the constant part of OPEX, since they use existing facilities. The main
difference between the costs of the first three solutions was due to changes in the variable
part of OPEX, i.e., fuel consumption. For the fourth solution, BESS, there was no fuel cost,
but it needs to be installed. The CAPEX cost and the constant OPEX cost were evaluated and
spread over the life expectancy of the facility, resulting in a yearly cost. Table 4 summarizes
the data that were used to compute the annual cost of BESS for 2030 using an intermediate
forecast for the utility-scale lithium-ion batteries in [41].

Table 4. Annual cost calculation for 0.75 h BESS.

Parameter Value Units
Specific capital cost of power components 150 $/kW
Specific capital cost of energy components 170 $/kWh
Energy storage capacity (hours of nominal output) 0.75 hours
Annual battery system O&M cost (as percent of CAPEX) 25 Y%
Project life 15 years
Interest Rate 3.5 Y%
Overall annual cost 31,031 $/kW /Year

Table 5 summarizes the incremental costs of operating the system in 2030 while
providing sufficient response to 350 MW unit trip, preventing load shedding, for each of
the four solutions.
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Table 5. Incremental Cost of Sufficient Frequency Response for year 2030.

Solution Case 1 Case 2
17% RES 30% RES
1. Reserve power in PV facilities
Expended energy, GWh 53.9 282.0
Incremental cost, M $ 3.34 17.46
2. with Combined Cycle
Expended energy, GWh 486.2 5922.5
Incremental cost, M $ 20.38 248.23
3. with Gas Turbine (open cycle)
Expended energy, GWh 101.3 1233.9
Incremental cost, M $ 7.44 90.62
4. BESS for frequency regulation
BESS Power, MW 307 307
Incremental cost, M $ 9.53 9.53

The additional fuel cost for the combined cycle and gas turbine solutions was com-
puted based on the average production cost, in accordance with the type of the unit. Due
to fluctuations in the costs of fossil fuels and the difficulty of predicting trends until 2030,
we used the current cost of fossil fuels. According to [42], the average cost of electricity
production using combined cycle units was 4.16 US cents per kWh, while the production
cost with gas turbines was 7.35 US cents per kWh. The costs in Israeli New Shekels (ILS)
were exchanged to United States Dollars (USD) according to the mean exchange rate of
2019, 1 USD = 3.5645 ILS [43]. This conversion rate was chosen to match the batteries costs,
which are based on 2019 USD [41].

A conservative approach was taken when considering the solution based on the
reserve from PV. There are two costs involved in the cost of energy that could have been
produced by a PV facility but was instead reserved for the purposes of frequency response.
It consists of the production cost for the PV producer and the cost of producing the same
energy with a combined cycle unit instead. Hours when the residual load was below
the must run level were not included, since this energy could not have been used then.
According to a forecast of the American Department of Energy [44], the cost of energy
produced by utility-scale PV is expected to decrease to 2 US cents per kWh in 2030. The
computations of energy costs in PV facilities were performed using these data. Annual
amounts of expended energy were computed according to the distribution of power
and hours within the response problem range, as shown in Figures 11 and 12, for two
tested cases.

As seen in Table 5, for Case 1, the lowest incremental cost was found for the solution
of keeping the reserve in the PV facilities. In the case with a goal of 17% of electricity
production by RES, the hours with a reserve problem were few and concentrated in days
with low load demand (weekends and off-peak seasons). In Case 2, with a goal of 30% of
electricity production by RES, the number of days and hours with reserve problem increased
significantly, making the option of keeping the reserve in the PV facilities less profitable.
Instead, the BESS for frequency control was the most profitable among the suggested
options. Solutions that relied on preserving response capabilities using synchronous units
not only proved to be more expensive, but also to make inappropriate use of renewable
energy sources, and to exacerbate air pollution.

More precisely, installing a BESS could provide additional benefits to operating the
electricity system. Therefore, the annual cost for the BESS could be offset by these benefits.
On the other hand, more intensive use of batteries would increase the number charge—
discharge cycles, shortening the lifetime expectancy of the BESS facility.

The main conclusion from the economical assessment is that saving the reserve in
PV facilities could be a preferable option for low to medium-scale renewable energy
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production. However, with larger-scale renewable energy production (e.g., 30%), installing
a BESS facility was found to be the most profitable solution. Equation (8), which was
developed in the current study, is an efficient and quick tool for evaluating the profitability
of various solutions.

4. Discussion

Appropriate frequency response is an issue of great importance in a power system
and would appear to pose significant limitations on the extensive integration of renewable
generation. Prior studies proposed detailed investigations for certain scenarios of RES
penetration by using dynamic simulations that rely on the properties of individual systems.
While simulations are valuable, they require dedicated software, they are time-consuming,
their results are relevant mostly to the specific system under discussion, they cover a
limited time range, and any change in the model parameters requires repeating the entire
simulation process.

In this paper, we proposed an alternative energy-based approach, which was checked
by comparison with the results of the standard method based dynamic simulations. Our
approach estimates the amount of the additional fast power injection to prevent UFLS. The
new equation was proposed, connecting:

size of contingency;

inertia of system;

load behavior;

available response of synchronous generating units.

The range of response problem was defined by minimal number of generation units,
required to produce a sufficient response to prevent load shedding. When the residual load
was below the defined level, the amount of PV reserve was required.

Synchronous generation units were clustered into three, according to their ability to
respond in low-inertia state. In every power system, the same process of clustering for
synchronous generation units may be applied. One cluster of the units was defined to have
zero-response; their contribution to the system response was inertia only. Another cluster
had a fast response, such that in the relevant time window, it produced an almost uniform
response. This cluster’s contribution to the system response was inertia and power injection
of a fixed size. Finally, last cluster was mostly defined by its linear relationship between the
time of the frequency nadir and their response capability. Third cluster’s contribution to the
system response was inertia and time-dependent power injection. Separation of units into
clusters allows to assess the potential synchronous response, which provides information
about its deficiency in defined system state. The amount of supplementary reserve from
PV facilities or other invertors based sources may be found by the developed Equation (8).

In this study, the additional fast response was chosen to be provided by PV facilities.
However, other fast response sources may also be used, such as batteries or demand side
response, the latter presumably requiring some adjustments. Future work is needed to
establish the use of the equation in other applications.

We used the proposed method to compute how much response is needed from PV
facilities in the Israeli system for the next 10 years (this study was carried out as part of
the first author’s PhD degree and presents only the professional opinion of the authors).
We conducted the computation separately for different percentages of renewable energy
(17% and 30% in year 2030) according to the renewable energy goals set by the state. Along
the way, many more scenarios were tested with different percentages of renewable energy.
This is the strength of the proposed method that a result is obtained immediately (provided
that all input data are already prepared). It was taken into consideration changes in the
generation fleet, integration of pumped storage facilities, and decrease in the load sensitivity
to changes in frequency. Additionally, we defined the Range of Response Problem and
calculated the yearly distribution of hours according to the required PV response. This
calculation was also conducted using the proposed equation. These results were used
as input for computing the profitability of different solutions to the frequency response
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problem. Interestingly, when the renewable energy goal was 17%, the most profitable
solution was a response from PV facilities, whereas when the renewable energy goal was
raised to 30%, the most profitable solution was installing BESS for frequency control.

It is important to note that there are many regions in the world with strong and stable
solar radiation for most of the year with variability during the hours of the day that are
known in advance. In this case, it is easy to estimate the available power for PV facility and
to maintain the required reserve to achieve the desired system response. We also wish to
emphasize again that using PV capabilities for frequency stability does not require building
additional facilities, as in the case of BESS. Moreover, in all scenarios, PV solution is cheaper
and more environmentally friendly than using fossil units for the same purpose.

According to our results, as early as 2021, the response of synchronous units needed
to be supplemented by reserve in PV facilities. This need will increase constantly as PV
production increases over the next years.

In this study, we kept the size of the contingency constant to keep the trends of interest
transparent. For the 350 MW contingency in all tested scenarios, the resulting ROCOF
was within the allowed limits, due to relatively large must run level. In practice, the size
of the contingency must be adjusted as larger units enter the fleet or in consideration of
other possible contingencies. Larger units or smaller must run level might result in a
ROCOF beyond the allowed limits, which can put the systems security at risk [45]. This
will require other solution, either through limiting the power of production units in order to
reduce the size of possible contingency, or adding inertia to the system using synchronous
condensers [12,46], or inverters with properties of synchronous machines [47].

This method is valuable for investigating frequency stability issues and for allowing a
broad view for future system planning. Using the research results will help speed up this
procedure and allow exploring more options in less time. This, in turn, makes easier the
integration of PV facilities in the power system, maintaining sufficient frequency response
and, potentially, even improving the reliability of the electricity supply to consumers. In
fact, the proposed energy-based method is general and system-independent; the analysis
of Israeli system was carried out for demonstration purpose only.

Another direct effect of RES on frequency stability of the power system is due to
variable and unpredictable nature of solar and wind energy. In order to overcome this
problem, adjusted levels of regulating reserve are needed, which must be dynamic, variable
during the day and according to the fraction of renewable generation [48].

While one of the strengths of the proposed method is its generality and simplicity,
it should be noted that we posited some assumptions and approximations to achieve
this. For example, the swing equation and electrical load power representation by linear
dependence on frequency do not consider inter-generator swings, which may by detailed
in simulation. These assumptions and approximations impact the precision of calculations
with this method, but, in our case study, any imprecision caused by them proved to be
acceptable. Furthermore, in cases of interest, detailed simulation could be conducted to
validate the results from the calculations with proposed equation.

When researching RES penetration impacts, of key interest are both the frequency and
the voltage stability. The focus of this study was the effect of PV generation on frequency
dynamics. However, voltage stability issues caused by nonsynchronous generation are
not within the scope of this study. In future work, coordination between voltage and
frequency stability must be investigated to be able to appropriately plan future strategies
of PV integration.
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Appendix A

A principle scheme of power system in Israel presented in Figure A1, with reference to
primary energy resources [49]. As per the 2018 data, the installed capacity was about 17,600
MW, including renewable energy facilities of 1000 MW, based mainly on PV, and two solar
thermal power plants. Currently, thousands of megawatts of PV are added to the system,
as part of the global effort to decarbonize power sector and reduce global warming.
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Figure A1l. A principal scheme of Israel Power System.
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