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Abstract: The research into new approaches to shift from fossil fuels to renewable energy sources
(RES) has surged as environmental issues are on the rise, and fossil fuel sources are becoming scarce.
The flexibility potential of cold supply systems has been discussed widely in the literature, firstly
due to their high share of electricity consumption worldwide and secondly because of their potential
to store thermal energy in the form of cold energy. However, finding a clear definition of flexibility
and a concise approach for its quantification is still under progress. In this work, a comprehensive
definition of the flexibility of energy systems and a novel methodology for its quantification are
introduced. The methodology was applied on a cold warehouse with real data regarding its cold
energy demand. The cold warehouse was first modeled via oemof, which is a modular open source
framework developed in Python 3.8 using a mixed integer linear programming (MILP) optimization
approach. The operation optimization of the cold warehouse was conducted for three goals, namely
“minimization of electricity costs”, “minimization of CO2 emissions”, and “minimization of maximum
used electric power (peak load minimization)”. Additionally, the effect of using different types of
refrigeration compressors on the optimized operation of the cold warehouse was investigated. The
results suggest that a cold warehouse possesses a high level of flexibility potential, which can be
taken advantage of to reduce the electricity cost by up to 50%, the CO2 emissions between 25% to
30%, and the maximum used electric power by 50%. Different compressor types produced very
similar results, although their flexibility level may vary.

Keywords: flexibility; energy system; cold supply system; cold warehouse; renewable energy sources;
electricity costs; CO2 emissions; oemof; refrigeration compressors; operation optimization

1. Introduction

Fossil fuels are still the main source of energy used to meet the electricity demand in
the world, despite their negative impacts on the environment [1]. Moreover, many tradi-
tional end-energy users have been electrified [2], which has risen the demand for electricity
drastically. In addition, the energy costs, including electricity costs, have increased drasti-
cally recently due to the Ukraine war [3] and also continuously in the last decade [4], which
has put many households and industries under pressure. Renewable energy sources (RES)
were introduced as an eco-friendly solution to the environmental issues caused by fossil
fuels and the growing demand in the electricity market [1,5]. However, the integration of
RES into the electricity grids, due to their unpredictable and volatile nature, comes along
with a number of challenges, such as substantial load changes, instability in energy supply,
shortage of transmission grid capacity, generation inadequacy with grids reaching their
limits, higher peak loads, and sophisticated control dilemmas [2,5–7]. Consequently, a
pressing need has arisen to find immediate solutions to such consequent challenges.

Demand-side management (DSM), with the potential to act as a standing reserve,
is one plausible solution to the uncertainty caused by intermittent RES and to maintain
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the balance in the energy market between demand and supply [8–11]. DSM can also
be implemented to reduce electricity costs by avoiding expensive peaks and purchasing
energy in periods of low prices [4,9] in market-driven regions. However, DSM measures
are closely tied to the level of flexibility of an energy system [12]. Therefore, it is of crucial
significance to profoundly discuss different aspects of flexibility in energy systems and
the ways it can be added to them. Thermal energy storage (TES), as one of the main tools
that adds flexibility to an energy system [13], contributes to DSM measures and allows
for the integration of RES into the electricity production mix and also electrical load shift
from peak periods to off-peak periods [14]. Refrigeration systems are one of the main areas
in which TES finds vast application. One advantage of refrigeration systems over other
energy systems is their inherent thermal storage capacity [15]. This means that the cold
thermal energy can be stored in such systems simply by lowering the temperature of the
refrigerated goods without requiring external energy storage. For instance, it is possible to
use the stored refrigerated goods in a cold warehouse, as cold thermal storage decreases
the complexity and costs of implementing DSM measures [16]. Additionally, external
cold energy storage can be installed [15]. Moreover, the refrigeration sector is one of the
largest energy consumers, with 15–17% of the worldwide electricity consumption [17,18],
which makes it a perfect target for energy management analysis. Industrial refrigeration
systems, including cold warehouses, rank among the heaviest electricity consumers [16],
which is why this paper placed its focus on introducing a definition and a novel approach
to quantify and evaluate the flexibility of cold supply systems with the example of a
cold warehouse.

This paper contributes to the on-going research into demand-side management as a
strategy to combat the existing dilemmas of the energy market by studying the flexibility
potential of cold supply systems. The aim of this work was to firstly present a compre-
hensive definition of the flexibility of energy systems and secondly to provide a novel
methodology for its quantification. The developed method was implemented on a cold
warehouse with four different types of refrigeration compressors as a case study in pursuit
of economic, ecological, and technical goals. Section 2 provides an in-depth literature
review of the definition of flexibility for energy systems, followed by a comprehensive
definition of flexibility of energy systems, which has been developed in this work. After-
wards, the existing methods to quantifying the flexibility of energy systems are profoundly
discussed in Section 3, followed by a novel approach to the quantification of flexibility of
energy systems developed in this work. In Section 4, it is explained how a cold warehouse
is modeled in this work. The results are presented and discussed in Section 5. The paper
ends with a conclusion in Section 6.

2. Definition of Flexibility

The flexibility of energy systems has been addressed so differently in the literature
that it can be claimed that there is no consensus over its definition [19,20] and aspects [2].
In fact, a wide range of concepts, from very general to very specific, has been used to define
and quantify flexibility, mostly in the context of the writers’ area of research [19]. This is
mainly because each energy system has its own specific properties. Flexibility, as well, is
not a clearly defined parameter like mass or length, which are measured easily by known
units. To gain an understanding of what flexibility actually is, some of the most common
definitions in the literature for energy systems are gathered in this section, followed by a
developed definition of the flexibility of energy systems.

2.1. Literature Review

Groppi et al. [21] defined flexibility, in terms of grid flexibility, as the ability of a system
to quickly react to unexpected changes. Flexibility was described by Lund et al. [12] as
the capability of a power system to deal with uncertainty and variability. This capability
represents itself both on the supply side, by introducing, for example, different power
generation methods, such as fossil power plants or wind farms, and on the demand
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side [12]. In terms of energy costs, Le Dréau and Heiselberg [22] defined flexibility as the
capability of an energy system to shift energy consumption from high price to low price
periods. A similar concept was offered by Reynders et al. [23], who defined short-term
flexibility for energy systems that use electricity to generate heat with the condition of not
endangering the thermal comfort. Similarly, Nuytten et al. [24] saw flexibility as shifting
the energy consumption over a time window. Deviation from the optimal operation
of a heat pump was considered flexibility by Tahersima et al. [25] and Weiß et al. [26].
Similarly, deviation from the reference profile based on an external signal was considered
flexibility by Coninck and Helsen [27], as well as by Junker et al. [28]. The space between
maximum and minimum available buffer capacity was considered to be flexibility by
Nuytten et al. [24] for a combined heat and power system (CHP) with buffer. Flexibility
was seen, by Vandermeulen et al. [29], as the ability to expedite or postpone energy transfer
to and from an energy system. In the context of electrical services, flexibility has been
defined as adaptations in power generation and consumption with certain characteristics
such as direction, power capacity, and starting time by Plaum et al. [19], and location by
Jin et al. [30]. Availability and predictability are two other characteristics of flexibility,
according to Plaum et al. [19], as well as transferability based on Graßl [31]. The term
operational flexibility was used by Ulbig and Andersson [32] to talk about the flexibility of
an energy system and was defined as the technical capability of a power system to modify
the electricity input to and output from the grid over a time window. Moreover, the terms
positive flexibility and negative flexibility were used by Kondziella and Bruckner [33], as
well as by Nalini et al. [34], to refer to different types of changes that an energy system needs
to undergo in different situations. Positive flexibility is required when energy demand
is higher than energy supply, which needs to be handled by either increasing the energy
generation, decreasing the demand, or providing the required energy from a different
source, such as RES or an energy storage. On the other hand, negative flexibility describes
an excess supply of energy, meaning energy generation must be lowered; otherwise, the
excess energy will be wasted unless it is stored in energy storage or used elsewhere.

2.2. A Comprehensive Definition for Flexibility

It can be summarized that flexibility is widely seen in the literature as the capability
of an energy system with certain characteristics to undergo operational changes to deal
with variations. It can also be added that flexibility is defined from four main perspectives,
namely the supply side, the demand side, the transmission network, and the operation side,
with regard to the components of the energy system. The supply side generally deals with
different types of energy sources, such as fossil fuels or RES, their magnitudes, and periods
of supply. It can be claimed that energy systems with more energy sources and with higher
delivery magnitudes over longer time windows have a higher flexibility potential. The
flexibility of the demand side is generally attributed to its ability to shift its energy demand
without jeopardizing the comfort of the final user or the quality of the final product. Thus,
the higher the amount of the shiftable load over a longer period, the higher the flexibility of
the energy system. In transmission networks, capacity and stability are the main features.
Thus, an energy transmission network with a higher capacity and stability can be regarded
as more flexible. On the level of the components of an energy system, flexibility needs to be
evaluated for single components, such as energy storage, energy generators, etc., based
on their characteristics and their capability to behave differently compared to a reference
operational mode. Thus, the higher the potential of the components to adapt their behavior,
the higher their flexibility. In order to provide a comprehensive definition for flexibility, we
brought all the different aspects of the available definitions in the literature together and
concisely defined flexibility as follows:

Flexibility is the capability of an energy system to undergo temporary, reversible, and
expectable changes, over a certain period, in reaction to an external signal to fulfill a
specific goal.
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As can be seen, it is necessary to add a number of aspects to the concept of flexibility
to better tailor it for energy systems. To begin with, flexibility in its broadest definition
is the capability of an energy system to experience change in some way. For example, an
energy system with several energy sources can potentially shift between them to meet
its demand. In the example of cold supply systems, it can be stated that at least some of
them already possess some flexibility due to the inherent heat capacity of the refrigerated
goods, which allows for storing energy for later use. However, having storage alone does
not necessarily make an energy system flexible. The capability to change can manifest
itself in terms of on/off features or operating with different settings, such as different
energy generation or temperature levels. Moreover, the concept of change itself needs to
meet certain requirements, including being temporary, reversible, and expectable, so that
the energy system can be characterized as flexible. The energy system is not flexible if
it experiences a permanent or a non-reversible change, as it develops into a new system
and is not the same energy system anymore. The change also needs to be expectable to
maintain controllability, as experiencing unexpected changes in the system may lead to a
system breakdown. Controllability can be maintained via certain constraints. Additionally,
shifts in the operation modes of an energy system need to be in respect with a higher goal,
which is to achieve them within a certain period. In fact, defining flexibility merely as the
capability to change is an incomplete concept, as change may be unnecessary or harmful.
For energy systems, changes in the operation can be made for different purposes, including
environmental, technical, and economic goals, such as reducing CO2 emissions, energy
consumption, and energy costs, respectively. Without such goals, it can only be stated that
an energy system can be operated flexibly, but any further assessment requires an objective.
Finally, an external signal is always needed when a specific goal is defined. Energy price
from electricity markets and the CO2 emission intensity factor of the electricity grid are
some examples of such external signals. The signal acts as a reference based on which the
operation of the energy system can be optimized to fulfill a specific goal. Failing to consider
these aspects results in a definition of flexibility that may not be applicable to a wide range
of energy systems and may lead to the wrong perception of the concept.

3. Quantification of Flexibility

Similar to its definition, the quantification of flexibility has also been widely discussed
in the literature, however, without a consensus [10,12,19,20,32,33]. In this section, a litera-
ture review of the already existing methods of quantifying flexibility is presented, followed
by the novel approach developed in this work.

3.1. Literature Review

Certain metrics are normally used in the literature to quantify the flexibility of an
energy system. Some examples of such metrics are the response or the delay time, the
amount of shiftable load or maximum demand adjustment, total demand increase or
reduction, changes in peak load, ramp magnitude, ramp frequency, plausible power shift
range, maximum time window of load shift, fuel consumption, and the maximum amount
of energy that can be delivered [10,11,19,24,34–41]. When it comes to the electricity grid,
the grid frequency or voltage are the main criteria used to discuss flexibility [27]. In terms of
energy markets, energy costs are normally considered means of flexibility quantification [19,34].
Economic, ecological, and technical metrics such as energy costs, CO2 emissions, and
peak load are commonly used to evaluate the flexibility of an energy system as well [2].
Metrics such as ramp, duration, and capacity were suggested by Riaz and Mancarella [42]
to quantify the flexibility of the operating network of an energy system. For this, they
introduced a concept called nodal operating envelope to determine the plausible zone
in which the energy system can operate. Reynders et al. [43] developed the concept of
virtual storage capacity for flexibility quantification, which characterized flexibility via
the magnitude of the available storage capacity, the storage efficiency, and the power
shifting potential.
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Nevertheless, these are merely parameters or characteristics of an energy system and
do not address its flexibility exclusively. A few studies have already tried to come up with
a so-called flexibility factor with the aim of estimating the flexibility of an energy system,
which are discussed in the following. Le Dréau and Heiselberg [22] suggested a flexibility
factor to measure the flexibility of a building as an energy system. First, the operation
period was divided into two sections of low and high price periods, and then, the difference
between heat consumption in low and high price periods was considered as the basis to
calculate flexibility. In the ideal case, all the heat consumption occurs in the low price
periods (flexibility factor = +1), and in the worst-case scenario, all the heat is consumed
in the high price period (flexibility factor = −1). Equal amounts of heat consumption in
low and high price periods are interpreted as flexibility factor = 0. Although this method
provides a tool to directly quantify the flexibility, it has its own shortcomings. Firstly, a
certain price must be chosen as a separator between the low and high price periods, which
is completely arbitrary. Consequently, different price borders result in different values for
flexibility. Secondly, the same amount of heat consumption in low and high price periods
amounts to zero flexibility based on this approach, whereas it does not necessarily mean
that there has been no flexibility in the energy system, as it is still probable that some heat
consumption has been shifted from high price periods to low price periods, especially
when the heat demand in high price periods is higher than in low price periods. Thirdly,
an economic criterion was adopted to quantify flexibility, which means flexibility has been
restricted to economic aspects and cannot be evaluated in terms of ecological and technical
factors. A similar approach was adopted by Finck et al. [41] as well, where high and low
price periods were believed to quantify demand flexibility based on costs.

Another effort was made by Junker et al. [28] to measure flexibility as a dynamic entity
by means of a dynamic method called flexibility function. In this method, the reaction
of a building or a group of buildings as the studied energy system to an external penalty
signal, such as CO2 emissions, is measured. Flexibility function is the ratio between the
corresponding costs in the reference case and the costs after imposing a penalty signal on
the energy system and can take up values between 0 and 1, which, respectively, show no
savings at all and 100% savings. In other words, it can be stated that flexibility function is
simply a comparison between two costs resulting from different operational modes of an
energy system, but it is not an indicator of its flexibility, as it does not reflect the changes in
the energy system to produce penalty-aware results. Based on this method, two different
energy systems with the same flexibility function values would have the same flexibility,
but one energy system may simply need to undergo more changes to result in the same
flexibility function. Thus, it can be stated that a certain value of flexibility function means
that an energy system is flexible enough to deliver a certain amount of penalty-induced
savings but does not give much information about its flexibility.

Weiß et al. [26] introduced a concept called shifted flexible load to quantify the flexi-
bility of an energy system by calculating the difference between the loads in the reference
operation and in the flexible operation in a timestep. However, shifted flexible load amounts
to zero in the periods where the load in the reference operation is smaller than the load in
the flexible operation. In other words, shifted flexible load only considers positive flexibility
and disregards negative flexibility. Furthermore, shifted flexible load does not integrate
the effects of energy storage on the flexibility of the energy system, as it only includes the
required load in each interval. A similar factor called efficiency of flexible operation was
also developed by Weiß et al. [26], which incorporates a cost coefficient representing the
unit price of a corresponding element, such as CO2 or electricity. Nevertheless, the issues
with shifted flexible load apply to the efficiency of flexible operation as well, and it can be
additionally stated that the efficiency of flexible operation deals mainly with cost savings
and not the required flexibility to save those costs.
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3.2. Aspects of Quantification of Flexibility

As it can be seen from the literature, it is a daunting task to develop a methodology
that can uniformly quantify the flexibility of energy systems. This can be attributed to
some inherent characteristics of flexibility. Unlike many parameters in physics or other
natural sciences, flexibility cannot be measured straightforwardly for energy systems, as
the changes that can occur in such systems are not uniform. It is discussed in this section
what aspects need to be considered so that a more comprehensive methodology to quantify
the flexibility of energy systems can be developed.

To begin with, one of the main aspects of the quantification of flexibility in an energy
system is the concept of transferability. As energy systems differ widely, it is extremely
challenging to develop an approach that is applicable to a wide range of energy systems.
Therefore, the elements that are used to quantify the flexibility potential of an energy system
need to be preferably ubiquitous among energy systems to make a universal estimation of
flexibility possible. However, it is not possible to express all flexible features of an energy
system in a quantifiable manner. A shift from one energy source to another, for example,
has a different nature from a storage being charged and discharged, which necessitates a
reconciliation between such changes. To address this issue, uniformity gains importance
as another main aspect of quantification of flexibility, meaning that similar and consistent
results are always obtained regardless of the types and degrees of changes that take place in
the energy system. The combination of transferability and uniformity leads to comparability,
which is the third main aspect of a comprehensive methodology to quantify the flexibility
of an energy system. Comparability allows for the comparative evaluation of the degree
of flexibility between different energy systems or that of an energy system under various
conditions. Moreover, it would not suffice to only observe the magnitude of changes an
energy system experiences in a flexible operation, but it is necessary to observe the direction
of the changes as well. Last but not least, it is essential to evaluate the operation of the
energy system at smaller intervals and then specify it for the total operational period to
include both short-term and long-term changes in the energy system.

3.3. Developed Methodology to Quantify Flexibility

We tried to consider all the above-mentioned aspects in the developed methodology
in this work to quantify the flexibility of an energy system. For transferability, it is assumed
that most flexible energy systems include a flexible energy generation unit with the maxi-
mum energy generation capacity of Egen,max and energy storage with the maximum capacity
of Esto, max. The third parameter that significantly affects the flexibility of the energy system
is the energy demand, which is assumed in this work to be known for each interval and
is designated by Edem(t). Conventionally, the maximum energy generation capacity of an
energy system is dimensioned large enough to meet the energy demand at all time steps(

Egen,max ≥ Edem,max
)
. To establish uniformity, all equations were formulated in a way that

flexibility always results in values in the range of [−1,+1], where −1, 0, and +1 represent
maximum negative, zero, and maximum positive flexibility, respectively. Non-quantifiable
forms of flexible operation, such as shifting from one energy source to another, were not
considered in this work. Compatibility was therefore fulfilled as transferability and uni-
formity were fulfilled. To address the direction of the changes that occur in the flexible
operation, the concepts of positive and negative flexibility, which are the charge/discharge
possibilities to and from energy storage, were used. If energy is generated at partial load,
and the storage is partly full, then both positive and negative flexibility are feasible, as
the energy system has the possibility to change its operation mode in two directions. The
energy system can show negative flexibility by generating more energy than required and
storing the excess generated energy in energy storage for later use or positive energy by
reducing its energy generation and partly or entirely meeting the demand by the energy
in storage. Therefore, it can be summarized that the two necessary conditions for positive
flexibility to become available are partly full storage and a non-zero energy demand. Empty
storage means that no energy can be discharged from storage to help the energy supply
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unit meet the demand. No demand means the energy generation unit is not in operation in
the reference mode. Therefore, its energy generation cannot be reduced any further, even
with the help of full energy storage. Negative flexibility, on the other hand, can be attained
only when the capacity of the energy supply unit is larger than the demand in timestep t,
so that excess energy can be generated and the storage is at least partly empty. Finally, it is
assumed that the total operation period consists of n equal smaller periods.

In this work, two concepts of applied flexibility Fapp and relative flexibility Frel were
introduced as dynamic metrics to quantify the flexibility of energy systems based on a goal-
oriented optimized operation. Additionally, a static metric called potential flexibility Fpot
was defined to measure the level of flexibility that an energy system can potentially offer.
Unlike the other two metrics, potential flexibility can be quantified without a sophisticated
goal-oriented optimization model. It also provides a reference to evaluate applied flexibility
and relative flexibility. To include both positive and negative aspects of flexibility, all
the three introduced concepts were defined with a positive and a negative term. The
required parameters to explain the developed concepts in this work for the quantification
of flexibility are listed in Table 1.

Table 1. Required parameters for the quantification of flexibility of an energy system.

Parameter Description Domain

n Number of all timesteps in the operational period n ∈ N

n+ Number of timesteps with positive flexibility n+ ∈ N

n− Number of timesteps with negative flexibility n− ∈ N

T Set of all timesteps T = {1, 2, 3, . . . , n}
t Timestep index of set T t ∈ T;

Esto,max Maximum capacity of the storage Esto,max > 0

Esto(t) Fill level of storage at timestep t 0 ≤ Esto(t) ≤ Esto,max

Esto,rem(t) Remaining capacity of the storage at timestep t 0 ≤ Esto,rem(t) ≤ Esto,max

Esto,0 Initial fill level of the storage 0 ≤ Esto,0 ≤ Esto,max

Egen,max Maximum possible level of energy generation Egen,max ≥ 0

Egen(t) Level of energy generation at timestep t 0 ≤ Egen(t) ≤ Egen,max

Egen,0 Initial level of energy generation 0 ≤ Egen,0 ≤ Egen,max

Edem,max Maximum energy demand in the entire horizon Egen,max > 0

Edem,min Minimum energy demand in the entire horizon 0 ≤ Edem,min < Edem,max

Edem(t) Energy demand at timestep t 0 ≤ Edem(t) ≤ Edem,max

Fpot Potential flexibility Fpot ∈ [−1, 1]

F+
pot(t) Positive potential flexibility at timestep t F+

pot(t) ∈ [0, 1]

F−pot(t) Negative potential flexibility at timestep t F−pot(t) ∈ [−1, 0]

Fapp Applied flexibility Fapp ∈ [−1, 1]

F+
app(t) Positive applied flexibility at timestep t F+

app(t) ∈ [0, 1]

F−app(t) Negative applied flexibility at timestep t F−app(t) ∈ [−1, 0]

Frel Relative flexibility Frel ∈ [−1, 1]

F+
rel(t) Positive relative flexibility at timestep t F+

rel(t) ∈ [0, 1]

F−rel(t) Negative relative flexibility at timestep t F−rel(t) ∈ [−1, 0]

F+
tot Positive total flexibility of the whole period F+

tot(t) ∈ [0, 1]

F−tot Negative total flexibility of the whole period F−tot(t) ∈ [−1, 0]

F+
act Positive actual flexibility of the whole period F+

act(t) ∈ [0, 1]

F−act Negative actual flexibility of the whole period F−act(t) ∈ [−1, 0]
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According to its definition, positive flexibility occurs when energy generation is less
than the demand Egen(t) < Edem(t) and the demand is partially or fully met by the energy
from the storage, provided that the storage is not empty at the end of the previous timestep
Esto(t− 1) > 0. Therefore, the discharged energy from the storage at timestep t is limited
to the amount of available energy in the storage from the previous timestep and can be
calculated by Equation (1) as follows:

Esto,discharge(t) = Edem(t)− Egen(t), ∀t ∈ T (1)

where Esto,discharge(t) ≤ Esto(t− 1) and Edem(t) ≥ Egen(t). The higher the discharged energy
in timestep t, the higher the positive flexibility in that timestep. Similarly, negative flexibility
occurs when more energy than demand is generated Egen(t) > Edem(t) and the excess
energy is stored in storage, provided that the storage is empty enough. Equation (2) is used
to calculate the amount of charged energy as follows:

Esto,charge(t) = Egen(t)− Edem(t), ∀t ∈ T (2)

for which, Esto,charge(t) ≤ Esto,rem(t− 1), and Egen(t) > Edem(t). The higher the charged en-
ergy in timestep t, the higher the negative flexibility in that timestep. Negative flexibility is
limited to the available space in the storage from the previous timestep
Esto,rem(t− 1) = Esto,max − Esto(t− 1). The initial status of the energy generation unit
Egen,0 and the initial fill level of the storage Esto,0 are considered to be zero.

Potential flexibility is a static concept that is calculated based on the technically
maximum feasible load shift in the energy system at a specific timestep in comparison to
the technically maximum feasible load shift in a time step throughout the entire operation
period. Being a static concept, potential flexibility can be calculated without having to
develop complex computational models. Consequently, the energy generation or the status
of the storage do not need to be known at single timesteps. The only parameters that need to
be known to calculate potential flexibility include the maximum energy generation capacity
Egen,max, the maximum energy storage capacity Esto,max, and the energy demand at each
timestep Edem(t). As the technically maximum feasible load shift is considered for potential
flexibility, the maximum attainable positive potential flexibility can be achieved under two
circumstances. In the first situation, the storage is full enough to fully meet the demand in
timestep t and no energy is generated; Esto(t− 1) ≥ Edem(t), and Egen(t) = 0. In the second
situation, there is less energy in storage than demand 0 < Esto(t− 1) < Edem(t), but still,
the entire stored energy is discharged to meet the demand as much as possible, leading to
empty storage at the end of the corresponding timestep Esto(t) = 0. The rest of the demand
is met by the energy generation unit in this case. This leads to a maximum positive potential
flexibility, as the complete potential of the energy system to reduce the burden of the energy
generation unit has been used. The maximum negative potential flexibility, on the other
hand, is obtained when either the maximum energy generation capacity is used to generate
and store excess energy in the energy storage Esto,charge(t) = Egen,max − Edem(t) or when so
much excess energy is generated that the storage becomes full Esto(t) = Esto,max. Thus, it
can be summarized that positive potential flexibility depends on the amount of energy
demand at each timestep, and negative flexibility is a factor of the difference between the
maximum capacity of the energy generation unit and the energy demand at each timestep.
For the entire operation period, the technically feasible maximum positive flexibility occurs
in those timesteps where either the demand is maximum and the demand is fully met by
the storage, or the storage is full and the entire stored energy is discharged to meet the
demand maximally. The technically feasible maximum negative flexibility in a timestep in
the entire operation period occurs in the timesteps where either the demand is minimum
and the entire excess energy generation capacity is used to generate excess energy given
the storage has enough room for it, or the empty storage does not have enough capacity
to store the excess generated energy at full load; however, excess energy is generated to
fill the storage. This means that potential flexibility needs to be quantified for different
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cases, which makes it very complicated. The other issue is that, as potential flexibility is a
static metric, Esto(t) cannot be determined for single intervals. To resolve these issues, it
is assumed that the storage is full enough to meet the whole demand at all timesteps for
positive flexibility and empty enough to store the generated excess energy at all timesteps
in the case of negative flexibility, both of which are possible if the length of timesteps is
short enough. Equations (3) and (4) quantify positive and negative potential flexibility for
timestep t, respectively, as follows:

F+
pot(t) =

Edem(t)
Edem,max

, ∀t ∈ T (3)

F−pot(t) = −
Egen,max − Edem(t)
Egen,max − Edem,min

=, ∀t ∈ T (4)

According to Equation (3), positive potential flexibility is highest when
Edem(t) = Edem,max and lowest when Edem(t) = 0. Negative potential flexibility, according
to Equation (4), is highest when Edem(t) = 0 and lowest when Edem(t) = Egen,max.

Due to its static nature, potential flexibility just provides an initial idea of what to
expect regarding the flexibility potential of an energy system but does not supply any
information regarding its flexibility under operational conditions. Sophisticated compu-
tational models are used to simulate the dynamic operation of an energy system, which
can provide data regarding the status of its components, such as the energy generation
unit and storage at single timesteps. Such data can be used to quantify the flexibility of
an energy system dynamically. This is where a dynamic concept called applied flexibility
(F app) is introduced. Applied flexibility compares the operational shift that takes place
during the real flexible operation in timestep t to the technically maximum feasible shift
in the same timestep. Therefore, applied flexibility cannot be simultaneously positive
and negative in one timestep, as the shift in the actual operation can only happen in one
direction. Positive applied flexibility is observed when the demand is more than the en-
ergy generation Edem(t) > Egen(t) and the demand is fully or partially met by the storage
Esto(t− 1) > 0, and it reaches its maximum when either the whole demand is met by the
storage Egen(t) = 0 all of the stored energy is used to meet a part of the demand Esto(t) = 0.
If the demand is zero Edem(t) = 0 or the storage is totally empty from the previous timestep
Esto(t− 1) = 0, then no discharge can take place from the storage, resulting in zero positive
flexibility at timestep t. Negative applied flexibility occurs when energy generation is more
than energy demand (Egen(t) > Edem(t), given that the storage is not full Esto,rem(t− 1) > 0)
and reaches its maximum when either the maximum remaining capacity of the energy
generation unit is used to generate excess energy or the storage is fully charged by excess
energy Esto,rem(t) = 0. Thus, zero negative flexibility is expected at timestep t if no excess
energy generation is possible, for example, when Edem(t) = Egen,max or when the storage is
full from the previous timestep Esto,rem(t− 1) = 0. Positive and negative applied flexibility
can be calculated by Equations (5) and (6):

F+
app(t) =

Edem(t)− Egen(t)
min [E sto(t− 1), Edem(t)]

=
Esto,discharge(t)

min [E sto(t− 1), Edem(t)]
, ∀t ∈ T (5)

F−app(t) = − Egen(t)−Edem(t)
min [E sto,rem(t−1), Egen,max−Edem(t)]

= − Esto,charge(t)
min [E sto,rem(t−1), Egen,max−Edem(t)]

, ∀t ∈ T
(6)

resulting in values in the range [0,+1] and [−1, 0], respectively. Calculating applied flexi-
bility for t = +1 requires the initial energy generation (Egen,0) and storage level (Esto,0).

Applied flexibility is a useful tool that provides information regarding the deviations
of the flexible operation of an energy system from its reference operation in a single
timestep in comparison with the potentially maximum feasible shift in the same timestep.
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Nonetheless, applied flexibility lacks comparability, as it does not provide the possibility to
compare the flexibility of two different timesteps with each other. For example, positive
applied flexibility would be highest (+1) for all timesteps in which the entire demand
has been met by the storage, although the energy system must undergo more shifts at the
timestep with a higher demand. To address the issue of comparability, another concept
called relative flexibility (Frel) was defined. Relative flexibility is very similar to applied
flexibility in its technical details, with the difference being that it compares the shifts that
occur in a timestep during the flexible operation to the maximum feasible shift in a timestep
during the whole operational period. Positive relative flexibility occurs when energy
demand is larger than energy generation Edem(t) > Egen(t) and reaches its maximum
when the energy demand is highest Edem(t) = Edem,max and the whole demand is met by
the energy storage Esto,discharge(t) = Edem,max, meaning Esto(t− 1) ≥ Edem,max. Similarly,
negative relative flexibility occurs when more energy than demand is generated and stored
in the storage Egen(t) > Edem(t) and reaches its maximum when there is no energy demand
Edem(t) = 0 and the maximum energy generation capacity is used to generate excess energy
Esto,charge(t) = Egen,max, provided that the storage has enough room Esto,rem(t− 1) ≥ Egen,max.
If these statements are applied to Equations (5) and (6), then Equations (7) and (8) can be
developed as follows to calculate relative flexibility:

F+
rel(t) =

Edem(t)− Egen(t)
Edem,max

=
Esto,discharge(t)

Edem,max
, ∀t ∈ T (7)

F−rel(t) = −
Egen(t)− Edem(t)
Egen,max − Edem,min

= −
Esto,charge(t)

Egen,max − Edem,min
, ∀t ∈ T (8)

which deliver values between [0,+1] and [−1, 0], respectively.
Equations (1)–(8) are used to calculate the flexibility of an energy system in single

timesteps. It is, however, required to use the resulting values from these equations in a
proper manner to make a statement about the flexibility potential of the energy system in
the whole operation period. To this aim, we defined the mean of positive and negative
flexibility values for all intervals as the total positive flexibility (F+

tot) and total negative
flexibility (F−tot), respectively. This principle can be used for all three introduced flexibility
concepts in this work. Equations (9) and (10) are used to calculate total flexibility:

F+
x,tot =

∑ F+
x (t)
n

, ∀t ∈ T (9)

F−x,tot =
∑ F−x (t)

n
, ∀t ∈ T (10)

where x represents potential, applied, and relative flexibility. Equations (9) and (10) re-
sult in six terms, namely total positive potential flexibility (F+

pot,tot), total negative poten-
tial flexibility (F−pot,tot), total positive applied flexibility (F+

app,tot), total negative applied
flexibility (F−app,tot), total positive relative flexibility (F+

rel,tot), and total negative relative
flexibility (F−rel,tot).

It is worth stating that potential flexibility can be both positive and negative at a
single timestep, as the energy system can potentially change in either way. However,
this is not the case for applied and relative flexibility, which deal with real operational
situations, where either positive flexibility or negative flexibility can be realized in a
single timestep. Thus, applied and relative flexibility need to be analyzed differently
from potential flexibility. To do so, another metric called actual flexibility was defined
only for applied and relative flexibility. Actual flexibility includes four elements, namely
actual positive applied flexibility (F+

app,act), actual negative applied flexibility (F−app,act), actual
positive relative flexibility (F+

rel,act), and actual negative relative flexibility (F−rel,act). Actual
flexibility is determined for applied and relative flexibility as the means of positive and
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negative flexibility by considering only those intervals in which they have been realized.
Equations (11) and (12) are used to calculate actual flexibility:

F+
y,act =

∑ F+
y (t)

n+
, ∀t ∈ T (11)

F−y,act =
∑ F−y (t)

n−
, ∀t ∈ T (12)

where y represents only applied and relative flexibility. Actual flexibility results in higher
values than total flexibility.

4. Goal-Oriented Optimization Models

Three goals were considered in this work to quantify the goal-oriented flexibility
of a cold warehouse, namely “minimization of electricity costs”, “minimization of CO2
emissions”, and “minimization of maximum used electric power (peak load)”. The oper-
ation of the cold warehouse was optimized for these goals by means of an optimization
model developed via an open energy modeling framework (oemof) [44], a Python-based
framework used to develop dynamic optimization models for energy systems. Oemof used
mixed-integer linear programming (MILP) to solve optimization problems. For each opti-
mization goal, a corresponding objective function was defined whose value was minimized
based on relevant penalty costs. Electricity prices per kWh from EPEX Spot market [45] for
the year 2019 were used as penalty costs for the goal “minimization of electricity costs”. To
minimize the objective function, the solver drew more electricity from the electricity grid in
low price periods to generate and store excess cold energy in the cold energy storage for
later use in high price periods. The goal “minimization of CO2 emissions” was obtained
via a CO2 intensity factor per kWh electricity from the grid obtained from AGORA [46]
as penalty costs for the year 2019. In this case, the solver consumed more electricity from
the grid in periods of lower CO2 intensity factors and vice versa. Finally, artificial penalty
costs were assigned to each extra kW of electric power for the goal “minimization of maxi-
mum used electric power (peak load minimization)”, meaning the solver tried to minimize
the objective function by keeping the maximum used electric power by the cold energy
generation system as low as possible during the entire operation. It must be noted that,
despite the use of different penalty costs, MILP remained the optimization approach for
all three goals. In other words, the considered approach to simulate the flexible operation
of the studied cold warehouse remained unchanged. However, the objective function
and the penalty costs that were used in it changed for each goal. The three designated
goals were optimized for four types of electricity-driven compressors commonly used
in refrigeration systems, namely piston (reciprocating), turbo (centrifugal), screw, and
scroll compressors, resulting in twelve scenarios in total. As the developed model is a
mathematical optimization model to realize demand-side management in the studied cold
warehouse, the operational characteristics of the compressors were considered with priority
over their thermodynamic characteristics. The dimensions of the refrigeration compressors
and the cold energy storage were specified based on the maximum cold demand of the
energy system. For comparability reasons, the cold warehouse was chosen to function
within normal cooling ranges (between +2 ◦C and +8 ◦C) so that the obtained results could
be considered for a wide range of cold supply systems. The energy efficiency ratio was
calculated based on the ambient temperature of the city Düsseldorf for the year 2019.

To be able to compare the optimization results with each other, a reference scenario
with zero flexibility was required. Therefore, the operation of the energy system without
energy storage, in which only the demand was met, was considered for this purpose.
The energy demand of the cold warehouse was confidentially obtained from a real plant.
Fifteen-minute intervals were considered the time resolution for the optimization problems,
meaning the energy system can undergo changes after each 15 min. The total optimization
period was one year, amounting to 35,040 fifteen-minute intervals. To retain uniformity



Energies 2024, 17, 85 12 of 22

and comparability, it was assumed that the cold warehouse consisted of four refrigeration
compressors of the same type and size in each scenario, with a total cooling generation
capacity that was 150% larger than the maximum cooling demand. It was also assumed that
the cold warehouse was equipped with a highly efficient cold energy storage that was large
enough to contain the generated cold energy at the maximum installed power over 12 h.
Specifying the dimensions of the components of the energy system based on the cooling
demand provided the possibility to have a case study that was transferable to similar
energy systems. In other words, as it was a mathematical optimization model, the obtained
results can be applied to similar energy systems if the dimensions are specified accordingly.
Consequently, numerical values have not been mentioned. Initially, the compressors were
assumed to be off and the storage to be empty.

Figure 1 depicts the schematic view of the modeled cold warehouse. The electricity
was taken from the grid and converted to cold energy via compressors as transformers.
The cold energy was either stored in the energy storage or was fed to the end user. Peak
transformer was an auxiliary transformer to which the artificial penalty costs per kW electric
power were applied for the goal “minimization of the maximum used electric power”. The
used electric power was implemented as a time-independent variable parameter so that it
was minimized for the entire operational period rather than for a single interval.
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Figure 1. Schematic view of the cold warehouse model developed via oemof.

The storage model developed in this work included level-dependent energy loss,
meaning that the thermal loss increased with an increasing storage fill level. The refrigera-
tion compressors were subject to several constraints, including the maximum number of
starts per hour, minimum up-time, minimum down-time, minimum load, and partial load
efficiency. The hourly maximum number of starts defined how many times a compressor
could be maximally turned on per hour. Minimum up-time specified the number of in-
tervals a compressor needed to remain on after being put into service, whereas minimum
down-time referred to the number of intervals a compressor needed to remain out of service
after being turned off. Minimum load was the minimum required electric power with
which the compressor could operate and was presented as a percentage of the maximum
installed electric power (Pel,installed) of each compressor. Table 2 contains the values of the
above-mentioned characteristics for the studied compressor types.

Table 2. Constraints of the different compressor types developed in the optimization models [47].

Constraint Piston Compressor Turbo Compressor Screw Compressor Scroll Compressor

Maximum hourly starts >1 1 >1 >1

Minimum up-time − 20 min − −
Minimum down-time − − − −

Minimum load 0.30·Pel, installed 0.23·Pel, installed 0.24·Pel, installed 0.30·Pel, installed

An energy system model with a fifteen-minute resolution meant the non-constrained
compressor could be turned on and off four times per hour, twice for each. Therefore,
compressors that could be turned on or off at least twice per hour, namely piston, screw, and
scroll compressors, did not impose a constraint on the energy system. A turbo compressor,
however, could not be freely switched on and off consecutively, as it could not be turned
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on more than once per hour. Similarly, the minimum up-time had to be considered as a
constraint for the turbo compressor, as it had to remain on for at least two consecutive
periods to fulfill the twenty-minute minimum up-time, which was not the case for other
compressor types. Minimum down-time, however, was not a constraint for any of the
compressor types in this work, as they all could be turned on immediately after having
been turned off. Minimum operational load was implemented for all compressor types
and changes from one type to another. The minimum levels of energy consumption for
piston, turbo, screw, and scroll compressors were 30% [48], 23%, 24% [47], and 30% [49]
of the Pel,installed, respectively. Similarly, different compressor types showed a different
partial load behavior, which determined the performance of a compressor at different load
levels. Figure 2 shows the partial load behavior of different compressor types in addition
to their minimum required electric power. The reference scenario was simulated via a
generic linear refrigeration compressor with a 1:1 partial load behavior and a minimum
load of zero. None of the above-mentioned constraints were considered for the generic
linear compressor.
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Moreover, several metrics were defined in addition to the flexibility parameters to
evaluate the optimization results. Directly relevant metrics to the optimization goals were
namely the total electricity costs, total CO2 emissions, and the maximum used electric
power (peak load). Total energy consumption, peak load hours, and load change of
compressors are the other metrics that were calculated. Peak load hours were calculated
by dividing the total energy consumption by the peak load. Load change was defined as
the number of intervals at which the energy generation level changed. Thus, load change
for the reference case was equal to the number of times the demand changed from one
timestep to the next over the whole optimization period. Evaluation metrics that were
defined in this work include electricity costs (elcost), CO2 emissions (CO2emission), full load
hours (FLH), maximum used electric power (Pel,max), load change (LC), and electricity
consumption (elconsump). Pel,max shows the maximum aggregate used electric power of
refrigeration compressors in one interval during the entire operation period. FLH was
calculated by dividing the elconsump by Pel,max. LC represents the number of intervals at
which the aggregate, using the electric power of the compressors, had changed from its
previous interval.

5. Results and Discussion

Figure 3 illustrates the simulated operation of the cold warehouse achieved by the
developed optimization models in oemof for 15 June.

The amount of generated cold energy in the reference operation was equal to the
cold energy demand in each interval, meaning no excess energy was generated, which
was expected, as no cold energy storage was considered for the reference scenario to host
the excess energy. On the contrary, excess cold energy was generated and stored in the
cold energy storage for all the other scenarios. The optimized operations for the goals
“minimization of electricity costs” and “minimization of CO2 emissions” were very similar.
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Both operations involved high rates of steady excess cold energy generation over long
periods in low price periods, meaning that the cold energy storage was filled to a large
extent in both cases before it was discharged in high price periods. The stored cold energy
was also steadily discharged later in high price periods over long periods to meet the
corresponding cold demand, resulting in overall lower corresponding costs. Unlike these
two goals, the optimized operation for the goal “minimization of maximum used electric
power” did not involve very high rates of excess cold energy generation, as the aim of
this goal was to keep the maximum used electric power of the compressors as low as
possible during the entire operation. Consequently, excess energy was generated only in
low-demand periods at small rates.
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It can be inferred from the optimized operation of the cold warehouse depicted
in Figure 3 that the storage was filled to a larger extent for the goals “minimization of
electricity costs” and “minimization of CO2 emissions” compared to the goal “minimization
of maximum used electric power”. The maximum level of stored cold energy for the three
studied goals can be seen in Figure 4 in comparison to the installed capacity of the storage.

As can be seen, the storage was completely filled with excess cold energy at least
once during the operational period for the goals “minimization of electricity costs” and
“minimization of CO2 emissions”, whereas only nearly a third of its capacity was maximally
used for the goal “minimization of maximum used electric power”. The stored cold energy
was then discharged in the high-demand period for the goal “minimization of maximum
used electric power” to help the compressors meet the cold energy demand with a lower
electric power consumption. In terms of flexibility, it can be understood from Figure 3
that more flexibility was applied to meet the two goals “minimization of electricity costs”
and “minimization of CO2 emissions”, whereas the required flexibility to minimize the
maximum used electric power was much less. This can be explained by positive flexibility
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and by the fact that the cold demand was largely met by the storage for the first two goals,
while it was only partially met for the third goal. Moreover, higher negative flexibility
for the first two goals could be explained by much larger amounts of excess cold energy
generation in comparison to that of the third goal. In fact, the generated excess cold
energy was very close to the maximum aggregate capacity of the cold supply system at
most intervals for the first two goals. Needless to say, no flexibility was applied in the
reference operation.
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As the solver only tried to minimize the operational costs based on the corresponding
objective function and penalty costs, it could happen that the number of occurrences
of positive and negative flexibility were different for different goals during operation.
Figure 5 depicts the number of intervals with positive and negative flexibility for the three
optimization goals and the four compressors. As can be seen, the number of intervals
with negative flexibility was slightly higher than that of those with positive flexibility for
peak load minimization, whereas intervals with positive flexibility occurred much more
frequently than intervals with negative flexibility for the other two goals. This means that
charging and discharging cold energy into and from the cold energy storage was evenly
distributed throughout the operational period for the goal “minimization of maximum used
electric power”, while shorter periods of excess cold generation followed by longer periods
of discharged cold energy occurred for the other two goals. This can be explained by the
fact that a large installed cold energy generation capacity and a large storage provided the
opportunity to generate and store a high amount of excess cold energy over a short period
to meet the demand over a longer period for these two goals. The results shown in Figure 5
can be confirmed by parts (a) to (c) of Figure 3 to some extent as well.
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Figures 6–8 depict the total and actual flexibility metrics together with the evaluation
metrics based on the optimization results for the three designated goals and the studied re-
frigeration compressors. The flexibility metrics were considered to be zero for the reference
operation according to its definition, providing a reference for calculating the flexibility
metrics for other scenarios. Thus, a positive value represents positive flexibility and a
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negative value represents negative flexibility. The evaluation metrics were considered to be
+1 for the reference scenario, according to which the corresponding evaluation metrics of
the other scenarios were calculated. An evaluation metric bigger than +1 meant that the
corresponding metric had a higher value in the optimized operation than in the reference
operation and vice versa.
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Potential flexibility, to begin with, showed slightly higher negative than positive
values, as can be seen in Figures 6–8, meaning that the cold warehouse theoretically had
more potential to store excess energy than to meet the demand by discharging energy from
the storage. This slight difference can be attributed to the fact that the installed capacity
of the cold supply system of the cold warehouse was assumed to be 1.5 times bigger than
its maximum cold energy demand and a large highly efficient storage was considered for
the model. It is worth stating that potential flexibility was the same for all three goals
and refrigeration compressors, as it was goal-independent, and same-sized compressors
were considered. When it comes to applied flexibility, Figure 6 shows that the actual
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positive applied flexibility nearly reached its maximum value (+1) for all compressors for
the goal “minimization of electricity costs”, meaning that the cold energy demand was
almost entirely met by the storage whenever positive flexibility occurred. Actual negative
applied flexibility, however, showed values between −0.5 for piston compressor and −0.25
for turbo compressor, meaning that only a part of the excess energy generation capacity
was used to fill the storage in the periods where negative flexibility occurred. Both these
patterns can also be observed in Figure 3. A similar pattern could be observed for actual
positive and negative relative flexibility, only with smaller values, which were due to the
fact that relative flexibility compared the deviations in the operation mode of the energy
system in a single interval to the maximum possible deviations in an interval during the
entire period, whereas applied flexibility compared the deviations in an interval to the
maximum possible deviation in the same interval, resulting in smaller values for relative
flexibility. When it comes to total flexibility, positive applied flexibility still showed a high
value (around +0.75), while negative applied flexibility showed a much smaller absolute
value (around −0.15), meaning that the occurrences of the intervals with positive flexibility
were much higher for those with negative flexibility, as it was also observed in Figure 5. This
can be understood from the fact that total flexibility metrics were calculated by dividing the
sum of the corresponding metrics to the number of all intervals, meaning the metric with a
higher number of occurrences would have a higher aggregate value and therefore a higher
total flexibility. Total relative flexibility showed a similar pattern to total applied flexibility
for both positive and negative flexibility only with smaller values, which can be explained
by the same logic as for actual flexibility. In terms of evaluation metrics, it can be observed
in Figure 6 that electricity costs, whose minimization was the goal of the corresponding
scenarios, decreased drastically by nearly 50%, with screw and turbo compressors as the
most cost-efficient refrigeration compressor types. A reduction of between 20% and 25%
could be observed for CO2 emissions, which can be explained by the merit-order effect
resulting in lower electricity prices in periods of higher electricity input to the German
electricity grid from wind and solar energy [50]. Electricity consumption, however, did
not increase considerably in spite of the staggering reductions in the electricity costs and
CO2 emissions, which was the result of the optimal usage of the compressors to generate
excess energy at their highest efficiency and also the assumption of a very efficient cold
energy storage. The maximum used electric power was nearly equal to the maximum
installed electric power of the compressors, implying that the compressors were put into
service with full capacity at least once during the entire period to generate excess energy.
A similar electricity consumption to the reference scenario, together with a much higher
maximum used electric power, resulted in much lower full load hours in the optimized
operations for this goal. To sum up, it can be said that the corresponding initial goal, which
was to minimize electricity costs, was fulfilled not only to a very promising degree but also
with side advantages, such as much lower CO2 emissions with almost the same amount of
energy consumption. Load change, as the last evaluation metric, declined drastically, as
the compressors were used at their most efficient partial load efficiency most of the time,
resulting in a much less frequent change in their operational mode, as could also be seen in
Figure 3b.

The optimization results for the goal “minimization of CO2 emissions” resulted in
very similar flexibility metrics to those of the goal “minimization of electricity costs”, as
Figure 7 illustrates. In both cases, positive flexibility had a higher degree than negative
flexibility. Additionally, whereas all refrigeration compressor types showed a very simi-
lar degree of positive flexibility, there were differences in terms of negative flexibility, as
the piston compressor had the highest negative flexibility, followed by scroll compressor,
for both goals. However, more negative flexibility does not necessarily mean that better
optimization results were obtained. It can be seen for both goals that screw compressors
yielded slightly more favorable results, although their negative flexibility was not as high
as piston and scroll compressors. When it comes to evaluation metrics, CO2 emissions
were even lower for the goal “minimization of CO2 emissions”, which was in accordance
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with its corresponding goal. Lower CO2 emissions resulted in lower electricity costs for
this goal, which could be explained by the merit-order effect as well. The most favor-
able refrigeration compressor type for this goal was the screw compressor, followed by
scroll compressors.
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In comparison to the other two goals, very little flexibility was adopted for the goal
“minimization of maximum used electric power”, as it is depicted in Figure 8 with positive
flexibility slightly higher than negative flexibility. The low need for flexibility can be
justified by the minimal excess energy generation and energy discharge from the storage, as
can also be seen in Figure 3d. In fact, excess energy could not be generated at the maximum
rate in this case, as the as goal was to keep the maximum used electric power of compressors
as low as possible. Therefore, limited levels of excess energy were generated and stored in
some low-demand periods to partially meet the demand at the consecutive high-demand
intervals. In terms of evaluation metrics, it can be seen that the corresponding goal was
achieved by obtaining nearly 50% smaller electric peak loads compared to the reference
operation, however, with much higher electricity costs and CO2 emissions compared to the
other two goals. Screw compressor was again the most favorable refrigeration compressor
type, followed by the turbo compressor. Electricity consumption, however, did not change
drastically in this case. Full load hours were much larger than the reference scenario, as
almost the same amount of energy was used with a much lower peak load.

6. Conclusions

This paper presents a comprehensive definition for the flexibility of energy systems
by trying to bring the existing definitions in the literature together. Additionally, a novel
methodology for the quantification and evaluation of flexibility was introduced for energy
systems with excess energy generation capacity and energy storage. To this aim, a literature
review of the existing methodologies, including their advantages and shortcomings, was
conducted. A cold warehouse, as a representative cold energy system, was modeled and
optimized via oemof for three different goals, including “minimization of electricity costs”,
“minimization of CO2 emissions”, and “minimization of maximum used electric power
(minimization of peak load)”. The operation of the cold warehouse was optimized for
four commonly used types of refrigeration compressors, namely piston, turbo, scroll, and
screw compressors, with a 150% higher energy generation capacity than the maximum cold
demand in connection with a highly efficient energy storage that could store the generated
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energy at full load capacity for 12 h. Optimization results from the cold warehouse model
confirmed that there is a theoretical possibility for the following findings:

- Reduction of electricity purchase costs up to 50%;
- Reduction of CO2 emissions between 25–30%;
- Reduction of electric peak load about 50%;
- Screw compressors are the most favorable refrigeration compressor type for a goal-

oriented flexible operation.

Whereas a high degree of flexibility was required to minimize electricity costs and
CO2 emissions due to the necessity of generating and storing high levels of excess energy in
low-cost periods for later use in high-cost periods, minimizing the peak load was possible
with much less flexibility via much a smaller electric peak load and storage fill level.
Therefore, it can be concluded that a cold warehouse can be potentially operated with a
high degree of flexibility if necessary and could be used for DSM purposes. Moreover,
almost all types of refrigeration compressors show a similar pattern for positive flexibility,
while piston compressors show the highest negative flexibility, followed closely by scroll
compressors. Nevertheless, a higher level of flexibility does not necessarily lead to better
goal-based optimization results. Screw compressors, for example, can be concluded as
the most favorable refrigeration compressor type for all the three goals, as they delivered
the lowest CO2 emissions, electricity costs, and even peak loads, although they did not
show as much negative flexibility as piston or scroll compressors. In fact, flexibility merely
shows the level of change an energy system or its components need to undergo to deliver
the optimal results, meaning one plant configuration may need much less flexibility to
deliver the same results than another. In addition, the optimal results always depend on
the designated goal. For example, achieving the goals “minimization of electricity costs”
and “minimization of CO2 emissions” largely depended on the availability of a high excess
energy generation capacity and a very large efficient energy storage, as it is more favorable
to generate and store excess cold energy in large amounts in low-cost periods. This is,
however, not true for the goal “minimization of peak load”, for which smaller compressors
and a lower energy storage capacity would suffice to achieve the optimal results. What is
more is that positive flexibility occurred more frequently for the goals “minimization of
electricity costs” and “minimization of CO2 emissions”, as large amounts of excess energy
that were stored in a shorter period were discharged to meet the demand over a longer
period. This could be because the demand in a single interval was comparatively much
smaller than the installed energy generation capacity and storage capacity, allowing the
energy generation system to store enough excess energy in a short time window to meet
the aggregate demand of a much larger window. However, this was not the case for the
minimization of peak load, where charge and discharge patterns occurred at a very similar
frequency to help the compressors mainly in high-demand periods. Additionally, it can be
seen that positive flexibility was generally larger than negative flexibility, which was due
mainly to the fact that positive flexibility had a higher frequency than negative flexibility,
and the ratio of the actual discharged energy to the maximum feasible dischargeable energy
was larger than the ratio of the actual excess energy to the maximum feasible excess energy.

To sum up, the interpretation of flexibility is not a very straight-forward task. Two
energy systems may generate the same amount of CO2 emissions after being flexibly
operated, but this does not mean that they possess the same degree of flexibility, as one
energy system may have needed to undergo more changes to emit the same amount of CO2.
Moreover, the maximum flexibility potential of an energy system cannot be found without
pursuing a goal, as a mere flexible operation of an energy system does not provide any
useful information. Additionally, the flexible operation of an energy system is substantially
limited by the pursuit goal. As was seen, much less flexibility was required for minimizing
the peak load than for minimizing the electricity costs. Therefore, careful wording is
required to evaluate flexibility. As an example, it can be stated that an energy system
needs a certain degree of flexibility to realize its maximum potential to minimize its CO2
emissions, or this is the maximum amount of CO2 that an energy system can emit if it is
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operated flexibly. As the focus of this study was to provide a theoretical quantification of
flexibility potential of cold supply systems, further practical studies were not conducted
in this project. Consequently, a central question for future research would be how the
theoretical flexibility potential of cold supply systems can be realized in practice, where real
energy storages with a lower efficiency, inaccurate forecasted prices, and technical as well
as contractual and organizational obstacles exist. It is also of crucial importance to carry out
sensitivity calculations for the optimized dimensioning of refrigeration compressors and
cold energy storage, taking into account not only the operating costs but also investment
costs or all life cycle costs.
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