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Abstract: The battery state of charge (SoC), whose estimation is one of the basic functions 

of battery management system (BMS), is a vital input parameter in the energy management 

and power distribution control of electric vehicles (EVs). In this paper, two methods based 

on an extended Kalman filter (EKF) and unscented Kalman filter (UKF), respectively, are 

proposed to estimate the SoC of a lithium-ion battery used in EVs. The lithium-ion battery is 

modeled with the Thevenin model and the model parameters are identified based on 

experimental data and validated with the Beijing Driving Cycle. Then space equations used 

for SoC estimation are established. The SoC estimation results with EKF and UKF are 

compared in aspects of accuracy and convergence. It is concluded that the two algorithms 

both perform well, while the UKF algorithm is much better with a faster convergence ability 

and a higher accuracy. 

Keywords: electric vehicles; dynamic modeling; SoC estimation; extended Kalman filter; 

unscented Kalman filter 

 

1. Introduction 

The battery, as an on-board electric energy storage source [1–3], is key to the development of 

electric vehicles (EVs). The state of charge (SoC) [4,5], which is the ratio of the battery’s remaining 

available capacity to its rated capacity expressed as a percentage, is one of the key features in the 

battery management system [6,7]. However, in practical applications the SoC cannot be measured 
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directly, and its estimation becomes complicated due to the battery’s complicated chemical reactions 

and uncertain influencing factors. 

Techniques for battery SoC estimations can be categorized into three types [8–10]. The first type is 

the Coulomb counting method, which is an open-loop algorithm and could result in significant 

inaccuracies due to uncertain disturbances and difficulties to determine the initial value of SoC. The 

second type is look-up table method based on a black-box battery model, which describes the nonlinear 

relationship between SoC and its influencing factors. Although this approach can often produce a good 

estimation, it also causes problems like heavy computation burden and bad application in real-time. The 

third type is based on state estimation techniques with the state-space battery model, which is becoming 

more popular due to its advantages of being close-loop, online, and available to regulate the estimation 

error range dynamically. 

The Extended Kalman Filter (EKF) [11–13] method is usually used in non-linear systems, using 

partial derivatives and first order Taylor series expansion to linearize the battery model. The Unscented 

Kalman filter [14–17] is a discrete-time filtering algorithm, which utilizes the unscented transform to 

solve filtering problems, and the UKF is able to accurately capture the posterior mean and covariance 

to the 3rd order of the Taylor series expansion. In this paper, for a lithium-ion battery, the EKF and 

UKF methods are both adopted in the SoC estimations based on the battery Thevenin model [18,19], 

and the estimation results are compared and discussed. The paper structure is arranged as follows: in 

Section 2, the battery is modeled and the model parameters are identified with experiments; In Section 3, 

the SoC estimation methods based on EKF and UKF, respectively, are proposed. In Section 4, 

simulation experiments are carried out and the results are presented and discussed in terms of accuracy 

and robustness. In Section 5, several concluding remarks are provided. 

2. Battery Modeling 

The equivalent circuit models that consist of resistances, capacitances and some other circuit 

components are selected to simulate the battery dynamic characteristics. At present, the Rint model, 

the Thevenin model, the RC model, and the PNGV model are generally applied to the simulation of 

batteries in EVs. The Thevenin model, as shown in Figure 1, is widely used to model the lithium-ion 

battery for its much better dynamic performance. 

Figure 1. Schematic of the Thevenin model. 

 

In Figure 1, there are three parts: the open circuit voltage UOC, the internal resistances, and the 

equivalent capacitances. The internal resistances include ohmic resistance Ro and electrochemical 

polarization resistance Rp. The equivalent capacitance Cp simulates the battery electrochemical 
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polarization characteristics. The UL is used to describe the terminal voltage, the Up is used to describe 

the polarization voltage, the IL is used to describe the load current and the IP is used to describe the 

current across Rp. All the parameters in the model are related to SoC and temperature. Considering that 

all the experiments are conducted in a thermostat, the influence of temperature is ignored in this paper. 

The electrical behavior of the circuit model can be expressed as follows by Kirchhoff's current law 

(KCL) and Kirchhoff's voltage law (KVL): 

L P
P

P P P

L OC P L o

I U
U

C R C

U U U I R

•
 = −

 = − −

 (1)

To acquire the parameters of the Thevenin model, the following charging and discharging 

experiments are carried out on a lithium-ion battery with nominal voltage of 3.6 V and nominal 

capacity of 31.5 Ah. 

The Open-circuit voltage test: The test was performed to acquire the data to identify the parameters 

of the open-circuit voltage. The test procedure is as follows: the battery is fully charged at first and  

left in the open-circuit condition for 5 h until the change of the terminal voltage is negligible. Then the 

battery is discharged to 95% of the nominal capacity at a constant rate of 0.3 C, afterwards, it was left 

in the open-circuit condition again until the measured terminal voltage is considered to reach the 

equilibrium potential. The process was repeated at every 5% of the nominal capacity, all the 

open-circuit voltages at different SoCs are measured and a function of SoC is listed as Equation (2) by 

curve fitting. 

( ) 5648.3SoC288.1SoC5676.1SoC8921.0SoC 23
OC +×+×−×=U  (2)

The experimental data and the curve fitting result are shown in Figure 2. 

Figure 2. The open-circuit voltage experimental data and curve fitting result. 
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The HPPC Test: The hybrid pulse power characterization (HPPC) test was performed to acquire  

the data to identify the parameters of ohmic resistance R0. The test was conducted at 0.1 SoC intervals 

from 0.9 to 0.1, and the temperature was kept at 20 °C. Figure 3 shows one of the HPPC results at  

SoC = 0.9. 

A voltage drop/rise appears when a pulse discharge/charge current IL is loaded, then the ohmic 

resistance R0 can be calculated by: 
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The ΔU in Equation (3) is given by Equation (4) and marked in Figure 3: 

1 0

3 2

=
U U

U
U U

 −Δ 
−

 (4)

Figure 3. Battery voltage profile of one HPPC at SoC = 0.9. 
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Also, all the ohmic resistances at different SoCs are measured which is shown in Figure 4. 

Figure 4. The Ohmic resistance experimental data and curve fitting result. 
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Finally, a function of SoC is listed as Equation (5) by curve fitting. 

( ) 0017911.0SoC100059.2SoC103387.3SoC106693.1SoC 42536
0 +×−×+×−= −−−R  (5)

Based on the experiment data, the model parameters are identified as follows: we define a time 
constant P PR Cτ = , transform Equation (1) to a discrete system, then: 

( )
L, OC, P, P, L, o,

P,k P,k-1 L,k-1exp( / ) 1 exp( / )

k k k k k kU U I R I R

I t I t Iτ τ
= − −

 = −Δ × + − −Δ ×
 (6)

where Δt denotes the sampling interval (1s in this paper); kθ denotes the value of θ  at time kΔt, here, 

θ  refers to UL, UOC, IP, RP, Ro or LI . 

Multiple linear regression method was used in this paper; the linear regression accuracy can be 

evaluated by: 
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where 
∧

LU is the observed value of LU , and the LU  is the mean of LU . 

Based on the above method, some model parameters are listed in Table 1. 

Table 1. The identified model parameters. 

SoC 0.9 0.8 0.7 0.6 
R0(Ω) 0.00147 0.00143 0.00143 0.00144 
RP(Ω) 0.00331 0.00321 0.00312 0.00322 

PC (F) 3.0612 × 104 3.1469 × 104 3.1469 × 104 3.1250 × 104 

The Beijing Driving Cycle (BJDC) [20] is chosen to validate the battery model and the 

corresponding load current profiles of ten BJDC cycles are shown in Figure 5. The terminal voltage 

results from test and model simulation were compared as shown in Figure 6. A statistic analysis on the 

voltage errors was performed, the results show that the maximum voltage error of the Thevenin model 

is 0.1402 V, the mean error is 0.0076 V, the variance is 1.8973 × 104 V2 and the maximum error rate is  

3.09%, which proves the reliability of this model. 

Figure 5. The load current profile during ten BJDC cycles. 
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Figure 6. Comparisons between voltage of the model and the experiment. 
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3. Battery SoC Estimations by EKF and UKF 

The SoC is a relative quantity that describes the ratio of the remaining capacity to the present 

maximum available capacity of a battery [4,5], it is given by: 

t 0 L,
a 0

1
d

t

tSoC SoC I t
C

η= −   (8)

where tSoC  is the present SoC; 0SoC is the initial value of SoC; aC  is the present maximum 

available capacity; η  is the charge-discharge efficiency which is adopted as 100% herein. 

Transform Equation (8) to a discrete form: 

L,k
k k-1

a

I t
SoC SoC

C

Δ
= −  (9)

3.1. Battery SoC Estimation with EKF 

The EKF is a nonlinear version of Kalman filter after the nonlinear function is Taylor expanded and the 

quadratic term and high-order terms are ignored. A nonlinear discrete time system can be described as: 

k k-1 k-1 k-1 k-1

k k k k

k k

k k

( , , )

( , )

~ (0, )

~ (0, )

x f x u w

y h x v

w Q

v R

=
=





 
(10)

where xk is the estimated state at time tk; yk is the output at time tk; wk is system excitation noise array; 

vk is measure noise array; Qk is variance matrix of the noise array of system; Rk is variance matrix of 

the measure noise array. 

Transform Equation (1) to a discrete system: 

( )
L, OC, P, L o,

p,k P,k-1 L,i-1 Pexp( / ) 1 exp( / )

k k k kU U U I R

U t U t I Rτ τ
= − −

 = −Δ × + − −Δ ×
 (11)

By combining Equation (1), Equation (9) and Equation (11), we select UP, SoC as the state 

variables and UL as the observable variable, then the standard state function is shown as Equation (12): 

1 1 1 1 1k k k k k k

k k k k k k

− − − − −= + +
 = + +

x A x B u w

y C x D u v
 (12)

where P,k
k

k

U

SoC

 
=  
 

x ; yk=[UL,k]; 
exp( / ) 0

0 1k

t τ−Δ 
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 

A ; P

a

(1-exp(- t/ ))

/k

R

t C

τΔ 
=  Δ 

B ; 

L ,

oc 0d d
[ 1 ]

d dkk

U R
I

SoC SoC
= − − ×C ; [ ]0k R= −D .

 The calculation based on EKF can be summarized as  

Figure 7. 
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Figure 7. The SoC estimation flow based on EKF. 
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3.2. Battery SoC Estimation with UKF 

Considering that high orders are ignored in EKF, UKF is proposed to solve the filtering problem in 

some severe nonlinear systems. Based on the idea that it is easier to approximate the probability density 

of the nonlinear function than the nonlinear function itself, the unscented Transform (UT) [13,14] is 

applied in UKF, which can be described as follows: 
Assuming x has mean x and covariance xP , a set of 2n + 1 (n ,the state dimension) sigma points can 

be chosen [21], which is shown in Equation (13): 

0

i x i

i x i

( ( ) ) , 1,2....... ,

( ( ) ) , 1,.......2

x x

x x n P i n

x x n P i n n

λ

λ

 =
 = + + =


= − + = +

 (13)

The set of points can approximate the Gaussian distribution of the state x. 

Non-linear transform all the points: All the points would be non-linear transformed in this step 

according to non-linear function. The results can be expressed as: 

i i( )Y f x=  (14)

The distribution of y = f(x) can be approximately revealed by the set of sigma points {yi}. 

Calculate the mean value and covariance: The mean value and covariance of y can be obtained 

after being weighted: 

[ ]

2
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i i
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2
( )

y i i i
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0

( ) ( )
i i

( )( )

/ ( )

/ ( ) (1 )

/ 2( ) , 1,2, , 2

n
m

n
c T

m

c

m c

y W Y

P W Y y Y y

W n

W n

W W n i n

κ κ
κ κ α β

κ κ

 ≈



≈ − −
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








 

(15)

where ( )
i

mW and ( )
i

cW  are separately the weight factors of the mean value and the covariance. The 

above process can be described as Figure 8: 
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Figure 8. UT Transform. 
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Estimate using standard kalman filter: For SoC estimation, the state space is the same as EKF,  

so we simply illustrate the unscented Kalman filter algorithm as follows: 

Initialization: 

0 0( ),x E x= 0 0 0 0 0[( )( ) ]TP E x x x x= − − (16)

State estimation: 

(a) Generate sigma points and their weight factors at time step k − 1 

0

i x i

i x i

( ( ) ) , 1, 2.......

( ( ) ) , 1,.......2

x x

x x n P i n

x x n P i n n

λ

λ

 =
 = + + =


= − + = +

 (17)

(b) Time is updated: 

State estimate time update: 

( ) ( )
2

| 1 1 1 | 1 i i,k|k-1
0

, ,
n

mv
k k k k k k

i

x f x x x W x− − − −
=

= =  (18)

Error covariance time update: 

( )
2

x,k|k-1 i i,k|k-1 k|k-1 i,k|k-1 k|k-1
i=0

n
TcP W x x x x   = − −     (19)

Output estimate time update: 

( )n
k|k-1 k|k-1 k-1, ,Y g x x= ( )

2
m

k|k-1 i i,k|k-1
0

an

i

y W Y
=

=  (20)

(c) Measurement is updated: 

Estimator gain matrix: 
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State estimate update: 

k( )k k k

∧ ∧∧
− −= + −x x L y y  (22)

Error covariance measurement update: 

x,k x,k y,k
T−= −P P LP L  (23)

The process can be expressed as shown in Figure 9: 

Figure 9. SoC estimation based on UKF. 

 

4. Experiments and Discussion 

BJDC is selected to evaluate the EKF algorithm and the UKF algorithm in SoC estimation. In this 

paper, ten periods of BJDC are employed to verify the SoC estimation approach. The current profiles 

sampled during consecutive BJDC cycles are shown in Figure 5. 

For EKF and UKF, the initial parameters are specified the same as follows: 
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 (24)

Figure 10 describes the terminal voltage curves. The error of the two algorithms are showed in  

Figure 11, from which it could be easily concluded that the UKF algorithm can modulate the error 
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more effectively and estimate the terminal voltage more precisely. A detailed comparison of the 

terminal voltage between EKF and UKF is presented in Table 2. 

Figure 10. Voltage profiles of 10 consecutive BJDC cycles. 
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Figure 11. Terminal voltages and voltage error comparisons between UKF and EKF. 
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Table 2. The Statistic list of Voltage Errors for EKF and UKF. 

Index Max Mean Variance 

EKF 0.3595 0.0064 3.0196 × 10−4 
UKF 0.2950 0.0038 5.4716 × 10−4 

To validate the availability of EKF and UKF, different initial SoCs are set. Figure 12 shows the 

performance of EKF while the results of UKF are shown in Figure 13. It is obvious that both 

algorithms can solve the initial estimation inaccuracy of SoC and track the experimental data changes. 

Also, it could be concluded that the convergence rate would be reduced with the increase of initial error, 

but the UKF algorithm could still converge to the real value rapidly while EKF has lost the ability 

when the initial SoC was set at 0.1. Moreover, compared with UKF, EKF has a larger overshoot. 
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Figure 12. SoC estimation curves with different initial SoCs with EKF. 
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Figure 13. SoC estimation curves with different initial SoCs with UKF. 
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From Figure 14, it can be easily seen that UKF has a better performance in tracking the change of 

SoC and a faster convergence speed compared with EKF. Detailed comparisons are carried out and the 

results listed in Table 3. The maximum error between EKF and UKF is equal as the initial SoC is 

exactly the same. For UKF, the absolute mean error is only 1.66% and the error variance is 0.00095, 

while the corresponding values in EKF are 4.42% and 0.0072 respectively. In theory, the EKF’s 

ignoring the second-order and higher-order entries will greatly affect the estimate accuracy. Moreover, 

the computational effort of UKF is reduced to a great extent as it is not required to calculate the 

Jacobian matrixs. As a result, the UKF can overcome the traditional EKF method’s shortcomings such 

as slow convergence speed and low precision. 

Figure 14. SoC estimation curves with 0.1 of initial SoC. 
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Table 3. Comparison of SoC error. 

Index Max Mean Variance 
UKF 90.00% 1.66% 0.00095 
EKF 90.00% 4.42% 0.0072 

Besides, the results also show that there is a noticeable error increase especially when the battery 

SoC is very low(under 5%), this is mainly caused by the high nonlinear operating performance of the 

battery when it is near empty and the Thevenin model needs to be improved at that time. 

5. Conclusions 

The Thevenin model is adopted, and its parameter identification is performed based on related 

experimental data. The experiment and simulation results show that the maximum error of the model is 

within 3.09%, and the mean error is 0.0076 V. The model has the ability to support the EKF-based and 

UKF-based SoC estimation. Both the EKF algorithm and UKF algorithm could solve the initial 

estimation inaccuracy of SoC and track the change of SoC effectively, but UKF performs better with  

a mean error of 1.66% and a faster convergence speed which is related to the initial SoC values. One 

point that should be figured out is that the performance of the battery is connected with the temperature. 

Due to the condition limits, the effect of temperature is not taken into consideration in this paper. Future 

work would center on the effect of temperature and the realization of the algorithm on hardware. 
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