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Abstract

:

Off grid telecom base stations in developing nations are powered by diesel generators. They are typically oversized and run at a fraction of their rated load for most of their operating lifetime. Running generators at partial load is inefficient and, over time, physically damages the engine. A hybrid configuration uses a battery bank, which powers the telecoms’ load for a portion of the time. The generator only operates when the battery bank needs to be charged. Adding a wind turbine further reduces the generator run hours and saves fuel. The generator is oblivious to the current wind conditions, which leads to simultaneous generator-wind power production. As the batteries become charged by the generator, the wind turbine controller is forced to dump surplus power as heat through a resistive load. This paper details how the relationship between barometric pressure and wind speed can be used to add intelligence to the battery charger. A Simulink model of the system is developed to test the different battery charging configurations. This paper demonstrates that if the battery charger is aware of upcoming wind conditions, it will provide modest fuel savings and reduce generator run hours in small-scale hybrid energy systems.
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1. Introduction


There are over 600,000 off-grid telecoms base stations distributed throughout the world [1], with 118,000 in India alone [2]. Each base station houses at least one set of base transceiver station (BTS) equipment, which contains the power systems, cooling, radio frequency (RF) conversion and signal processing equipment required to transmit. This equipment can consume up to 5 kW of power, depending on the location and importance of the site in the network [3]. Virtually all of these base stations are being powered by a pair of AC diesel generators running alternately at partial load 24 h a day. Partial load operation is a consequence of over-dimensioning of diesel generators, which is a persistent problem for powering telecom sites. This occurs where generators are sized to cope with the peak power of a site, which will generally occur a small number of times in a given year [4]. The remainder of the time, the generator will run at partial load, which is highly inefficient ([5], p. 34), as the generator is optimised to run at its rated load. The fuel consumption of these sites costs mobile phone operators hundreds of millions of dollars every year [1], and with the number of sites continuously increasing and the price of diesel on an upward trend, these costs will only increase. A hybrid energy system (HES) can be seen as one type of configuration that provides a fuel saving alternative to a diesel generator running continuously.



In this context, it can be described as an uninterruptible power supply (UPS) with two or more sources of power, as demonstrated in Figure 1. In its simplest form, a diesel generator, a battery bank and the load are connected together in parallel. The diesel generator only operates when the batteries need to be charged, reducing the number of hours the generator is running. This process saves fuel, as the generator is more heavily loaded [6] when charging the batteries and providing power to the load, therefore increasing the efficiency. This is in contrast to the traditional case [1], where the generator is powering the load only. The fuel consumption of a hybrid system in its “simple form” can be reduced further [7,8,9] with the addition of a wind turbine or solar photovoltaic (PV) panels. It has been suggested [10] that defining this type of configuration as a hybrid system with renewable energy sources (HSRES) is more appropriate for this type of application. Depending on the location, the use of PV or wind must be selected and sized [11,12,13] correctly to account for seasonal lulls [14] in power production.
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Figure 1. Off-grid hybrid energy system (HES) with current transducer (CT) measurement points. 






Figure 1. Off-grid hybrid energy system (HES) with current transducer (CT) measurement points.
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Designing a hybrid PV-diesel can be approached from several perspectives in terms of peak power, panel area, cell efficiency and the number of days of energy storage that the system can provide without sunlight. Often, a compromise in features is the most financially attractive option, with a portion of the power being supplied by PV and a backup time ranging from a few hours to as much as a day [10] or more [15]. The use of a diesel generator in conjunction with a PV array can be used to the reduce the upfront costs, while taking care to choose the optimal tilt angle for the installation [16]. The diesel generator is also useful for supplementing the lower power contributions from the panels as a result of seasonal variations in the climate [17]. Wind turbines are also prone to seasonal change, but to less of an extent than solar-based systems.



Hybrid wind-diesel systems come in several forms, which vary as a result of the type of load or weather patterns imposed on the equipment. Larger deployments are often based on synchronous hybrid configurations with an AC bus, but without a battery bank [18]. These applications tend to provide power to remote villages [19] or islands [20], which have no access to the grid. With synchronous systems, the battery bank is not there to act as a “buffer” to smooth out variations in the load and wind. As a result, there are significant gains to be made from control system optimisations [21], which anticipate [22] variations in both the wind supply and the load. The complementary nature [17] of wind and solar has encouraged the addition of solar PV as a supplemental power source for many systems [7,8,9,10]. The use of hydrogen as a supplemental [23] and, eventually, primary [24] power source for HSRES applications has seen a surge in research activity [25,26,27]. A physical hybrid wind-diesel test platform [28] was used to gather system performance data on a telecoms base station in Ireland. Throughout the testing period, data was acquired, describing current flows, fuel usage, temperatures, voltages, power dumped and cumulative power for all of the components in the structure. These measurements allowed a clear picture of the internal operation of the HSRES to be established.




2. Hybrid System with Renewable Energy Sources


The HSRES (Figure 1, pictured in [28]) consists of a 5.8 kW Fortis Montana wind turbine, 6 kW DC diesel generator, 400 Ah battery bank and DC load (2 kW temporary test load), which is all connected together on a common 48 VDC bus. The wind turbine was mounted on top of a 35 meter lattice telecom tower. The diesel generator, equipped with a DC alternator, charges the battery bank when the voltage falls below a specific set-point. The wind turbine and generator are both connected in parallel to the DC bus, so when the generator is running, the wind turbine will also simultaneously contribute power to the battery bank.



2.1. Generator


The generator is mounted on top of a 600 L bunded double skin fuel tank with two fuel connections for the input and return lines. The graph in Figure 2, highlighting the amount of power dumped, power flow from the generator and wind turbine demonstrates the flow of wind power when the generator is charging the batteries. During the act of charging the battery bank, the generator engages at a low “cut in” voltage and disengages at a higher “cut out” voltage, which is referred to as a generator cycle. During a cycle, the generator operates in two modes; the first mode is constant current (CC) mode. CC mode charges the battery bank with the highest current that the generator can provide until a specified voltage is reached. This can be seen in the “Total Generator Power” graph within Figure 2 at times 11 h and 22 h, where the power is maintained at 6 kW for a period of time. The generator then switches to constant voltage (CV) mode, where it maintains a fixed voltage until the battery bank reaches the cut out voltage.
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Figure 2. Energy flow in the test hybrid system with renewable energy sources (HSRES). 






Figure 2. Energy flow in the test hybrid system with renewable energy sources (HSRES).
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As the battery bank voltage rises, the power flowing into it, from the generator, will trail off over time. The generator controller is configured to charge the battery bank using two-stage charging, as the three-stage configuration is not economical in a cycling environment [29]. Additionally, its ability to accept charge becomes diminished [29], which causes the voltage to rise and forces the wind turbine controller to dump power. This power diversion is evident in the “Wind Power Dumped” graph within Figure 2 during the generator charge cycles. Throughout the charge cycle, the voltage of the battery bank is rising as the power is stored. This is evident in the first generator cycle in Figure 2, where power is dumped towards the end of the generator cycle, where the bus voltage is highest. The second cycle occurs during a much windier period, and so, the voltage rises faster, causing more energy to be dumped.



The aim of this work is to reduce the number of occurrences where power is being dumped. A Simulink model of the HSRES will be utilised to test the type of component configurations that are required to avoid power loss from excess wind production. This model will simulate the performance of each major component in the HSRES and how they interact together. Their performance characteristics are described in the subsequent subsections, while their model profiles are discussed in the dedicated Simulink section.




2.2. Battery Bank


The battery bank contains absorbed glass mat (AGM) batteries, which are favourable to flooded lead acid batteries for this application, as their maintenance needs and storage requirements are much lower. Their price also compares favourably against lithium ion-based battery banks. Throughout this work, a partial-state-of-charge (PSoC) cycling regime is used, which keeps the battery bank between 40% and 80% state-of-charge (SoC). PSoC cycling is a new term used to describe the type of conditions that battery banks in hybrid electric cars experience throughout their operating life [29]. This SoC range prolongs battery life compared to a battery bank that is fully discharged on a frequent basis. PSoC cycling requires occasional equalisation charges to reduce sulfation on the battery plates [29]; discussions with the manufacturer [30] indicated that that this process should occur at least once a month. Despite these charging criteria, the battery bank would not be expected to last longer than five years, due to the intensity of the cycling they are subjected to.




2.3. Telecoms Load


The telecom load, which this system is designed to power, is a single operator configuration consisting of three 120   ∘   antennas, a single small diameter parabolic point-to-point antenna and internal base transceiver station (BTS) equipment. As described in [28], an average demand profile was taken for this load over a period of 30 days. This load varies between 0.8 kW and 1.4 kW throughout the day as demand changes, with an average daily load of 1.2 kW.




2.4. Wind Turbine


The wind turbine used during testing was a Fortis Montana 5.8 kW [31]. It provides three-phase “wild” AC power to the turbine controller, which then rectifies the power into DC to charge the 48 V battery bank. The controller is configured to charge the battery bank to a maximum of 56.4 V, which corresponds to ∼2.35 V for each cell in the battery bank (24 in total). This value is in the conservative range of cut off voltages for a battery bank undergoing active cycles, which is recommended to prevent gassing in AGM battery banks [30]. Gassing is common in lead acid batteries when charging at high voltages, which are typically experienced towards the end of a charging cycle or equalisation charge. Generally, this gas recombines into the battery electrolyte, but if pressure builds up, a valve releases the gas. This loss of gas is replaced in flooded lead acid batteries by topping them up with distilled water every three months [29]. The electrolyte in AGM batteries is stored in glass fibre mats and, hence, cannot be topped up as they are sealed. They are fitted with an emergency valve that opens when excess gas builds up inside. When this gas vents, it cannot be replaced, leading to the cell eventually drying out. As a result, care is taken with AGM batteries to avoid the higher voltages that cause gassing.



As the voltage of the battery bank approaches 56.4 V, the controller will begin to dump power through its resistor banks to dissipate the excess power. It achieves this diversion using pulse width modulation (PWM) switching, where a duty cycle of 0% allows all the power to the battery bank up to a level of 100%, where all of the power is being dumped into the resistor bank and dissipated as heat.





3. Simulink Model


This information acquired from the physical HSRES test system formed the basis of a Simulink-based model, which was used to simulate different HSRES configuration settings. The model uses the individual performance profiles derived from the data acquired from the remote monitoring equipment installed on the physical test system. Modelling different HSRES configurations is the quickest and most cost effective method of testing different components and evaluating how they operate together. There are numerous different methods for modelling hybrid systems with configurations based on Simulink [19], the Hybrid Optimization Model for Electric Renewables (HOMER) [32] being the most popular method in this area in the last five years.



HOMER is a feature-rich modelling environment with pre-existing component models for generators of an array of sizes, solar panels, wind turbines, fuel cells, hydro, utility grid, a wide range of different loads and storage methods [33]. This software allows a user to get a system model running quickly with a high degree of accuracy, but it does not allow the low level control system modifications and accommodation of real-time wind data into the model, as is described in this work. It is very accessible software in that it does not require the user to have in-depth knowledge of the low level operations of the systems that they are simulating.



Simulink is a powerful modelling tool, which can be coded in block diagrams. It requires a deeper understanding of the system than is the case with HOMER. This allows a more tailored model to be built specifically for the problem. It is more flexible in terms of the types of calculations that can be performed and how it can integrate easily with dynamic data sources, which would be changing in real-time. It is particularly popular in the area of hydrogen fuel cell research, where fuel cells and electrolyzers are being integrated into hybrid systems [34].



3.1. Battery Bank Model


The Simulink model described in this work is designed around a common DC bus. Similar to the system described in [28], the performance and behaviour of each component is affected by the status of the battery bank. The voltage of the battery bank is supplied to each component in the system, and this voltage dictates the currents flowing out of the other elements of the model. The battery bank is represented using the generic battery module from Mathworks [35]. This model has been used in other hybrid Simulink systems, such as [19] and, also, [32], to simulate hybrid energy systems.




3.2. Generator Fuel Consumption Model


The fuel consumption was measured using a differential (between input/return) in-line flow meter, which was polled every minute to obtain cumulative mL/minute values. The fuel consumption was measured over a full battery charging cycle to give a complete picture for the fuel consumption against DC current.



The fuel consumption equation for the fuel profile was found by fitting a curve to the cumulative fuel and DC current data that was acquired during the fuel consumption testing of the generator. This equation is used in the Simulink model to represent how the fuel consumption changes in proportion to the load over time; see Figure 3. The fuel consumption can be found by substituting in the DC current for “i” in Equation (1):
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Figure 3. DC generator fuel consumption profile. 






Figure 3. DC generator fuel consumption profile.
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  F u e l  ( m L / s )  = 1.5 ×  10  − 10    i 5  − 7.7 ×  10  − 8    i 4  + 1.4 ×  10  − 5    i 3  − 0.0011 ×  i 2  + 0.037 × i − 0.037  



(1)







This equation is valid from 20 A to 200 A, outside of which the polynomial approximation diverges from the fuel profile. The current will not drop below 25 A during this work, as the lowest load the generator will encounter is 20 A from the load and 5 A from the battery bank when it is charged to 80% SoC.




3.3. Telecoms Load Model


This load profile can be seen in Figure 4, where the variation over a 24 h period is clear. The following equation has been derived from this profile and used in the simulated model of the HSRES:


  L o a d  ( k W )  = 1.346 ×  10  − 5    u 4  − 0.00082126 ×  u 3  + 0.015426 ×  u 2  − 0.085309 × u + 1.2024  



(2)







This equation accepts a time value, “u”, which is an integer hour value ranging from 1.0 h to 24.0 h. The output is a varying kW value, which is representative of a single telecom operator.
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Figure 4. Telecom load profile with fourth degree polynomial approximation. 






Figure 4. Telecom load profile with fourth degree polynomial approximation.
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3.4. Wind Turbine Model


As discussed earlier, the wind turbine diverts power to a resistive load as the battery bank becomes charged. It achieves this diversion using PWM switching, where a duty cycle of 0% allows all the power to the battery bank up to a level of 100%, where all of the power is being dumped into the resistor bank and dissipated as heat. The point of transition where the duty cycle changes can be seen in Figure 5.
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Figure 5. pulse width modulation (PWM) diversion, PWM 1 ⇒ Dump all power, PWM 0 ⇒ Store all power. 






Figure 5. pulse width modulation (PWM) diversion, PWM 1 ⇒ Dump all power, PWM 0 ⇒ Store all power.
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In Figure 5, the PWM controller is given a fixed sequence to emulate the stages before, during and after the wind controller dumps power. This emulates the scenario where the batteries are undergoing a charging cycle from the diesel generator and the voltage is slowly rising towards the final voltage of 58 V limited by the generator. As stated previously, the wind controller will dump all power with a bus voltage above 56.4 V, and this can be seen to occur approximately one third of the way through the charging cycle. Beyond this voltage, the duty cycle stays at 100% until the charging cycle ends. Once it ends, the voltage of the battery bank drops immediately as it is loaded. This causes the PWM signal to revert back to 0% duty cycle, and all available power is sent to the battery bank. The aim of this work is to try to ensure that the wind power is not dumped during times of high wind levels, as significant amounts of potential power would be lost. The power dumped/stored is measured cumulatively, and Simulink operates fast enough to avoid any measurement problems [36] that can occur when measuring PWM signals with physical sensors. Data from the test HSRES demonstrates that the amount of power dumped is in excess of 5% during periods of moderate to high wind speeds.



In the simulated model, the input to the wind turbine model is anemometer data acquired by the highest performing sensor on the Dublin City University (DCU) campus, as described earlier. This data is captured by the remote anemometers at 1 s intervals and averaged into 12 s data points before transmission, as the HSRES model operates on a 1 s simulation interval and the wind data is up-sampled to every 1 s to match the resolution that the model operates at. The wind speed is in m/s and is then converted to power in kW using a seventh order function, which is a close polynomial fit of the manufacturers wind turbine curve [31]. The equation for this curve can be seen in Equation (3), where “u” is the wind speed:


     P o w e r  ( k W )  = − 8.4083 ×  10  − 8    u 7  + 7.8915 ×  10  − 6    u 6  − 0.00027472  u 5  + 0.0044283  u 4  −       0.035937  u 3  + 0.18246  u 2  − 0.38095 u + 0.24257     



(3)







The constructed model can be seen in Figure 6, with the external inputs from the wind speed and barometric pressure data.
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Figure 6. Overview of HSRES in Simulink. 






Figure 6. Overview of HSRES in Simulink.
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4. Battery Charging and Wind Prediction Methodology


The objective of this methodology is to modify the behaviour of the generator based on impending wind conditions. The method will impede the generator from turning on and consuming fuel when a spell of wind is forecast. In this method, the rate of change of barometric pressure is being used to estimate short-term wind conditions.



Temperature differences over 1000 km areas manifest as regions of different barometric pressures. A pressure difference between two regions will cause wind to flow between these regions. The Coriolis effect affects the earth’s wind flow as a result of its rotation. This causes rotational wind movement in these areas of differing pressure and in the case of low pressure regions, known as cyclones. As depressions move from one region to another, the barometric pressure changes, within a certain range (generally 950–1030 mb), when measured at fixed points. Isobars [placed at four millibar (mB) intervals] connect regions with the same pressure, and the closer these lines are together, the higher the pressure gradient and larger subsequent wind speeds [37].



The growing install-capacity of commercial wind power has led to an increased focus on forecasting techniques, which increase the reliability of integrating intermittent power into the grid. The variable nature of wind means that its power can fluctuate significantly over relatively short time scales. This behaviour requires a certain amount of spinning reserve on the grid, where thermal generators can immediately begin supplying power to the grid during sudden lulls in wind power. Accurate forecasting reduces the amount of spinning reserve required to accommodate the wind onto the grid, which reduces costs and allows a greater penetration overall [38]. The time scale for wind forecasting is divided into four levels [39] and is an explanation of their uses in commercial wind forecasting:

	
Very short-term: from a few seconds to 30 min ahead;



	
Short-term: from 30 min to 6 h ahead;



	
Medium-term: from 6 h to one day ahead;



	
Long-term: from 1 d to one week ahead.








Each of the time-scales facilitate the decision making process of the day ahead electricity markets. This allows operators to commit to generating a certain amount of power, while incurring penalties or increased spot market prices if they fail to meet their targets. In the case of off-grid hybrid systems, the time scale is limited by the number of hours of backup offered by the battery bank. While a backup period of 24 h is recommended [10] as the optimal cost/storage level for an off-grid HSRES, operators may choose lower storage levels to reduce upfront costs. This reduces the time available for predicting wind power before the generator is forced to initialise charging.



Persistence forecasting is a method based on the principle that the wind speed now is going to be very similar in the future. If the average wind speed now is 7 m/s, then in 30 min, it is likely to be close to 7 m/s. As the time period increases, the accuracy decreases and, hence, why this method is limited to short-term forecasting [39]. Persistence forecasting would not be suitable for the wind prediction methodology that we hope to implement. The system needs to know if there is going to be an increase in the wind speed, rather than no change.



The physical approach to predicting wind speed and weather patterns in general using numeric weather predictors (NWP) is the standard tool used by meteorological departments. This technique uses large sets of meteorological data, which are fed into sophisticated weather models to make a prediction. The processing of this data requires vast computing power and despite the utilisation of a supercomputer, a “run” typically takes up to 6 h. This restricts this type of prediction to medium- to long-term predictions. Typically, this type of prediction is relatively accurate up to 5 d in advance. This type of weather prediction is useful for commercial wind farms, who can use the information to enhance dispatch control decisions [40]. This type of information would enhance the control decisions in this system, but issues, such as the resolution of the predictions (typically larger than 15 km   2  ), local terrain and cost of accessing the data, would need to be resolved.



Statistical forecasting requires the use of historical weather patterns as training data for creating algorithms. The amount of training data required can range from as little as 24 h using neural networks to as high as 28 months, in some cases, using Markov models [41]. Artificial neural networks (ANN) are seen as highly accurate forecasting tools, especially when combined (hybrid structures) with some of the new techniques, such as fuzzy logic [39]. An ANN-based forecasting system would potentially offer a suitable platform to enhance the control system algorithm. The main issues with ANN processing are that it is seen as a “black box” approach, where interactions between neurons are difficult to quantify. Many implementations are continuously retraining themselves with new data, and this could be seen as a liability by customers who prioritise reliability over price.



Our proposed method keeps track of this pressure gradient using a barometric sensor as the pressure systems of the region move above it. Pressure gradients have been used recently to predict [42] wind speed using hidden Markov models (HMMs) to identify cross dependencies between barometric pressure and wind speed. Barometric pressure has also been found to be the most important variable when predicting step ahead wind speed using data mining methods with NPTree as the prediction model [43]. Their motivations are analogous to those in this work in that they are striving to provide a solution to users who were frustrated with the use of black-box-like expressions that do not explain the relationship between input and output. The relationship between the data input and output in this work is intended to be much clearer than black-box type methods. Using a differential over a three hour period, the pressure gradient is monitored and applied to a common marine meteorological scale [44], as seen in Table 1. An example of this would be if a barometric pressure gradient of 3 mb in 3 h was measured, then the likelihood of wind with speeds in excess of 10 m/s occurring in the short-term is very high. This was observed to be the case at the measurement location used in this study.
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Table 1. Marine forecasting terminology for barometric pressure tendency [44].







Table 1. Marine forecasting terminology for barometric pressure tendency [44].







	
Pressure tendency over 3 h (mb)

	
Marine forecast term

	
Approaching weather






	
<0.1 mb

	
Steady

	
Calm




	
0.1–1.5 mb

	
Rising (or falling) slowly

	
Light breeze




	
1.6–3.5 mb

	
Rising (or falling)

	
Strong breeze




	
3.6–6 mb

	
Rising (or falling) quickly

	
Gale




	
>6 mb

	
Rising (or falling) rapidly

	
Storm









Depending on the application, wind speeds need to be predicted to an appropriate degree of accuracy, as the implications of any errors may have financial repercussions, as is the case in wind generation scheduling. This happens when a wind farm commits to producing a specific amount of energy over a given time-frame. If the wind farm fails to produce this power, then extra power plants need to be dispatched to make up for the short fall. These power stations, known as peaking plants, are one of the most expensive type of electricity sources. In some cases, the cost of errors in power prediction for wind farms can be as high as 10% [45] of the total income in wind sites with forecast horizons of up to 48 h. In this situation, it is only necessary to know three levels of wind to make a fuel saving. The pressure differentials have been focused into three categories, as demonstrated in Table 2. Pressure changes are generally small, and the majority of changes, over a 3 h period, are less than 2 mb, as can be seen in the pressure gradient instances element of Figure 7. As can be seen in the wind recorded 6 h after pressure changes section of Figure 7, small changes in pressure result in low wind speeds. It can also be observed that pressure changes between 2 and 3 mb demonstrate relatively higher wind speeds between 5 and 9 m/s. Pressure changes of 3 mb and higher show comparatively higher wind speeds between 9 and 14 m/s, which is the region that produces significant amounts of wind power. While the wind speed distribution beyond 9 m/s appears low, it must be remembered that every time the wind speed doubles, the power increases by a factor of eight ([46], p. 31).
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Table 2. Table describing relationship between expected wind speed and charging signal. CC, constant current.
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Tendency 3 h

	
Wind levels

	
Wind speed anticipated

	
Suitability for 1.2 kW load

	
Charger response

	
Signal






	
<2 mb

	
Insufficient

	
<5 m/s

	
Cannot sustain load

	
Charge

	
3




	
≥ 2 <3 mb

	
Sufficient

	
5 m/s–10 m/s

	
Can sustain load and periodically charge battery bank

	
CC mode only

	
2




	
≥3 mb

	
Significant

	
>10 m/s

	
Can sustain load and charge battery bank

	
Inhibit charging

	
1
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Figure 7. Normalised wind speeds recorded after pressure changes and how many of these changes that occur in a three month period. 
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The decisions in Table 2 are made for an average load level and wind turbine power profile. Larger or more efficient wind turbines/lower loads would allow for more aggressive charging signals. The wind speed and barometric pressure data was acquired on the east coast of Ireland in Dublin City University (DCU), as described in [47]. These sensors were installed, for several different projects, to allow unrestricted and unlimited access to real-time wind or barometric pressure data. Prior to the sensor deployment, data access required a payment to the Meteorological Office when a request is made for information on their servers [48]. The data can also be acquired with simple weather stations that have an anemometer and barometric pressure sensor. In the simplest form, a working system could be deployed using a low cost micro-controller and pressure sensor; the anemometer is only needed for verification of wind increases following changes in pressure. If a location is to be analysed for prospective deployment of this system, historical meteorological data from a weather station (within 500 miles) is an excellent first step for establishing the location’s viability. An extract from the sensor data can be seen in Figure 8. This figure shows the wind speed, barometric pressure and output from the charging algorithm for the generator. It can be seen that during instances of rapidly decreasing pressure, e.g., at   t = 14 ×  10 5   , there is a subsequent rapid increase in wind speed; see Figure 8, sub-plot 1. The signal sent to the generator control system can then be seen in Figure 8, sub-plot 3. In this case, the generator has been signalled to immediately shut down, due to the wind forecast.
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Figure 8. The effect of barometric pressure on the charging signal. 
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Equation for three=hour differential of barometric pressure; Δt is 3 h:


  y  ( k )  =  1  Δ t    ( u  ( k )  − u  ( k − 1 )  )   



(4)







This equation represents the internal operation of the du/dt block in the Simulink model. It calculates the difference between the current value, u(k), and the previous value, u(k−1), with respect to the time step, Δt. The simulation time step is one second, so the differential calculation was delayed to run every 10,800 s (3 h) to correspond with the pressure tendency measurements in Table 1.



This is the method in operation; as pressure decreases, the battery charger settings change. Increases in pressure have been ignored, as they have been observed to offer little consistency in terms of rapid changes followed by increases in wind speed. High pressure is generally associated with clear and calm weather, with only moderate wind at best [37].




5. Results


By adopting the algorithm described in section 3, fuel savings are between 1% and 2 % in moderate wind conditions, where the average wind speed at a height of 10 m is between 4 m/s and 6 m/s. The system model was run for two different scenarios, with the results of each illustrated in Figure 9. Both scenarios adopt a lower SoC boundary of 40% and a higher SoC boundary of approximately 85%. Scenario 1, the default charging setting, is a charging regime chosen for optimal operation for a hybrid system undergoing continuous cycling with an absorbed glass mat (AGM) battery bank. This regime is optimal for two reasons. Firstly, a lower state-of-charge (SoC) of 40% was chosen as a compromise between hours of battery operation and battery lifetime. An upper SoC of 85% was selected, as the power the batteries can absorb decreases approaching and beyond this point, resulting in the generator operating inefficiently. As the batteries are not being charged correctly with the 85% SoC limit, they must undergo a full charge to 100% SoC at least once every four weeks [30]. The second scenario uses the same charging regime as Scenario 1, but the algorithm has extra “awareness” of the potential future power contribution from the wind turbine. Using the control system modification described earlier, during periods of decreasing barometric pressure above a certain rate, the generator will hold off on charging the battery bank. It can be seen in Figure 9 that Scenario 2 (modified charging) has a lower fuel consumption than Scenario 1.
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Figure 9. Fuel savings with and without the charging algorithm. 
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Focusing on a single battery bank size, 400 Ah was used as the basis for a batch of testing in the Simulink model; the HSRES was tested for four different groupings of equipment. The combinations included a DC generator, battery bank and wind turbine, with a control system modification being the final combination. This run was simulated for a 500 hour operational time-frame using wind speed and barometric pressure as data inputs, as seen in Figure 8. The total fuel consumed by the equipment over this period was recorded in Table 3. The use of a battery bank immediately results in substantial fuel savings over a continuously operating generator. This type of saving is similar in magnitude to other commercial trials [49].
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Table 3. Relative fuel cost of different energy configurations in 500 h model run.
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Equipment combination

	
Fuel consumption (litres of diesel)

	
Run hours






	
Generator

	
698 L

	
500 h




	
Generator & battery bank

	
352 L

	
186 h




	
Generator & battery bank & wind

	
281 L

	
148 h




	
Generator & battery bank & wind & algorithm

	
274 L

	
143 h









Using the costing data from [49] as a template, the savings made by adopting a hybrid charging strategy are not limited to fuel savings only. A diesel generator has a service interval of 250 h of operation. This involves personnel physically visiting the generator to perform routine maintenance, such as changing filters, oil and any other issues that need addressing. A cost of $250 was attributed to each visit, so the control methodology used in this paper saves both fuel consumption and the amount of maintenance needed over the long term. The area of wind-diesel-battery systems is widely researched and well understood, so the prospects for improving energy efficiency within the constraints of existing technology are finite. While this algorithm can attain 2 to 3% fuel savings, the total (maximum saving) power dumped is as high as 7% for small battery banks, decreasing to as low as 1% for large battery banks. Based on conservative settings to preserve battery health, the maximum savings cannot always be achieved. Sustained periods of windy conditions will eventually cause the battery bank to reach capacity, despite being predicted correctly, leading to unavoidable portions of dumped power. New battery technologies, which are less sensitive to undercharging/over-charging, will facilitate double-digit gains in efficiency, as the algorithm can be more aggressive with its cut off limits. The cost of implementing such a prediction system is very low, with the only requirements being a micro-controller and a pressure sensor. These costs would be quickly offset with the fuel and maintenance savings. The cumulative knock-on savings in a multitude of different areas as a result of saving fuel is as follows:

	
Reduced fuel consumption;



	
Lower run hours;



	
Less frequent physical maintenance ;



	
Lower CO   2   emissions;



	
Extension of generator engine lifetime;



	
Lower instances of noise emissions into adjacent villages.








These results are based on Simulink simulations of a HSRES; the next steps are to develop a physical electromechanical model of the HSRES. It should be developed in a controlled lab environment for testing before deployment to a physical environment, to allow closer examination of the effects of the algorithm on battery health.




6. Conclusions


The data from the wind-diesel test site reveals that power is lost when the generator and wind turbine operate concurrently. This happens particularly towards the final stages of a charging cycle, when the battery bank is unable to accept much more charge. A portion of this (normally wasted) power can be saved with more effective generator scheduling. The optimal situation is that the generator is not running when there is enough wind to supply the load, but this is not always avoidable.



It has been shown that with the adoption of a charging algorithm based on changing barometric pressure, fuel and run hour savings can be made. These savings reduce the amount of maintenance required for the generator and, also, the number of fuel deliveries to a remote location. These savings are more significant when applied to telecom operators with broad portfolios of diesel powered off-grid base stations.



The proposed method works effectively for geographical regions of continuously changing barometric pressure and frequently developing weather systems. It is no coincidence that these areas will have higher average wind speeds than regions where there is a dominant pressure pattern, such as the Mediterranean [50].
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