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Abstract: Wireless sensor networks (WSNs) have been widely used for intelligent building 

management applications. Typically, indoor environment parameters such as illumination, 

temperature, humidity and air quality are monitored and adjusted by an intelligent building 

management system. However, owing to the short life-span of the batteries used at the sensor 

nodes, the maintenance of such systems has been labor-intensive and time-consuming. This 

paper discusses a battery-less self-powering system that converts the mechanical energy 

from the airflow in ventilation ducts into electrical energy. The system uses a flutter energy 

conversion device (FECD) capable of working at low airflow speeds while installed on  

the ventilation ducts inside of buildings. A power management strategy implemented with 

a circuit system ensures sufficient power for driving commercial electronic devices. For 

instance, the power management circuit is capable of charging a 1 F super capacitor to 2 V  

under ventilation duct airflow speeds of less than 3 m/s. 

Keywords: aerodynamic flutter; airflow energy harvesting; building environmental 

monitoring; wireless sensor networks 
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1. Introduction 

Energy-efficient environment management has attracted much research interest in recent years.  

In the United States, residential and office buildings account for nearly 70% of the electric energy 

consumption and nearly 40% of CO2 emissions [1]. Much of this energy consumption can however be 

eliminated by monitoring and adjusting indoor illumination, temperature, humidity and CO2 levels.  

For instance, the utilization of intelligent wireless sensor nodes is estimated to reduce energy usage by 

about 20% [2]. However, in practice, the performance of wireless sensor networks (WSN) is severely 

limited by the fact that the sensor nodes need to be recharged every several months because the 

associated batteries are discharged rapidly as a consequence of the relatively high power consumption 

of the microprocessors, transceivers, etc. used in the system. Furthermore, recharging of batteries is not 

a trivial exercise as the sensor nodes are typically embedded into building structures. These problems 

could however be avoided by incorporating energy harvesting technologies capable of autonomously 

scavenging energy from various ambient energy resources. 

Photovoltaic (PV) cells have been widely used for outdoor solar energy harvesting in recent years. 

In general, there are three types of commercial PV cells: monocrystalline silicon PV, polycrystalline 

PV, and amorphous silicon PV. Monocrystalline silicon PV cells have efficiencies in the range 

13%~17%, polycrystalline silicon PV cells have a little less efficiency (11%~15%), and amorphous 

silicon PV cells have even lower efficiencies (6%~8%). However, under typical indoor lighting 

conditions (1~5 W/m2 light intensity conditions), monocrystaline PV cells have an efficiency of less 

than 1%~3%, while amorphous PV cells are more sensitive to different wavelengths, so the latter 

exhibit higher efficiencies (3%~7%). This means that the photovoltaic cells can provide a power 

density ranging from 0.1 to 0.3 mW/cm2 under indoor artificial illumination conditions [3]. In view of 

the typically constant illumination conditions of indoor applications, the maximum power point can be 

easily determined and the maximum power point tracking circuit in the power management system can 

be simplified substantially. 
Another attractive indoor harvesting technique is to use a thermal energy generator (TEG). A TEG 

device can produce a voltage across temperature gradient based on the Seebeck effect. The available 

indoor temperature differences include those between a human body and the surrounding cold air or 

between a warm indoor environment and the cold outdoors. However, a significant disadvantage of  

a thermal generator is that the useful part of heat is limited by Carnot factor ( hTT /Δ=η ), where 

lh TTT −=Δ  is the temperature difference across the thermoelectric, hT  is the higher temperature of 

the inlet, and lT  is the lower temperature of the outlet. Several researchers have recently suggested 

methods of improving the output efficiencies of thermalelectric devices [4–7].  

Mechanical vibrations also can be utilized as an indoor energy source. Theoretically, any kind of 

vibration source can be transformed into electric power [8]. There are three basic techniques for this 

kind of conversion: piezoelectric transducers—energy is induced by the deformation of piezoelectric 

materials, like PZT ceramics, PVDF films and piezoelectric composite fibers [9]; spring-mass 

electromagnetic transducers—energy is generated between a moving magnet and a coil based on 

Faraday’s law [10–12]; and electrostatic transducers—energy is generated by charged vibrating 

capacitor electrodes [13,14]. 
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Other available ambient energy sources include acoustic noise, electromagnetic waves and magnetic 

field. Compared with outdoor energy harvesting methods, indoor ambient energy sources are much 

weaker and are largely dependent on the building environment. Table 1 summarizes the capabilities of 

some commonly used indoor energy sources for powering wireless sensor networks [15].  

Table 1. Indoor energy sources and harvesting technologies. 

Energy Sources Power Density Harvesting Methods 

Ambient Light 
100 μW/cm2 (illumination office) 

100 mW/cm2 (toward bright sunlight) 
Indoor solar cells 

Solar cells 

Vibrationa  
4 μW/cm3 (Human motion Hz range) 

800 μW/cm3 (Machine-kHz) 

Piezoelectric 
Electrostatic 

Electromagnetic 

Temperature 
Human 25–60 μW/cm2  
Industry 10 mW/cm2 

Thermal electric  

Radio Frequency (RF)
GSM 4 μW/cm2 

WiFi 0.001 mW/cm2 
Coupling coils 

This paper describes an energy harvesting technology that is different from all the technologies 

described above. Specifically, it utilizes the flutter energy of airflow in household ventilation ducts. 

“Flutter” is an aerodynamic phenomenon where self-exited oscillations are amplified by positive 

feedback between an elastic structure and aerodynamic forces. Structural flutter takes place when  

the instability limit is exceeded, so the airflow energy is extracted by the oscillating structure. The 

mechanism of using aeroelastic flutter to extract mechanical energy from airflow in outdoor conditions 

has been discussed in our prior publication in 2012 [16]. Details of the mechanical design of our flutter 

energy conversion system are provided in [16]. This paper presents our results in converting flutter 

energy induced by indoor duct flows into useful electrical energy. We note that other researchers have 

also reported using elastic devices to harvest energy from airflows in the past decade [17,18]. In most 

buildings, air velocities need to be within certain limits to avoid pressure loss and to reduce noise.  

The air velocity in flow ducts is usually in the range 1.8–4 m/s in hospitals and 2.0–4.5 m/s in offices. 

More details on commonly accepted duct velocities are given in Table 2 [19]. 

Table 2. Air velocities in air conditioning and ventilation systems. 

Service 
Velocity—(m/s) 

Public Buildings Industrial Plant 

Air intake from outside 2.5–4.5 5.0–6.0 
Heater connection to fan 3.5–4.5 5.0–7.0 

Main supply ducts 5.0–8.0 6.0–12.0 
Branch supply ducts 2.5–3.0 4.5–9.0 

Supply registers and grilles 1.2–2.3 1.5–2.5 
Main extract ducts 4.5–8.0 6.0–12.0 

Branch extract ducts 2.5–3.0 4.5–9.0 

In this study, the airflow from a 0.5 m × 0.5 m duct (with airflow speed of ~3 m/s) was used  

to generate electrical power in a laboratory setting (see Figure 1). The air supplies and returns are 
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connected to the central air conditioning system in the building. An air strainer operates in the air 

return to prevent the absorption of excessive pollution from blocking the ventilation duct, while a filter 

reduces airflow speed around the air return duct, thus reducing the outflow speed. As a result, the 

optimum location for the flutter device is close to the air supply ducts.  

Figure 1. Geometry of the indoor airflow energy harvesting experiment laboratory, which 

has dimensions of 8.0 m (L) × 4.5 m (W) × 3.5 m (H). 

 

In our prototype, the tensile belt is driven by low speed airflow (i.e., ~3 m/s) in the air duct, which 

then shakes the electromagnetic resonator at the same frequency (see Figure 2). The oscillation 

frequency of the belt is not only influenced by the airflow speed, but can also be controlled by  

the tension force on the belt.  

Figure 2. Indoor ventilation duct flutter energy harvesting system. 

 

Experiments have shown that low speed airflow requires a smaller tension force. The maximum 

harvested power is achieved when the oscillation frequency matches the natural frequency of the 

electromagnetic resonator. A power condition/management circuit is used to rectify the induced 

voltage and charge the super capacitors so the latter can supply the power needed by distributed sensor 
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nodes. A systematic modeling and analysis coupling the aerodynamic input motion to electrical energy 

output will be presented in following sections. 

2. Demonstration of Self-Excited Aerodynamic Flutter Harvester  

2.1. Study of Aerodynamic Flutter Instability  

Research on the instability of long flexible structures had started as early as in the late 19th and 

early 20th centuries, when a number of long-span suspension bridges were built in the US. As it turned 

out, many of them met with instability problems precipitated by aerodynamic forces and wind 

turbulence. In particular, the wind-induced collapse of Tacoma Narrows Bridge prompted a flurry of 

research on wind-flutter instability and self-excited aerodynamic forces. For instance, Bleich 

conducted a series of wind tunnel experiments on Tacoma Narrows [20].  Pugsley proposed a framework 

for the measurement of aerodynamic forces associated with the bridge flutter problem [21]. Later 

during the 1960s, Ukeguchi et al. analyzed both lift and moment to vertical pitch and torsion coupled 

flutter [22].  Scanlan established the classic aerodynamic flutter theory with two-dimensional smooth 

airflow and the force is considered proportional to the displacement [23]. In Scanlan’s theory,  

the method to implement such analysis is defined as the interaction between airflow and the body 

perpendicular to the direction of airflow, so the body motion could be simplified as: 
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where 0h  is the vertical displacement and 0α  is the angular displacement of a thin-plate under flutter 

motion, and ω  is the circular frequency. 

The unsteady aerodynamic force acting on a bluff body can be represented with the aerodynamic 

coefficients expressed as a function of reduced frequency. The aerodynamic force simultaneously 

causes both a vertical and a torsional motion of the structure.  

Figure 3 illustrates the aerodynamic forces contributing to flutter: a vertical lift force, L, as well as  

a pitching moment, M, are induced by the interaction between airflow, U, and oscillations in the 

structure. The fluid-structure interaction which results in the flutter motion can be represented as: 
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where h is the vertical displacement, α  is the angular displacement, m is the mass per unit length,  

I  is the second polar moment of inertia per unit length, hc  is the vertical damping coefficient, αc  is 

the rotational damping coefficient, hk  is the vertical stiffness coefficient, and αk  is the rotational 

stiffness coefficient. 

Substituting with the terms for the critical damping ratios, hξ  and αξ , and the natural resonant 

frequencies, hω  and αω , Equation (1) can be rewritten as: 
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However, the estimation of the critical damping ratio and the natural resonant frequencies is 

difficult in practice. Such difficulties can be avoided by using Scanlan’s linearized equations between 

the forces and the motion using the flutter derivatives [24]: 
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In Equation (4), the terms related to h , α and h  are usually ignored because of their negligible 

influences on L and M. The coefficients, Hi and Ai, are called the “flutter derivatives” and can be 

estimated experimentally from cross sectional studies conducted in a wind tunnel. The flutter 

derivatives are decided mainly by the wind speed and structure contours. Considering the similarity 

between the belt and ideal thin plate, these self-excited forces can be rewritten as: 
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where h is the vertical displacement; α  is the angular displacement; b is the width mode of thin plate 

or belt; k is the so-called related reduced frequency ( Ubk /ω= ). A theoretical analysis using thin plate 

theory to estimate flutter derivatives is available in [16]. When the oscillation amplitude and wind 

speed are observed, the output excitation force can be calculated. This leads to an estimation of the 

available kinetic energy from flow-induced mechanical vibrations. 

Figure 3. Cross sectional view of the fluttering belt (thin plate). 

 

To analyze the vibration amplitude and frequency of the fluttering belt, a high speed camera  

(PCO 1200S, PCO AG, Kelheim, Germany) image-capturing system was used to measure its vertical 

displacement h and angle displacement α  (see Figure 4a). The high speed camera captured a series of 

pictures at 5 ms intervals when the belt oscillates. The displacement and pitch angle of the fluttering 

belt could thus be measured by comparing the states of these pictures (see Figure 4b,c). Note that  

the maximum angle of attack and displacement will be different when an EMG resonator is loaded. 
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Figure 4. (a) High speed camera based displacement measure system; (b) Flutter image 

series captured by high speed camera (PCO 1200S); (c) Image sequences processing using 

grayscale edge detection. 

 
(a) 

 
(b) 

 
(c) 
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2.2. Analysis of Flutter with Fluid–Structure Interaction 

For most flutter-related applications (wind bridge engineering, airfoil designs, etc.), the thin plate 

theory is too simplistic to be able to solve airflow-induced oscillation problems associated with 

complicated structural contours. However, progress in computational fluid dynamics and computer 

technologies has allowed effective flutter derivative identification. Figure 5 illustrates the numerical 

problem domains associated with 2D flutter: (i) the fluid domain occupied by incompressible flows; 

(ii) the structural domain associated with the elastic belt/plate; and (iii) the interface region, including 

inlet and outlet.  

Figure 5. Domain and boundary conditions for flutter analysis. 

 

Figure 6. (a) Velocity field around belt at 0°; (b) Velocity field around belt at 15°. 

 
(a) 

 
(b) 

The dependent variables for this solution domain include pressure p and the fluid particle velocity 
vector Twvuu },,{= , where x, y and z are the Cartesian directions. To simplify the problem, the fluid 
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flow is assumed to be laminar and Newtonian, and the constant air density ρ  is 1.225 kg/m3. We have 

conduted 2D simulations by using COMSOL Multiphysics to determine the aerodynamic parameters 

around the belt during the flutter process. The belt width was set at 25 mm, corresponding to the 

experiments. The belt’s attack angle was varied to visualize the 2D idealized flow and pressure 

distribution. When the airflow speed was 2.8 m/s and the attack angle was 0°, the laminar flow was 

lightly disturbed while passing through the belt (see Figure 6a which shows the velocity field around 

the flexible belt). When the attack angle was increased to 15°, turbulent flow appears, and the flow 

velocity around the top layer becomes less than that at the bottom layer (see Figure 6b). The pressure 

difference also increased between the top and bottom layers, which resulted in torsion and lift forces, as 

observed during experiments. Figure 7 shows further details concerning the pressure difference arising 

when the attack angle was varied from 0° to 15°. 

Figure 7. Pressure distribution along the belt as the attack angle was varied between 0° and 15°. 

 

2.3. Model of Electromagnetic Transducer with Fixed Coils 

An electromagnetic generator (EMG) model using static coils is illustrated in Figure 8. In contrast 

to the electromagnetic resonator with moving coils [25], the permanent magnet attached to a spring is 

excited by the external force F. The motion of the mass induces a voltage, V, in the coils and provides 

electric power to the load, RL. The total force on the magnetic mass includes: 

Mass weight: W; 

Excitation force: F; 

Spring force: kxFspring −= ; 

Damping friction force: 
dt

dx
DF mfriction −= ; 

Electromagnetic force: NBliFEM −= ; 
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where k is the spring constant, Dm is the coefficient of friction, i is the current through RL, N is  

the number of turns of the metal (copper) coils, l is the counts for a single 360 degree loop,  

and B is the average magnetic field around copper coils. 

The kinematic equation for an EMG with fixed coils then becomes:  
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Rearranging, the electromagnetic force, EMF , can be expressed as: 
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Figure 8. Schematic of a linear fixed-coil electromagnetic generator. 

 

The average flux density, B, can be measured using a Gauss meter (Model GM1A, AML, 

Baltimore, MD, USA); Ks is the spring constant; Kf is the friction constant. Thus, the electric power 

can be directly calculated by the work performed by the electromagnetic force: 

dt

dx

dt

dx
D

dt

dx
FP EMEM ⋅==  (10)

where EMD  is the electromagnetic damping factor. 

2.4. Dynamic Simulations with Aerodynamic Flutter Model and EMG Model 

Following the availability of the flutter belt model and the linear EMG model, the entire energy 

harvesting system could be simulated using MATLAB® Simulink (Math Works Inc., Natick, MA, 

USA), as illustrated in Figure 9. From the aerodynamic flutter equations, it was evident that the 

performance of the entire energy harvesting system is dominated by the magnitude of the 

airflow velocity. 
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Figure 9. (a) Flow chart of flutter energy conversion system; (b) Aerodynamic flutter 

subsystem; (c) Electromagnetic generator (EMG) subsystem. 

 
(a) 

 

(b) 

 
(c) 
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Since the stable flutter has been proven to be a sinusoidal motion as shown in Equation (1), we used 

a unit sinusoidal signal as the input of flutter for the Simulink model (the frequency of sinusoidal 

signal is decided by the output-induced voltage with oscilloscope, and the amplitude and angle were 

determined by high speed camera images). The most important parameters A1, A2, A3, A4, H1, H2, H3, 

and H4, i.e., “flutter derivatives”, could be calculated by introducing the thin plate assumption into 

classic flutter theory (which has been discussed in our prior work [16]). With the measured wind 

speed, observed flutter amplitude and angle, and calculated flutter coefficients, we could approximate 

the aerodynamic force and moment generated by the fluttering belt. As shown in Figure 9b, the “flutter 

derivatives” are required in the Simulink model in order to determine the output lift force and moment 

due to the sinusoidal input. The flutter model in Figure 9b was derived from Equation (5), and the 

flutter derivatives related terms defined as follows: 
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where k = ωb/U , b is the half width of belt, and U is the wind speed, and ω is the circular frequency. 

Once the airflow settled down, the vertical displacement and the angular displacement were 

imported into the Simulink model, so the output voltage across the 1 kΩ load resistance could be 

calculated (see Figure 10). Based on this load resistance and the corresponding voltage difference, the 

available output electrical power could be estimated as 1.62 mW (at 2.02 m/s, h0 = 0.5 cm, α0 = 15°) 

and 5.12 mW (at 2.80 m/s, h0 = 1.2 cm, α0 = 20°). These simulation results were validated against our 

experimental data (see Figure 11) as shown in Table 3. From the comparison between experimental 

and simulation data, we find that the experimental data is about 20% higher than the simulation results. 

This difference can be attributed to the simplification of our simulation model, i.e., we only introduced 

the upward and downward lift force into the electromagnetic model without considering the torsional 

moments, which could contribute additional mechanical energy input into the energy conversion 

system. However, the simulation results do reflect the trend and order-of-magnitude of the input-output 

relationship of the system, and could be used as a reference for next-generation designs with different 

amplitudes and attack angles. 

Table 3. Comparison of experimental results and simulated results. 

Airflow Velocity Amplitude/Attack Angle Load Resistance
Output Power 
(Experiments) 

Output Power 
(Simulation)  

2.02 m/s h0 = 0.5 cm; α0 = 15° 1,000 Ohm 1.74 mW 1.62 mW 
2.80 m/s h0 = 1.2 cm; α0 = 20° 1,000 Ohm 6.32 mW 5.12 mW 
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Figure 10. Simulation results of output power vs. vertical amplitude and attack angle. 

 

Figure 11. Experimental output power vs. load resistance under two wind speeds. 

(amplitude h0 = 0.5 cm, attack angle α0 = 15° when U = 2.02 m/s; amplitude h0 = 1.2 cm, 

attack angle α0 = 20° when U = 2.8 m/s). 

 

3. Power Management and Performance of Indoor Duct Generator 

Our system described in this paper is composed of two parts: (1) a flutter belt to transform the 

airflow into vibration energy, and (2) the electromagnetic resonator to convert the vibrations into 

electrical energy. The design rules of electromagnetic generator have been discussed by others already  

(e.g., see Roundy [26] and Beeby, et al. [8]). The potential power harvesting capabilities for typical 

ambient energy sources is provided as follows. Ambient light could provide a power density of 

~100 mW/cm2 for a device directed towards bright sunlight, and ~100 μW/cm2 for a device 



Energies 2014, 7 2998 

 

 

illuminated by office light. The power density of thermoelectric device is about 60 μW/cm2; the power 

density of vibration source is from 4 μW/cm3 (human motions) to 800 μW/cm3 (machines) [27].  

The volume of the core of our electromagnetic resonator (as shown in Figure 8) is about 15 cm3, which 

could provide nearly 7 mW of electrical power according to Figure 11. Hence, the output power 

density of our system described in this paper is about 445 μW/cm3. 

3.1. Design Considerations Associated with Ambient Energy Harvesting Management Circuits 

Power management is an important issue associated with most ambient energy harvesting 

technologies. If the system is a battery powered system, the current and voltage are stable and can be 

anticipated, so the power management circuit seeks mainly to extend the lifetime of the battery. In the 

case of an energy harvesting technology, most ambient sources are unable in providing high enough 

current or voltage for synchronous power consumption, so the strategy is based on “duty-cycle” work 

principle, which means accumulating energy in a temporary energy buffer to enable utilization as 

bursts over short periods. Thus the main functions of an ambient energy harvesting power management 

circuit include amplifying the voltage generated, storing and releasing buffered energy, and regulating 

the voltage to satisfy the requirements of electronic devices served. Figure 12 schematically illustrates 

the power management circuits used in our indoor airflow energy harvesting devices. The important 

parts of this circuit system are described below. 

Figure 12. Schematic diagram of power management circuits. 

 

Voltage Multiplier: The voltage multiplier increases the lower-voltage of alternating current for 

high-voltage input needs. It is widely used in energy harvesting circuits since it cannot only increase 

the input voltage, but also work as a rectifier. Depending on the layers of the voltage multiplier, it can 

be a voltage doubler, a voltage tripler, a voltage quadrupler, and so forth. Our prototype uses a doubler  

as the original output voltage of electromagnetic resonator is about 1~5 volts. 

Super Capacitor: Although a rechargeable battery continues to be the first choice for embedded 

energy storage solutions, an alternative choice is the super capacitor. Unlike regular capacitors, a super 
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capacitor provides much higher capacitance within a small package. Compared with batteries, super 

capacitors have the disadvantage of having a smaller energy density, but have a higher power density 

which could shorten the charging and discharging times at higher currents. Also, super capacitors  

have longer life time, i.e., charge-discharge cycles, than batteries (many thousands of times vs. only  

1,000 times). Another advantage is that the charging circuit for a super capacitor is much simpler than 

that needed by a battery; the charging procedure for batteries always requires constant current and  

an over-charging protective circuit. 

DC–DC Converter: A DC–DC converter converts one direct input current into another stepped-up  

or stepped-down output. However, most IC-packaged DC–DC converters require a minimum input 

voltage and have constraint on maximum output current, so these parameters should be the most 

important design factors for ambient harvester capability and electronics consumption estimation. 

3.2. Charging Ability of Indoor Duct Harvester 

In many office buildings, the airflow speed in the ducts is limited to less than 5 m/s. For instance, 

the size of the air return duct in our office is 0.5 m × 0.5 m and only gives a maxium airflow speed of 

~3 m/s, which limits the power output for the indoor airflow energy harvesting system. As shown in 

Figure 13, when the output power of the system is used to charge a 1 F super capacitor directly, it takes 

nearly 30 min to charge a super capacitor to2.0 V under the airflow speed of 2.8 m/s. When the airflow 

speed drops to 2.02 m/s, it will take more than 80 min to charge up the super capacitor. 

Figure 13. Comparison of charging rates at different wind speeds for the 1 F super capacitor. 

 

Figure 14 shows the operating process flow of the power management circuit. When the voltage of 

the super capacitor capV  reaches 2.0 V, the output of the charge pump (Model S-852Z, Seiko 

Instruments Inc., Chiba, Japan) connects to the super capacitor and begins discharging, as shown in 

Figure 14a. The output voltage of the charge pump, poutV , always stays at zero during the charging 

step. No current leakage means that there is no energy loss during the charging process. In addition,  
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when the input of the DC–DC converter (Model MAX757, Maxim Integrated, San Jose, CA, USA) 

detects a high voltage at the output port of the charge pump, the converter starts working and it 

changes the output voltage doutV  from 0 V to 3.3 V (see Figure 14b). The voltage across the super 

capacitor capV  decreases slowly as the load consumes electrical energy. When capV  drops to 1.5 V, the 

discharge process ends, the output voltage of the charge pump falls back to 1.2 V and the DC–DC 

converter stops working. Then another charging cycle is initiated, as shown in Figure 14c,d. 

Figure 14. Voltage changes during the charge and discharge process. (a) Vcap and Vpout 

from charging to discharging; (b) Vpout and Vdout from charging to discharging; (c) Vcap and 

Vpout from discharging to charging. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

4. Conclusions 

This paper has introduced an aerodynamic flutter-based energy conversion device driven by the 

airflow in an indoor ventilation duct. A coupled model using an aerodynamic flutter model and a linear 

EMG model are presented and simulated using the Matlab® Simulink software. The electrical power 

generated is estimated using a coupling model with airflow speed and the flutter displacement as input 
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variables. A power management circuit with a super capacitor, a charge pump and a DC–DC converter 

is integrated to store the harvested energy and to support applications requiring power at the mW-level. 

The charging rate of the super capacitor and the energy harvesting efficiency are found to depend 

essentially on the ventilation duct airflow speed. 
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