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Abstract: Energy storage is a potential alternative to conventional network reinforcement
of the low voltage (LV) distribution network to ensure the grid’s infrastructure remains
within its operating constraints. This paper presents a study on the control of such storage
devices, owned by distribution network operators. A deterministic model predictive control
(MPC) controller and a stochastic receding horizon controller (SRHC) are presented, where
the objective is to achieve the greatest peak reduction in demand, for a given storage
device specification, taking into account the high level of uncertainty in the prediction of
LV demand. The algorithms presented in this paper are compared to a standard set-point
controller and bench marked against a control algorithm with a perfect forecast. A specific
case study, using storage on the LV network, is presented, and the results of each algorithm
are compared. A comprehensive analysis is then carried out simulating a large number of
LV networks of varying numbers of households. The results show that the performance of
each algorithm is dependent on the number of aggregated households. However, on a typical
aggregation, the novel SRHC algorithm presented in this paper is shown to outperform each
of the comparable storage control techniques.

Keywords: DNO; storage; control; stochastic optimisation; model predictive control;
receding horizon; forecast
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1. Introduction

As demand increases on the low voltage (LV) network due to changes in consumer behaviour and the
electrification of transport and heating [1], the distribution network operators (DNO) will be forced to
change the way in which they operate and reinforce this part of the network. Conventional reinforcement,
either by upgrading existing cables and substations or adding new ones, is effective, but expensive. This
need to update the existing infrastructure provides the opportunity for new methods of supporting the
network, in particular, energy storage devices. Storage devices have many uses on the network [2,3].
In this paper, we focus on using such a device for the mitigation of peak loads in order to reduce peak
load at the substation to avoid violating operating constraints on current and voltage and, as a result, to
reduce network losses [4,5], to help support the distribution network. As smart meters appear on the
network, DNOs will have greater visibility of the LV network. Load profiles on the medium voltage
(MV) network are relatively smooth and often predictable, whereas LV network demand profiles are
considerably more difficult to forecast, due to their stochastic and volatile nature [6]. Difficulty in
producing accurate forecasts makes it considerably more difficult for storage on the LV to perform as
successfully as has been shown, using traditional methods, on the MV network [7]. Most peak demand
reduction algorithms in the literature mainly focus on the MV network. Storage control algorithms on
the MV network can assume that an accurate forecast of future demand is available; this is not practical
for the more volatile LV network. LV storage devices are still extremely expensive, but by controlling the
storage device so that a DNO can achieve a better and more reliable demand reduction will, for a given
battery size, have significant economical benefits in addition to the potential network benefits. Using a
storage device on the LV network to get the greatest peak demand reduction cannot only help support
a local LV constraint issue, but also help support network constraints on the MV (11 kV) network.
For example, reducing a peak on the LV network can also help mitigate peaks and constraint issues on
the MV network.

Two main methods for controlling a storage device are defined in the literature [8]. The first develops
and deploys a plan based on historic network data to the storage device, and the second uses real time
data available from the network to make a control decision; the latter is studied here in this work. Set-
point control is the most basic form of this control and is traditionally how storage devices have been
controlled [9]. Current research has shown that there are significant differences in performance that
a storage device can achieve on the LV network, between the best possible demand reduction with a
perfect demand model and when compared to the demand reduction achieved when being controlled
using a set-point control algorithm [10]. Both the control methodologies described above run the risk of
the shortage or surplus of the energy capacity in a storage device. Set-point control operates without any
expectation of future energy demand, and therefore, its performance is significantly limited. It has been
shown that using accurate demand forecasts to control storage can improve the performance [11,12].
Yu et al. have also shown that by using an optimization model, it is possible to incorporate storage and
network constraints to control storage to support the network, reducing peak demand and network losses
on the MV network [13].
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In this paper, we present algorithms using real-time data available from the network, to make a control
decision for the storage device on the LV network, firstly incorporating demand forecasts into the control
of DNO owned storage devices and then treating the demand as a stochastic element in the controller.

Using model predictive control (MPC), also known as receding horizon control (RHC) [14],
incorporating forecasts for the operation of network connected devices, has been proven to increase
the systems performance. Molderink et al. present a three-step methodology, prediction, planning
and real-time control, to control and manage domestic smart grid technologies [11]. In a follow up
paper, the last step of the three step methodology is extended to include MPC; incorporating MPC
into the methodology improves the results in the simulated examples presented in [15]. Adding MPC
and, therefore, the ability to use real-time data to update predictions of future demand improves the
ability to work around prediction errors, found in a volatile single domestic home, and has been shown
in the system presented to improve the irregular behaviour of devices, which results in a more stable
situation. The goal of the controller presented by Molderink et al. is to make optimal decisions given
a certain objective, e.g., peak shaving or following a global objective (such as balancing supply and
generation). The successful performance of MPC incorporating forecasts over traditional storage in
smart grid applications can be found throughout the literature. For example, Beaudin et al. present
a moving window algorithm for residential energy management [16]. The moving window allows
the system to maintain an optimal schedule, as the forecast is updated. The algorithm is shown to
outperform the baseline comparison algorithms, which do not use the moving window, and is more
robust against forecast errors and fluctuations than the algorithms without a sliding window mechanism.
As in Beaudin’s work, Lampropoulus et al. develop a novel control scheme for demand response in the
home [17], using MPC. The use of MPC is shown to successfully outperform conventional control when
using the demand response for frequency control. These sets of work show why MPC is therefore a good
candidate for the storage control technique presented in this paper. MPC has also been used to minimise
emissions and the capacity of back up generators, which are used to balance intermittent distributed
generation; again, the results show that by using a receding horizon approach can outperform a single
time step optimisation [18]. Uncertainty with the MPC models has also been studied within [19–21]
and for minimizing operational costs using electric vehicles [22]. It has also been shown that storage
control incorporating uncertainty in the electricity market is possible using a receding horizon and no
forecasts [23]; the work successfully reduces the impact of prediction errors using a heuristic-based
approach. As forecasting on the LV network is difficult, the control of storage will be dependent
on the accuracy of the forecast [12,24]. Therefore, this paper will, in addition, treat the demand as
a stochastic process, considering stochastic control methods, as opposed to a deterministic forecast
in an MPC controller, in order to compare the performance of multiple controllers for LV connected
storage devices.

Stochastic optimization is a special subset of mathematical programming techniques that involves
optimization under uncertainty. Wu et al. explore how, by using stochastic control methodologies, it
is possible to help smooth wind generation using the storage element of plug-in electric vehicles [25].
A stochastic framework considering the uncertainties of how often the storage device is available and the
errors in wind forecasts is presented. The results presented by Wu et al. in [25] show that the algorithm
presented has the ability to smooth the volatile demand; the authors go on to propose that the algorithm
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could easily be adopted and implemented by DNOs. In 2009, Livengood et al. presented the energy
box: a device that is able to control all connected devices in the home [26]. The energy box has multiple
objectives, including load shifting and load valley filling. The energy box uses a stochastic dynamic
programming control algorithm to make optimal control decisions. Similar stochastic control algorithms
using forecasts in buildings [27] and micro-grids [28] can also be found in the literature showing how
forecasts and a priori network data can successfully be incorporated into optimal stochastic control
algorithms. Samadi et al. take into account load uncertainty and study demand response scheduling
using variable pricing tariffs with successful results [29]. Recently, Murillo-Sanchez et al. created
a stochastic optimization framework for the operation of an electrical network by a DNO [30]. The
optimisation framework controls devices connected to the network, the framework’s objective is to add
the most benefit to the network through mitigating uncertainty and covering contingencies. Though the
performance of the proposed system is not tested on any case studies, initial results show the successful
convergence results of the optimisation.

It is important to note that not only has it been shown in some cases that studying the demand
as a stochastic process can improve performance, but also using a receding horizon can improve
the performance of storage control. Hence stochastic receding horizon control [31,32] will also be
considered in this work. Nolde et al. in 2008 have shown how tuning the parameters of a stochastic
model predictive control controller can lead to the successful medium-term scheduling of a hydro thermal
storage system; the electric load and storage inflow are treated as stochastic processes [33]. Further, in
the last few years, this control technique has also been studied for smart grid development in microgrid
management [34], energy management systems [35,36] and for real-time market-based optimal power
dispatch [37].

This paper will present and compare MPC and SRHC controllers for the control of a single DNO
owned storage on the LV network. The objective of the controllers are to gain the greatest possible
peak reduction as measured at the LV substation. The algorithms will be comprehensively tested to
verify their suitability for LV storage control by varying the number of individual domestic customers
in a demand aggregation and testing the algorithms on large data sets, using real network data and,
therefore, introducing real demand errors. This realistic demand error and varying aggregation size is
important to study, due to the volatile nature and varying demand models on this part of the network. The
smart meter data used in this work have been supplied by Ireland’s Commission for Energy Regulation
and is openly available on-line via the Irish Social Science Data Archive [38]. Therefore, the paper
has multiple contributions: the work studies and presents novel controllers for the control of the LV
network connected DNO owned storage device’s, where the objective is to achieve the greatest possible
peak reduction, given a pre-defined storage device. The SRHC controller treats the demand as a
stochastic process and formulates a scenario tree based on a priori demand data. The research presents
a technique that studies the historical variance of the demand in order to find the number of nodes
per time step of the scenario tree and a bin-based methodology to assign the nodes probabilities and
demands from the a priori data. Unlike the current literature, which often negates the LV network, the
algorithms performance for different sizes of demand aggregations, incorporating actual errors found on
the LV network between the actual and forecasted demand, will also be studied, as well as studying
the performance of the algorithms for a large number of demand aggregations. The paper has the
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following structure. The next section, Section 3, will describe the storage system and the demand
model. Sections 4 and 5 will introduce the MPC and SRHC controllers, respectively. Section 6 will
present a comprehensive set of results varying from an individual aggregation, multiple sizes of demand
aggregations and large data sets using demand aggregations found on the LV network. Finally, the
conclusion is presented in Section 7.

2. The Energy Storage System and LV Network Demand Model

This work addresses the on-line peak reduction storage control problem as described in [10,11,39]
and discussed in the previous section. This section will define the storage system and introduce the
characteristics of the demand profiles found on the LV network. The following two sections will then
introduce the control techniques used to control this system. The storage system used in this work
is shown in Equation (1) and is similar to that found throughout the literature [18,40]. Typically,
the control of the energy storage device is given in terms of the power flow (Ps) in kW ′s, and
the energy stored is given as Psτ in kWh′s, where τ is the duration of the time period in hours.
However, in this paper, the increase or decrease of the energy stored in the storage device is given as
δS(k) = Ps(k)τ = SOC(k) − SOC(k − 1). The change in energy, δS , between time steps, can be
positive or negative and represents the increase and decrease of the energy stored in the storage device;
when δS is negative, the energy in the storage device has decreased, and when δS is positive, the energy
in the storage device has increased. The system dynamics are subject to maintaining a maximum and
minimum state of charge, SOCmin and SOCmax, and the maximum increase and decrease in energy in
the storage device between time steps, δminS and δmaxS . These constraints are represented in Equations (2)
and (3), respectively. The algorithm also takes into account the storage devices efficiency and standby
losses, η and µ, respectively [10], as the change in energy of the storage device between time steps has

been combined into one variable; when δS is negative, the storage devices efficiency is
1

η
, as shown in

Equation (4). It is customary to define the SOC quantity as a value between zero and one; however,
in Equation (1), as in [41], the state of charge at the end of each period is determined by the previous
period’s SOC level and the increase or decrease of energy in or out of the storage device (δS) at the
current period.

SOC(k) = SOC(k − 1) + η.δS(k)− µ.SOC(k − 1) (1)

SOCmin ≤ SOC(k) ≤ SOCmax (2)

δminS ≤ δS(k) ≤ δmaxS (3)

η =

 η if δS(k) ≥ 0
1

η
if δS(k) < 0

(4)

As described in the previous section, aggregated individual smart meter profiles, Di
A, where i is an

individual, domestic customer, are used to represent the demand profile, DA. Equation (5) shows the
aggregated demand.

DA(k) =

Asize∑
i=1

Di
A(k) (5)
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The objective of the research presented in this paper is to minimise the peak demand (DA), which
is measured in real time on the network, using the storage system previously defined. This demand
aggregation, DA, is comparable to a storage system with substation monitoring, where the total demand
consumed on a feeder is used to make future control decisions for the storage device. As the real-time
demand data becomes available, a model of the demand is updated, and the forecasted demand and
storage device states are fed to the controller. As previously discussed, the LV network is volatile and
difficult to predict; therefore, developing this forecast is difficult. Another complex feature with regards
to the demands’ behaviour, which is important to study for understanding the robustness of an LV storage
control technique, is how different numbers of demand profiles in a demand aggregation affects the
potential accuracy of a forecast. The forecast used in this paper is based on recent developments in
forecasting at the household to small aggregations of household demand level [6] and will be discussed in
the following section. A typical single phase on the LV network can have between five and 40 customers;
therefore, Figure 1 shows how the mean absolute percentage error (MAPE), between the actual and
forecasted demand, varies for different demand aggregation sizes.

Figure 1. Five histograms showing the error distributions between the forecasted and actual
demand in demand aggregation sizes of five, 10, 15, 25 and 35 individual demand profiles,
respectively (from top to bottom). The forecasting methodology used to produce these errors
can be found in the appendix of [6].

Figure 1 shows five histograms, each showing the MAPE error between the actual and forecast
demand of 1000 daily profiles of demand aggregations, where the aggregation size is varied in size
from five to 35 customers. As the number of demand profiles in an aggregation increases, the accuracy
of the aggregated forecast increases. This behaviour is expected, as the law of large numbers comes
into play at larger aggregations. Therefore, in this paper, as there is a significant difference between the
demand characteristics with different aggregation sizes, all the algorithms are tested on multiple sizes.
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At each time step, k, the controller is required to make a control decision by using a future prediction
of the demand and minimising a cost function. The work in this paper will present and compare
two techniques: the first described in Section 4, model predictive control (MPC), uses a deterministic
forecast based on historic data embedded into the algorithm to control the storage device. The second
control technique described in Section 5, stochastic receding horizon control (SRHC), uses the historic
data and stochastic optimisation to study the probability of potential future demand routes occurring,
and similarly, a cost function is used to find the optimal control decision. The energy storage model
described above in this section is kept constant in each control technique discussed in this paper.

3. Model Predictive Control (MPC)

The controller is formulated as a model predictive control (MPC) problem. MPC, also known
as receding horizon control, refers to a class of control methods that compute a sequence of
decision-variable adjustments over a future time horizon iteratively based on an underlying optimization
model [14]. Figure 2 shows the control loop for the system. The output, the measured demand, is fed
back into a model of the demand, and based on an updated demand prediction, shown in the inner loop
for a pre-defined horizon size, and the actual demand shown in the outer loop, the controller derives the
control signal by minimising a cost function.

Figure 2. The model predictive control loop.
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The cost function used in this work is shown in Equation (6). This cost function will minimise the
maximum peak in each simulation of N samples of k, where DA is the original demand profile and
where δS , the decision vector, is the increase and decrease of energy in the storage device.

min
δS(k)
{max (DA(k) + δS(k))

2} (6)

subject to Equations (1)–(4).
At the current time step, k, the controller gets the forecast between k and k + Hp, where Hp is the

prediction horizon and k+Hp ≤ N . Using this model, the controller computes the optimal control signal
and applies the control input to the system. The process is repeated at each time step k + 1; therefore,
the controller uses the forecast given for each time k + 1 to k + 1 + Hp, where k + 1 + Hp ≤ N ,
to derive the control signal. The performance of an MPC problem strongly depends on the accuracy of
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the forecast. In this work, the forecast is generated using a recently developed forecasting technique [6].
As previously discussed, individual smart meter data is forecast and then aggregated. Peak usage is
likely to differ by a few half hours earlier or later in a normal household, due to natural irregularities in
behaviour, and therefore, any forecast to be used for the control of a storage device must allow for these
small changes. The forecasting technique used in this paper assumes week to week regularity, but allows
for small adjustments in the behaviour. As the number of demand profiles in an aggregation increases,
the accuracy of the aggregated forecast increases. In Section 3, it was shown, in the data presented, that
the average MAPE for an aggregation of 15 demand profiles is 22%. The average error decreases to
14% in aggregations of 35 demand profiles; this trend is due to the law of large numbers [42]. Another
important parameter to select in the MPC formulation is the size of the horizon, as the longer the horizon,
the more computationally heavy the control becomes, but the further in advance the controller can plan.
The Results section, Section 6, presents a technique for finding the horizon time for peak reduction
storage control. It has been shown that planning ahead is vital when controlling storage [11,12,39], and
to highlight this point on the single phase of the LV network, the performance of the MPC controller
is compared to a standard set-point controller in Section 6, where the set-point is found from a priori
demand data. Current smart grid literature has begun to explore the benefits of stochastic control and,
therefore, treating the demand as a stochastic element. Given the volatility of this part of the network
and the difficulty in predicting it, the next section of the work will take the deterministic MPC problem
and formulate the problem as a stochastic receding horizon control problem.

4. Stochastic Receding Horizon Control (SRHC)

The MPC problem is now formulated as a stochastic optimisation problem with a receding
horizon [31,32]; the control loop has the same structure to that shown in Figure 2, with a modified
controller, which will now be introduced. As stated in Section 1, studying demand as a stochastic process
has shown significant benefits in the control of network connected devices. Traditionally stochastic
programming does not use a receding horizon, though, as previously discussed in Section 2, using a
receding horizon can have a positive impact on the performance of storage control; therefore, making
SRHC an ideal candidate for the volatile and difficult to predict nature of the LV network. The SRHC
problem in this work is defined as the expected performance (E[.]) of a given cost function, J , and δS
the previously defined control signal, as shown in Equation (7), where ω denotes a stochastic variable
described below.

min
δS

Eω

[
J(δS, ω)

]
(7)

The problem solved in this paper, incorporating the cost function introduced in the previous
section, is shown in Equation (8), where the demand, DA(ω), is treated as a stochastic variable and
J = max (DA(ω) + δS)}2. The objective function in this form with the constraint Equations (1)–(4),
previously introduced, forms a multi-stage stochastic programming problem. The problem is solved
by approximating the true problem shown in Equation (8) by discretising the problem where
k ∈ {1, 2..., N − 1, N}. The true continuous problem is therefore transformed to a deterministic linear
optimisation problem and presented later in this section.
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min
δS

Eω

[
{max (DA(ω) + δS)}2

]
(8)

A scenario tree is used to approximate the continuous problem. Typically, these trees are developed
based on heuristic rules used to develop potential future scenarios or selected using data based on the
environment’s historic behaviour; the latter is used in this work. The tree is formulated using the historic
half hourly data, and the routes of potential future demand and their associated probabilities are found
from this a priori data. Section 5.1 will present a technique to select the number of nodes per time step
based on the variability of the historic data at a specific time step. Section 5.2 will then show how to find
the associated demand and probability, for each node, occurring at future time steps based on the historic
demand data. Once the tree has been formulated and all nodes assigned a demand and probability, the
nodes and associated routes across the tree are used to formulate a linear programming problem. Solving
the linear programming problem will assign each node a control signal and, therefore, the control signal
to be applied at the current time step.

Figure 3 shows an example of a simple scenario tree, where each node of the tree is assigned
a demand and probability. A control signal is assigned to each node once the problem has been
formulated as a solvable optimisation problem. Previous work has shown that selecting the length
of the horizon and number of nodes in the tree is critical in the performance of SRHC [33]. In Figure 3,
at time Step 1 (k = 1), the demand is 2 kWh. In this example, at k = 2, two nodes have been
selected; the probability of the demand being 2.2 kWh is 0.7, and the probability of the demand
being 1.7 kWh is 0.3 at Nodes 1 and 2, respectively (see Section 5.2). At k = 3, three nodes have
been selected, and at k = 4, the deterministic result is chosen with a probability of one. Figure 3
shows how the tree is built up, and the probability of each complete route occurring is shown. The
notation used to describe the SRHC in this section is now defined. δnS(k) will denote the control
signal, δS , at time k for node n of the scenario tree, Dn

A(k) the demand at time k for node n of
the scenario tree and P n(k) the probability at time k for node n of the scenario tree. During the
optimisation, it is also useful to define vectors that contain the control signal, demand and probability
along a route, r, of the tree; therefore, δrSR is defined as the control signal vector of δS along route
r of the scenario tree, Dr

AR(k) is the demand vector, DA, along route r of the scenario tree and
P r
R(k) is the probability vector along route r of the scenario tree. In Section 6, the Results section,

it is shown that the MPC deterministic controller described in the previous section requires a horizon
time of at least 7 h (14 half hourly time samples). Table 1 shows that there is a significantly larger
number of nodes and routes required to formulate the scenario tree when the number of nodes is
increased by just one. For example, simply increasing the number of nodes per time step from two
to three increases the number of possible routes from 16,384 to 7,174,453 when a 7.5-h horizon is
used. Therefore, to overcome the problem of large trees, Section 5.1 introduces an algorithm to select a
different number of nodes at individual time steps. The table shows that by varying the number of nodes
in this way, this will lead to considerably smaller trees where the optimal control signal for a specific
tree can be computed faster. From Table 1, it is possible to see by reducing the number of nodes per time
step that the problem becomes intractable and, therefore, requires additional approximations. Similar
to [30], by setting a small number of nodes in a time step, the problem is restricted to the center of the
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tree. In the work presented in this paper, as with [30], tree reduction algorithms found in the literature
are used to reduce the number of variables in the optimisation problem [43].

Figure 3. A scenario tree of five time steps with a varying number of nodes per time step.
The probabilities of a specific node occurring are shown, as is the probability of the complete
route occurring.

k = 1

DA(1)

k = 2

2 Nodes

k = 3

3 Nodes

2 kWh

1.7 kWh
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0.1
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0.6

1.0

k = 4
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k = 5

2 Nodes

Route 11 - Probability 0.108

Route 10 - Probability 0.036

Route 9 - Probability 0.054

Route 8 - Probability 0.012

Route 7 - Probability 0.018

Route 6 - Probability 0.168

Route 5 - Probability 0.252

Route 4 Probability 0.084

Route 3 Probability 0.126

Route 2 Probability 0.028

Route 1 Probability 0.042

1.0

1.0
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1.0
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0.6

0.4

0.6

0.4

0.6

0.4

0.6

0.4

0.6

0.4

0.6

0.4

0.1

0.3

0.6

3.1 kWh

2.1 kWh

1.6 kWh

3.1 kWh

2.1 kWh

1.6 kWh

2.8 kWh

2.8 kWh

2.8 kWh

2.8 kWh

2.8 kWh

2.8 kWh

1.3 kWh

1.1 kWh

Table 1. Table showing the number of routes and the total number of nodes in the tree when
using a 7.5-h horizon with a varying number of nodes in each time step.

Nodes in time step Nodes Routes

1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 32,767 16,384
1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 4,782,969 7,174,453
1 4 4 4 4 4 4 4 4 4 4 4 4 4 4 268,435,456 357,913,941
1 3 2 3 1 1 1 1 1 1 1 2 3 2 1 216 730

1 2 2 2 2 2 2 1 1 3 3 3 3 3 3 1 215,552 39,039

As opposed to attempting to solve the continuous problem previously shown in Equation (8),
the discretized approximated problem is now solved using linear programming. The discrete problem
is shown in Equation (9), subject to the system in Equation (11) and system constraints (4), (12)–(15).
Equation (9) contains the cost function used in the deterministic MPC controller shown in Equation (6);
however, as the SRHC controller incorporates many potential demand routes, the expected value of each
of the routes is used. As with the MPC formulation, Equation (9) finds the max (Dr

AR(k) + δrSR(k)),
though, as shown by the notation in the SHRC formulation, this is multiplied by

∏N
k=1 P

r
R(k), the

probability of each route r occurring. The value for each route up to route T is then summed to
return the expected value. This is shown in the expanded version of Equation (9) in Equation (10).
Therefore, Equation (9) represents the discrete solution to the continuous cost function shown previously
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in Equation (8), and the optimisation vector is shown in Equation (16). As the demand is to be
reduced throughout the complete time period and not summed per time step, throughout the period,
the optimisation function uses the demand and probability notation, incorporating each complete route
of the scenario tree.

min
δS

T∑
r=1

1

Nr

{max (Dr
AR(k) + δrSR(k))

N∏
k=1

P r
R(k) }2 (9)

This can be expanded to:

min
δS

[
1

N1

{max (D1
A(k) + δ1S(k))

N∏
k=1

P 1
R(k) }2 + ...

+
1

NT

{max (DT
A(k) + δTS (k))

N∏
k=1

P T
R (k) }2

]
(10)

subject to:
SOC(k) = SOC(k − 1) + η.δS(k)− µ.SOC(k − 1) (11)

SOCmin ≤ SOC(k) ≤ SOCmax (12)

δminS ≤ δS(k) ≤ δmaxS (13)

∑
n∈N (k)

P n(k) = 1 ∀ k (14)

T∑
r=1

∏
n∈R(r)

P r
n = 1 (15)

The optimisation vector is given by:

δS = {δnS(k) : k = 1, ..., N ;n ∈ N (k)} (16)

4.1. Selecting Nodes

The number of nodes per time step are selected by analysing the a priori data (HD ∈ RdT×N ) and
studying the variance (V ∈ R1×N ) of this data per time step k. When the variance is low, at off-peak
times, the demand is easier to predict, whereas at on-peak times, when the demand is typically more
volatile, the variance has a larger value. On the LV network, it would not be correct to assume that
‘off’ and ‘on’ peak would be at a traditional time, as can be seen on larger aggregations of customers;
therefore, a specific temporal decision is not made, as with other storage control algorithms in the
literature. By only selecting a small number of nodes when the demand is known in advance and where
historically the demand varies only slightly, this part of the stochastic problem can be approximated and
simplified as a deterministic model with one scenario: the forecasted demand value at time k is used;
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this is similar to assumptions with solar radiation and demand profiles explored in [44]. The algorithm
is shown below (Algorithm 1).

Algorithm 1: Selecting the nodes used in the scenario tree per time step.

1. Initialise: HD, NodesMin, NodesMax,N , d
2. Set V← GetVarianceVector(HD, d) find variance vector for day d from historic data

3. VT =
max(V )

NodesMax

find variance thresholds to define bin limits

4. For k = 1 to N samples in daily demand profile
5. For t = 0 to (NodesMax − 1) loop through variance bins

6. If {(VT × t) ≤ D(k) ≤ (VT × (t+ 1))} Check if demand is in bin
7. Set N (k) = t+ 1 assign number of nodes at time k
8. Exit For Loop
9. End If
10. If D(k) > max(V ) check if demand is outside maximum variance bin
11. N (k) = NodesMax assign maximum number of nodes
12. End If

13. End For
14. End For

4.2. Sampling from the Historic Data

Once the number of nodes per time step N has been selected, the probability and demand of each
specific node is found from the a priori data. Monte Carlo methods are typically used to formulate the
scenario tree and to sample from a continuous distribution for stochastic optimisation. The approach
adopted in this paper is similar to those that allow the discrete samples to keep the shape of the
continuous distribution. Randomly sampling from the continuous distribution was not found to be a
suitable option for this application, as compared to other stochastic control-based algorithms, only a
small number of nodes can be used per time step, meaning a random sample could poorly represent the
continuous distribution. An algorithm is used to find the probability and demand of the nodes in N (k).
The algorithm uses a bin system to formulate the scenario tree from the a priori data; a bin is notated
as b, and one bin is used to represent each node in N (k). The maximum number of bins, bmax, is equal
to N (k) at time k; the bin size, bsize, is then found using Equation (17), where HD is a matrix of prior
demand data HD ∈ RdT×N .

bsize =
|max(HD)−min(HD)|

bmax
(17)

The upper and lower limit for each bin b is defined as ub and lb. Once the bin limits are found, the
historic data for time k of the same day, d, are used to populate the bins. The quantity (q) of data in bin
b is defined as qb, and the vector of these quantities from one to bmax is defined as Q ∈ R1×bmax . The
quantity is then normalised and the probabilities associated to each bin, and its representative node is
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defined using Equation (18). The demand per node is then assigned as the mid-point (
1

2
(lb+ub)) of each

bin, respectively.

P n(k) =

(
1∑bmax

b=1 qb

)
Q ∀ n ∈ N (k) (18)

5. Results and Discussion

This section will present results from the previously discussed deterministic and stochastic-based
control algorithms. First, a specific case study will be presented; then, the MPC and SRHC algorithms
will be tested on larger data sets of varying aggregation sizes. Throughout this section, the algorithms
will be compared to two algorithms found in the literature and used to benchmark DNO owned storage
devices [10]. The first is set-point control [9], where, as per [10], the set-point value is determined from
historical data. Set-point control is the standard control technique used to control storage devices on the
network, where the demand, or voltage and frequency, etc., is compared to a set-point. The set-point in
this work is defined as a value in kWh and is typically either a value set by a DNO as a maximum network
constraint or found from the a priori data, as in this paper. The algorithm also requires predefined charge
and discharge rates for the storage device. The algorithm then compares the current demand at each
discrete time step to the predefined set-point, and the storage device makes a decision as to charge or
discharge. If the demand is below the set-point, the storage device will charge until the storage device
capacity is full; else, if the demand is above the set-point, the storage device will discharge at the set
rate, until the storage device capacity is empty or the demand goes below the set-point again, therefore
reducing the demand up the network from the storage device. As discussed in the Introduction, this
set-point control algorithm is simple, but is fundamentally limited, as it operates without any knowledge
of what is expected to happen in the future. The second comparison is to the best possible demand
reduction a storage device can achieve for a given known demand profile and pre-defined storage device.
This algorithm uses the constrained optimisation problem shown in Equation (6), subject to constraint
Equations (1)–(4), with a perfect demand model, to find the best possible demand reduction.

5.1. A Specific Example

The energy use of forty homes, recorded by smart meters, was aggregated to represent a realistic
single phase of a feeder in the distribution network and validated against historical substation data.
A period of 15 weeks was considered and split into 14 weeks of historical data; the forecasts were based
on the first 14 weeks, and day one of week 15 is presented in Figure 4. The following parameters were
used in this example: Asize = 40, N = 48, SOCmax = 50 kWh, SOCmin = 0 kWh, δminS = −40 kWh and
δmaxS = 50 kWh (a discharge rate of 80 kW and a charge rate of 100 kW, given half hourly smart meter
data) over a sample (k). The storage device efficiency is not the focus of this research; therefore, η = 1

and µ = 0. The MPC algorithm uses a prediction horizon, Hp, of 12 samples of k. The SRHC algorithm
uses the following parameters: Nodesmin = 1, Nodesmax = 4 and the same prediction horizon as
for MPC. The results showing the comparison of the four algorithms are shown in Figure 4. SRHC
outperforms set-point control and MPC in this example: SRHC achieves a 28.4% demand reduction;
MPC 26.8%; and set-point control a 25.2% demand reduction. The set-point is set at 30% of the
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maximum peak from the previous week; this percentage achieved the greatest peak demand reduction
from the previous week’s demand profile when using the set-point controller. Using a percentage of
a priori data to find the set-point is typical of set-point control algorithms presented in the literature.
If a perfect model of the demand had been used, a demand reduction of 34.6% could have been achieved.
As the SRHC algorithm uses historic variance to decide on a charging strategy, the storage device
charges to full capacity by the 15th half hour, minimising the risk of charging on a peak. In contrast, the
deterministic MPC algorithm, in fact, has introduced a new peak at the 19th half hour, as the variance
data is not available to the deterministic algorithm.

Figure 4. A specific example: (a) the actual demand and the stochastic receding horizon
controller (SRHC) and MPC controller results; (b) the actual demand and the best possible
and set-point controller results.
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5.2. Time Series State of Charge (SOC) Evolution

This section will show how the SOC varies as the horizon moves across a daily demand profile. Thirty
daily household demand profiles have been aggregated (ASize = 30), and the result of the deterministic
controller is evaluated. Figure 5 shows the forecast and actual demand profile for the aggregated demand.
The following parameters were used in this example: Asize = 30, N = 48, SOCmax = 12.5 kWh,
SOCmin = 0 kWh, δminS = −10.0 kWh and δmaxS = 12.5 kWh over a sample (k). The initial storage
device SOC = 1 kWh. A large horizon size of 15 h (HP = 30) is used in order to show how the SOC
evolves over time. The final result of the MPC controller is shown in Figure 6. The algorithm achieves
a demand reduction of 17.3%; as a comparison with a perfect forecast, the algorithm achieves a demand
reduction of 19.1%. Figure 5 shows the evolution of the SOC and the control signal, δS . The figure
shows when there are larger errors between the forecast and the actual demand profile. For example,
at the 17th half hour and at the evening peak time from the 35th half hour, the SOC profiles vary more
between horizons than when the forecast is more accurate. The result shows that the algorithm in this
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example is able to deal with the larger errors between the forecast and actual demand, though with a
more accurate forecast, the SOC evolution is smoother. Section 6 will now go on to evaluate the effect
of the horizon size, of the MPC and SRHC controllers, on the demand reduction.

Figure 5. (a) The forecasted and actual demand profiles; (b) the evolution of the state of
charge (SOC) across the horizon.
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Figure 6. (a) The demand profile with and without a storage device; (b) the final SOC of the
storage device throughout the day.
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5.3. Varying the Prediction Horizon (Hp)

As discussed in Sections 4 and 5, the horizon size is an important parameter required in both
algorithms presented in this paper. To compare the performance of the system vs. the algorithm’s horizon
size, the algorithm is run over multiple study cases and the results presented. Figure 7 shows the results of
running the algorithms on 500 demand aggregations when the storage size is normalised per simulation
and an aggregation size of 35 individual demand profiles is used; Asize = 35. The storage size is
normalised between demand aggregations and simulations by sizing the storage at 25% of the maximum
peak of the demand profile. Therefore, for a given demand profile, DA, of 48 half hourly samples,
SOCmax = 0.25max(DA) kWh, δminS = − SOCmax kWh, δmaxS = SOCmax/2 kWh over a sample (k).

Figure 7. Algorithm performance vs. horizon size for the SRHC, MPC, MPC with a perfect
demand model and the best possible demand reduction given a perfect demand model.
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Figure 7 shows the average performance of the algorithms over all 500 daily simulations. The best
possible average demand reduction, given perfect knowledge of the demand, is 13.95%. This is used as
a benchmark performance of the MPC algorithm with a perfect demand model. The average demand
reduction of MPC with a perfect demand model converges to within 0.7% of the best possible demand
reduction; a slight difference is expected due to the restricted horizon size using the MPC algorithm. The
MPC with forecasted demand and SRHC algorithms converge at approximately the 11th half hour for
this example. The horizon size is not increased beyond 16 half hours, as all algorithms can be seen to
converge, and as described in the previous section, the computation time increases exponentially for the
SRHC algorithm. Therefore, for the set of data presented, a horizon size of 6 h (12 half hours) will be
used for all daily simulations using the MPC and SRHC algorithms. The result shows that when setting
the horizon size too small, the minimization occurs in times of lower demand, for example where the
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peak load within the window is not in a critical region when the demand is at its highest throughout
the day. Therefore, setting the horizon time too small may mean the storage device is operating when
not necessary and, as a result, wears the storage device out without achieving the greatest possible
reduction in demand throughout the required daily period. In contrast, having a larger window, though
computationally more expensive, allows the storage device to plan ahead for the larger peaks in the daily
period, allowing the storage device to achieve a greater demand reduction throughout the day.

5.4. MPC vs. Set-Point Control: Varying Aggregation Size

The MPC algorithm is now compared to a set-point control algorithm, where the set-point has been
calculated from the previous day’s demand profile. The two algorithms, MPC and set-point control, are
run on the same demand profile using the same specification storage device. The results show the total
number of times, as a percentage, that each algorithm achieved the greatest peak demand reduction across
all simulations. Each aggregation size contains 7000 simulations, made up of 500 demand aggregations
over 14 days randomly selected across a year’s worth of data. The result for when the aggregation
size is varied from five to 70 customers is shown in Figure 8. As previously discussed, as the size of
an aggregation increases, the forecast becomes more accurate, and from aggregation sizes of 50 and
above, the MPC algorithm begins to out-perform the set-point control algorithm. Due to the volatile
nature of smaller aggregation sizes, set-point control using the set-point from the previous day performs
poorly. It is difficult to consistently find a set-point that will achieve the best possible demand reduction.
As the storage device size has been kept constant throughout all of the simulations, the results show that
MPC, without providing any additional set-points, is able to outperform set-point control in aggregations
sizes above around 40 customers as the demand model becomes more accurate. The figure shows that
neither algorithm consistently outperforms the other. The results do show that the MPC algorithm could
improve the performance of DNO storage devices for larger aggregations of demand and that as the
demand model becomes more accurate, as newer more accurate forecasting techniques are developed,
the performance of the MPC controller in smaller aggregations is expected to improve. For example,
the forecasting technique used in this paper does not take into account weather variables that have been
shown to improve the accuracy of demand forecasts [45]. In several state-of-the-art smart grid studies,
where the control of devices on the network has been comprehensively tested, as in this work, it has also
been important to select the correct algorithm based on the demand characteristics. Xu et al. concluded
that it is important to study the application in detail before selecting a control technique [44]. This result
confirms, for the data presented, that selecting the correct storage control technique for peak reduction,
using DNO owned storage devices to achieve the best possible demand reduction, will depend on the
accuracy of the forecast and the variation in actual demand reduction that can be achieved.
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Figure 8. Set-point control and MPC performance when varying the number of demand
profiles aggregated.
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5.5. SRHC, MPC, Set-Point Control and Perfect Demand Model

All algorithms discussed in this paper are now compared. An aggregation size (Asize) of 40 demand
profiles has been used, which is representative of the typical number of customers found on the single
phase of an LV feeder. The storage size has been kept constant throughout all simulations; 500 demand
profiles have been used across a 14 day period, where the 14 days are randomly selected from a year’s
worth of smart meter data. Each box plot shown in the results contain 7,000 simulations. The following
parameters have been used: N = 48, SOCmax = 50 kWh, δminS = −50 kWh and δmaxS = 25 kWh over a
sample (k). The charge rate is restricted to twice the discharge rate, as is similar to restrictions found on
LV connected storage devices. The results are shown in Figure 9; each box plot shows the distribution
of percentage demand reduction, achieved across all simulations, using the stated control technique.
With a perfect demand model, the demand reduction achieves a median percentage demand reduction of
30.4%; it is never expected that DNO owned storage being used for demand reduction will ever achieve
this result, but it is possible to see from the results that the SRHC has taken a significant step closer to
this best possible demand reduction when compared to a traditional storage control technique, such as
set-point control. SRHC also out-performs the deterministic MPC controller on average. As the box plot
distributions significantly overlap, it would not be correct to assume that SRHC always performs the best
for every demand aggregation. In fact, for demand reduction on the LV network, as shown in this work,
it is important to evaluate the demand characteristics before selecting a control technique, and this can
be done, for example, using a priori demand knowledge.
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Figure 9. Box plots showing the distribution of demand reduction achieved using algorithms
(from left to right) MPC, SRHC, best possible demand reduction and set-point control.
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6. Conclusions

When compared to the smoother demand profiles found on the MV network, controlling energy
storage systems on the LV network is challenging, due to the volatile and hard to predict nature of
the LV network. As a result, more advanced control strategies are required for the LV network, and
this paper has presented two such strategies: model predictive control (MPC) and stochastic receding
horizon control (SRHC). Neither of these control approaches rely on perfect forecasts or fully accurate
demand models, and the algorithms presented have been tested on real network smart meter data. The
storage devices in this work are owned by the DNO and aim to achieve the greatest peak reduction on
the LV network. Future work will study the impact of distributed generation in the distribution network
on the control algorithms, as well as the impact of studying the effect of storage losses on the algorithms
and the effect of using the energy storage control algorithms on network losses. The MPC controller
incorporates a deterministic forecast, which allows the storage device to plan how to use the storage
capacity throughout a pre-defined horizon size. The SRHC controller treats the demand as a stochastic
process and formulates a scenario tree based on a priori demand data. The research presents a technique
that studies the historical variance of the demand in order to find the number of nodes per time step
of the scenario tree and a bin-based methodology to assign the nodes probabilities and demands from
the a priori data. The results presented for an individual case study showed that the SRHC algorithm
outperforms a traditional set-point controller. The research went on to test and compare the algorithms
on larger data sets, and the results showed that by varying the number of households on an individual
phase on the LV network, that the aggregation size has a significant impact on the performance of the
controllers. Finally, when all algorithms presented in this work were compared, based on the datasets
considered in this study, on average, the SRHC controller is shown to outperform the deterministic MPC
and set-point controller. The algorithms presented have significant economical advantages to a DNO
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owning LV storage devices for demand reduction, as by carefully selecting the control technique used on
an LV connected storage device, the work has shown it is possible to improve the system’s performance
and to ensure a greater demand reduction, for a given battery size.
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Nomenclature

DA Original demand profile
Di
A Demand profile of individual customer i

k ∈ {1, ..., N} Discrete time period
N Finite samples k in DA

δS(k) Change in energy stored in the storage device at time k from k − 1

δmaxS Maximum increase of energy storage capacity in one time step k
δminS Maximum decrease of energy storage capacity in one time step k
SOC ∈ R≥0 Storage device state of charge
SOCmax Maximum state of charge
SOCmin Minimum state of charge
µ ∈ [0, 1] Storage device standby losses
η ∈ [0, 1] Storage device efficiency
Asize Demand aggregation size
DA(ω) Demand profile treated as a random variable
n Node n of the scenario tree
r Route r of the scenario tree
δnS(k) Control signal δS at time k for node n of the scenario tree
Dn
A(k) Demand at time k for node n of the scenario tree

P n(k) Probability at time k for node n of the scenario tree
δrSR(k) Control signal vector δS along route r of the scenario tree
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Dr
AR(k) Demand vector DA along route r of the scenario tree

P r
R(k) Probability vector along route r of the scenario tree
NodesMin Minimum number of nodes per time k in the scenario tree
NodesMax Maximum number of nodes per time k in the scenario tree
T Total number of routes used in the scenario tree
Nr Number of nodes in route r of the scenario tree
N (k) Set of nodes at time k of the scenario tree
R(r) Set of nodes in route r of the scenario tree
d ∈ Z>0 Day d of all prior demand data
dT Total number of days in prior demand data
HD ∈ RdT×N Matrix of prior demand data
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