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Abstract: The technical feasibility of underground coal gasification (UCG) has been established
through many field trials and laboratory-scale experiments over the past decades. However, the
UCG is site specific and the commercialization of UCG is being hindered due to the lack of complete
information for a specific site of operation. Since conducting UCG trials and data extraction are
costly and difficult, modeling has been an important part of UCG study to predict the effect of
various physical and operating parameters on the performance of the process. Over the years,
various models have been developed in order to improve the understanding of the UCG process.
This article reviews the approaches, key concepts, assumptions, and limitations of various forward
gasification UCG models for cavity growth and product gas recovery. However, emphasis is given to
the most important models, such as packed bed models, the channel model, and the coal slab model.
In addition, because of the integral part of the main models, various sub-models such as drying and
pyrolysis are also included in this review. The aim of this study is to provide an overview of the
various simulation methodologies and sub-models in order to enhance the understanding of the
critical aspects of the UCG process.
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1. Introduction

Coal is the most abundant and widespread type of fossil fuel, with reserves of economically
recoverable coal estimated to be about 900 gigatons (GT), 64% of major fossil fuels [1]. However, the
total amount of coal potential including the economically non-recoverable part is reported to be 18
terratons [2], most of which are too deep or too costly to be mined by traditional methods. With
the current trends of energy consumption, and the rise of developing countries, the total fossil fuel
reserve is expected to be the same while the total energy consumption is increasing around the world.
In order to increase the recoverable fossil fuel reserve, it is important to find appropriate technology
to extract the non-recoverable part of the reserves economically. Underground coal gasification is
a method of in-situ conversion of deep un-minable coal into gaseous products with a higher heating
value through controlled combustion with oxygen/air and gasification with steam. The UCG product
gas, called synthesis gas (syngas), is mainly a mixture of CO, H2, CH4, and CO2 with trace amounts of
ethane and other components. The development of the underground (in-situ) coal gasification (UCG)
technique is paving the way to access deep coal seams. Early studies suggest that the use of UCG
could potentially increase the world’s coal reserves by as much as 600 GT [3], which represents a 70%
increase [2].
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1.1. Environmental and Safety Features of UCG and Coal Mining

The technology of coal mining and the use of coal have been affected by the pollution caused
by its transport, storage, and combustion [4]. In addition, coal-fired power plants have higher
greenhouse gas (GHG) emission per generated energy due to lower efficiency of the process and a
higher carbon-to-hydrogen ratio of coal. However, the most alarming issue is the worldwide death
fatalities and injuries per year in the coal mining industries. It has been reported that there was a
total 36,910 deaths in a seven-year period, from 2000 to 2005, in the coal mining industries of China
alone [5]. On the other hand, the USA has reduced their death fatalities after ensuring safe work
environments in the current century; however, the death fatalities of the USA have still numbered
more than 300 since 2003 [6]. Considering the death fatalities alone, UCG is the safest energy harness
process. Moreover, UCG has several advantages over the conventional gasification process. Examples
of such benefits include [7–9]:

- Elimination of coal mining and thus avoiding a dangerous practice even with current
equipment and safety regulations.

- Lower capital investment due to the absence of surface gasification units.
- Elimination of ash handling operations by keeping the ash underground.
- Lower water consumption.
- Generation of possible sites for CO2 sequestration.

From the economic and environmental point of view for large-scale gas production, UCG is
a highly promising technology [7,10]; however, UCG introduces some challenges that should be
addressed before the process can be adopted on a large scale. Some of the main challenges are process
stability, aquifer contamination, and subsidence [11]. However, the potential risks of subsidence and
aquifer contamination can be avoided through careful site selection and adoption of best management
practices for operations [7,8,11,12].

1.2. UCG Process Overview

The UCG process involves four main steps, namely drilling, linking, ignition, and gasification.
The basic layout of the process requires one borehole for the injection of gases and one for production;
however, over the years three standard configurations of wells have evolved. They are:

- Linked vertical wells (LVW);
- Controlled retraction injection point (CRIP);
- Steeply dipping seams (SDS).

Figure 1 shows a sketch of linked vertical wells arrangements for the UCG process. In the first
step, injection and production wells apart from each other are drilled at some specified distance from
the surface into the coal seam. In the following step, a permeable channel (link) is created between
two wells which allows the sufficient flow of gases in a large-scale operation. It is necessary to ignite
the coal initially in order to raise the coal temperature using combustible gas and oxygen mixture
with the help of a suitable ignition source. The duration of this combustion stage depends on the
seam properties as well as the operating conditions. After this stage, the mixture of air/oxygen and
steam are injected into the seam to gasify the coal. The main product of gasification, syngas, is then
recovered from the production well. As the coal is being consumed, ash falls down and a void space
is created, which is referred to as a cavity. When the cavity reaches the production well, there will be
less contact between the injection gases and the virgin coal; thus, the quality of produced gases drops
significantly. Therefore, fresh coal should be made available by moving the location of the injection
gases for further continuation of the process. After the completion of gasification, steam and/or water
are usually flushed to the cavity in order to remove the pollutants from the coal seam to prevent them
from diffusing into surrounding aquifers.
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1.3. Chemical Reactions in UCG

The UCG process occurs in three different zones: drying, pyrolysis, and combustion and
gasification of solid char. In the drying zone, wet coal is heated and converted into dry coal by
removing moisture attached to it. Upon further heating of the coal, the pyrolysis reactions begin at
temperatures around 350–400 ˝C [13] and coal loses its weight, generating volatile matters and the
solid known as char. Finally, the char reacts with the injected/pyrolyzed gases to produce the syngas.
The three essential types of char layer reactions which govern the UCG product gas composition are:
oxidation, reduction, and pyrolysis. Many reactions occur during this process, but the most important
reactions, which are considered in most of the models, are summarized in Table 1.

Table 1. Main reactions in the gasification process.

Reaction Reaction No. Representation Heat of Reaction (kJ/mol)

Drying 1 CoalÑ Dry Coal+ H2O +40
Pyrolysis 2 Dry CoalÑ Char + Volatiles 0

Coal combustion 3 C (Char) + O2 Ñ CO2 ´393
CO2 gasification 4 C (Char) + CO2 Ñ 2CO +172

Steam gasification 5 C(Char) + H2OÑ CO+ H2 +131
Methanation 6 C(Char) + 2H2 Ñ CH4 ´75

Water-gas shift 7 CO + H2OØ CO2+ H2 ´41

Gas phase oxidations
8 CO + 0.5O2 Ñ CO2 ´111
9 H2 + 0.5O2 Ñ H2O ´242

10 CH4 + 2O2Ñ CO2 + 2H2O ´802

The reactivity of the char to O2, H2O, CO2, and H2 determines the rates at which the desired
products are formed [9]. Reactions 3, 5, and 8 are the main chemical reactions considered for both
shallow and deep coal gasification processes. The hydrogasification (reaction 6) is favourable at a
high hydrogen pressure. In the UCG, at low pressure, this reaction is not significant. Reactions 3–6
take place on the wall of coal seams, while reactions 7 and 8 occur at the gaseous stage [14]. Different
reactions are favourable at different temperature ranges. Figure 2 shows the equilibrium constants
as a function of temperature for some of the important reactions in the gasification process. As the
equilibrium constants for all the reactions shown in Figure 2 are at unity at approximately 1000 K,
the temperature becomes the key factor in determining the shift of chemical equilibria towards the
product or reactions by deciding whether it is an endothermic or exothermic reaction. For example,
at temperatures above 1000 K, the formations of H2 and CO are favourable since reaction 4 and
reaction 5 are endothermic [15]. Similarly, other reactions seem to be favoured at temperatures below
1000 K. Reactions involved in UCG are not fundamentally different from the reactions of coal and
char in the surface gasifiers. In gasification reactions, the combustion of coal and volatiles provides
the necessary heat for endothermic gasification reactions.
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1.4. Brief History of UCG Practice

Although the idea of the UCG was first mentioned by Sir William Siemens of Great Britain
in 1868 [16–18] and the idea was consolidated (1988–1899) independently by the famous Russian
chemist Dmitri I. Mendeleev, who also pointed out the economic benefit of UCG over conventional
mining [16], most credit goes to an American chemist, A.G. Betts, due to his detailed technical
contents and engineering drawing on the UCG method that closely resemble modern approaches
presented in his three UCG patents received during 1909–1910 [16,17]. Later on, in 1912, famous
British chemist Sir William Ramsay expanded the ideas of Betts and proposed gasifying coal
underground as a way to avoid air pollution and as a solution for the mining worker [16]. His strong
advocacy for the development of this technology created an international surge of interest in UCG
that eventually helped him to culminate the first ever UCG experiment being carried out at Hett Hill
near Tursdale Colliery in County Durham, North East England, in 1912 [16,18]. Unfortunately, the
experiments did not proceed due to the outbreak of World War I in 1914 and Ramsay’s death in 1916.
A detailed description of early ideas in underground coal gasification and their evolution is given in
the excellent historic review of UCG by Klimenko [16].

After successful operations of UCG throughout the 1930s and 1960s, the process was left out
mostly because of the low prices of gas and oil. Due to increased energy demands and stringent
environmental regulations, UCG has regained its popularity in recent years as an immediate
alternative for conventional coal gasification plants. Over 50 pilot UCG plants have been conducted
worldwide since the 1930s. Most of these developments have been concentrated in the former USSR,
Europe, the USA, and China. The former USSR was the first country to operate UCG successfully
and they gained extensive knowledge in the UCG process. However, their knowledge was scarcely
available until the 1960s. Most of the information on Russian tests was available in the Russian
literature. As a result, most of the field trials conducted by other countries before the 1960s, without
the benefit of detailed data on Soviet field tests, did little to advance the process and left an impression
that UCG was not a viable process [19]. Later on, many Russian articles on UCG were translated into
English. As a result, the volumes of works on UCG carried out by the former USSR were exposed
to the rest of the world. After getting a complete picture of the Soviet UCG experience with the
large-scale translation of Russian technical literature, Gregg et al. [19] concluded that “the amount of
effort expended and degree of success achieved by the Soviets (having constructed and operated
several commercial plants) far exceeds the summation of efforts by other nations”. Translations
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of a Russian book and summaries of the translations of Russian articles and specific experiences
on UCG can be found in several references: Skafa [20], Gregg et al. [21], Derbin et al. [22]. After
gaining knowledge from the Soviets' field practices, extensive field trials were performed in the
USA and large-scale pilots proved the basic feasibility of UCG [23]. Earlier, the field tests were
limited to shallow depth, following the Soviet practice, but over time, with the improvements in
drilling technology, the depth of UCG operations has increased markedly as can be observed in
recent European field trials [11]. The underground preparation of the seam and gasification are
performed using drilled holes. Earlier, linked vertical wells (LVW) and steeply dipping seams (SDS)
were the most popular drilling configurations for horizontal and steeply dipping seams, respectively.
However, recently, the controlled retraction injection point (CRIP) invented in the Centralia series of
UCG trials in the 1980s has gained considerable attraction due to its greater control and improved
overall efficiency [2,10]. Establishing a highly permeable path between the injection and production
holes is considered as the single most important task prior to gasification because a highly permeable
narrow channel can control gas leakage, water intrusion, liquid condensation, phenol contamination,
and oxidant bypass during UCG operation [19]. Directional drilling, reverse combustion, and
hydrofracturing are the popular linking methods currently [2,19]. After the invention of reverse
combustion linking (RCL) in 1941 by former Soviet researchers [24], the technique was widely used
by many countries in UCG field trials, including the former USSR. Reverse combustion linking (RCL)
is the opposite of forward combustion linking (FCL) where the coal is ignited at the base of the
injection well and the flame propagates towards the production well, i.e., in the direction opposite
to the gas flow within the channel [24,25]. As compared to FCL, RCL is the preferable linking option
in terms of channel dimension, consumption of coal per unit of the link, linking speed, operational
stability, and controllability [24]. However, FCL can also be used for widening the hydraulic links
between the wells which exist naturally or have been preliminarily established using, for example,
hydrofracturing [24]. Hydrofracturing is employed to establish a linking channel in coal seam of low
permeability where RCL alone is not a suitable option initially due to in-situ coal properties and the
fact that directional drilling is too sophisticated for that situation. The effectiveness of hydrofracturing
is independent of both the electrical properties and the natural permeability of the coal; however, its
lack of control limits its use primarily for steeply dipping beds where it is not essential to ensure
that the cracks form at the bottom of the seam or that they form parallel or perpendicular to the
bedding planes [19]. Directional drilling is one technique that is relatively independent of the coal
properties. The in-seam drilling of coal seams has been part of coal exploitation since at least the
1940s in Soviet plants [19]. Due to continuous and significant advances in the techniques used for
directional drilling, this method is being currently considered as the most reliable way of establishing
the link between wells.

UCG field tests have been carried in different coal seams worldwide, using different techniques
in order to evaluate the effects of various factors of overall UCG performance. Some significant
field trials worldwide are summarised in Table 2. A quick look at Table 2 indicates a significant
increased heating value of the product gas for an injection gas of oxygen/steam mixture over air.
Moreover, the overall performance is largely affected by coal properties (i.e., ranks and chemical
composition), coal seam geology (i.e., depth, thickness), and drilling configurations. The dependence
of coal properties, coal seam geology, and overburden properties (geology and hydrology) indicates
that the performance of UCG is site-specific. The site selection is perhaps the single most important
decision that will determine the technical and economic feasibility of coal gasification [15]. However,
for same site, seam preparation and operating conditions (i.e., temperature, pressure) are the key
factors for the successful performance of UCG.
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Table 2. Summary of significant underground coal gasification (UCG) field trials worldwide [2,15,26–29].

Country Site Start-Up Year Coal Rank Well Config-uration Injected Gas Seam Depth (m) Seam
Thickness (m)

Gas Calorific
Value (MJ/m3)

USSR
(former)

Gorlovka (Ukraine) 1937 B SDS
Air 40 1.9 3.95

O2/H2O 40 1.9 5.82–10.34
Podmoskova/Tula (Russia) 1947 L LVW Air 55 3 3.4

Yuzhno-Abinsk 1955 B LVW Air ~100 2 4.1
Angren (Uzbekistan) 1961 L LVW Air 110 4 3.5–3.9

USA

Hanna II 1975 B LVW Air 85 9 4.2

Hoe Creek I 1976 B LVW Air 40 8 3.6
Hoe Creek IIB 1977 B LVW O2/H2O 40 8 9.0
Price town 1 1979 B LVW Air 270 2 6.1
Rawlins IA 1979 SB SDS Air 105 18 5.6
Rawlins IIB 1979 SB SDS O2/H2O 105 18 8.1
Centralia A 1984 SB CRIP O2/H2O 75 6 9.7
Centralia B 1984 SB LVW O2/H2O 75 6 8.4

Rocky Mountain IA 1987 SB CRIP O2/H2O 110 7 9.5
Rocky Mountain IB 1987 SB LVW O2/H2O 110 7 8.8

Alaska SHR 2012 L/SB Air 50–650 1–12 3.3–5

Belgium Thulin 1986 A LVW Air 860 6 7.0

Spain El Tremedal 1997 SB CRIP O2/H2O 580 2 6.6

Australia
Chinchilla 2000 SB LVW Air 140 10 6.6

Bloodwood 2011 CRIP Air 200 8-10 6.4

China Suncan 2002 B Tunnel Air 80 2 8.5

South A. Majuba 2007 B LVW Air 285 3.5–4.5 6.2

B = Bituminous, SB = Subbituminous, A = Anthracite, L = Lignite.
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2. UCG Modeling

Although a number of UCG field trials have been performed, the information on the detailed
UCG process is very limited because of the high cost of extracting data as well as the difficulty in
controlling the operating variables. In addition, there is a limited scope of adjusting parameters
due to the site-specific nature of the performance of UCG. As a result, due to relative economic
consideration, several laboratory-scale coal block experiments have been reported [30,31]. Table 3
represents major laboratory studies on UCG. Feed temperature, feed flow rate, steam-to-oxygen
ratio, operating pressure, combustion time, total operation time, and distance between wells are
varied in order to observe their effects on the product gas composition and flow rate and gas outlet
temperature. As well, the temperature distribution in the coal seam during gasification, the final
cavity dimension, and the rate of recession of the coal surface due to reaction are also observed and,
finally, the optimum operating conditions for the expected UCG performance are determined.

Table 3. Major UCG experiments on coal blocks [27].

Researchers Coal Type Dimensions of Seam
(Length ˆWidth ˆ Height) Major Observations

Yeary and Riggs [32] Lignite- Sub-bituminous 25 cm ˆ 5 cm ˆ 25 cm Lateral cavity growth
Poon [33] Lignite 9 cm ˆ 2.5 cm Lateral cavity growth

Daggupati et al. [34] Lignite 30-38 cm ˆ 20cm ˆ 25cm Cavity growth and shape

Yang [35] High-volatile bituminous 6.8 m ˆ 0.25 m ˆ1.1 m (68˝)
7.5 m ˆ 2 m ˆ 1 m (65˝)

Two-phase UCG in inclined
abandoned coal mines

Prabu and Jaynati [36] Camphor, Wood, Lignite 24 cm ˆ 8–10 cm ˆ 10–12 cm Cavity shape
Stanczyk et al. [37] Lignite- Hard Coal 2.5m ˆ 0.7m ˆ 0.7m Two-phase UCG in lignite

The generalizing data from the lab-scale experiments should still be done with extreme care
since the whole process may not be properly represented in lab-scale experiments. It may not be
possible to represent the entire phenomenon in laboratory-scale experiments [38,39]. The coal seam is
a three-dimensional reactor without specific geometry and the flow pattern inside the UCG cavity
is highly non-ideal. The complexity increases further because of several other complex physical
and chemical processes occurring simultaneously, such as chemical reactions and kinetics, transport
phenomena (i.e., heat and mass), water intrusion from surrounding strata, thermo-mechanical
processes related to the structure of the seam, and other geological aspects. Both field tests and
lab-scale experiments are not sufficient to provide a detailed quantitative description due to the
demand of extensive instrumentation and trials. The difficulties encountered in controlling and
operating the UCG process serve to be the incentive to develop quantitative models in order to predict
the effects of various physical and operating parameters on the performance of the process and to
extrapolate the understanding to other operating conditions and coals. Prior to 1975, the development
of UCG models was very limited [40], and focused only isolated cases, such as heat transfer, mass
transfer, combustion rate, etc. However, after gaining a better understanding of the UCG process, the
intensity of developing a global model increased significantly. A full UCG model that describes the
complete mechanisms would typically include a number of the following sub-models:

- Injection/production linkage sub-model.
- UCG reactor sub-model.
- Ground water hydrology.
- Ground subsidence model.
- Surface facility models.

Combining all these sub-models would theoretically give an exact description of the process;
however, building such a model is not a trivial task. Therefore, all previous models have focused on
studying these aspects separately through several simplifying assumptions. There are lots of models
developed thus far; however, a successful model should be able to:
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1. Compute transient temperature profiles along the coal seam during gasification.
2. Determine the rate of gas and coal consumption.
3. Determine the effect of coal shrinkage or swelling on UCG performance.
4. Predict the pressure and velocity of the produced gas in a coal seam of known porosity

and permeability.
5. Predict the progressive configuration of the combustion front during gasification.
6. Predict the cavity formation and dimension with time.
7. Predict the effect of operating pressure, feed inlet temperature, feed rate, feed mixture ratio,

and well spacing and configuration for the gas production rate, composition, and its heating
value as well as cavity dimension.

8. Predict the effect of coal bed thickness, ash content, moisture content for the gas production
rate, composition, and its heating value as well as cavity dimension.

In this article, a brief overview of the UCG reactor sub-model of forward gasification is
particularly discussed due to its direct impacts on coal resource recovery, cavity growth, energy
efficiency and, consequently, economic feasibility.

Over the years, several approaches have been developed for the modeling of the UCG process;
however, the main approaches are:

- Packed bed model.
- Channel model.
- Coal slab model.

Since there are a number of mathematical/numerical models in the literature, it is most
instructive to indicate the significant features and limitations of these models. Most of the earlier
models were one-dimensional (1D); however, with the advancement of computational power,
two-dimensional (2D) and even a few three-dimensional (3D) models were developed. In the
following section, the various modeling approaches are discussed.

2.1. Packed Bed Models

The earliest models of UCG in literature include models that describe the process as a packed
bed reactor. The consideration of the “in-situ” coal seam as a packed bed primarily originated from
the concept of Higgins [41] considering the creation of a permeable zone between two boreholes
either by reverse combustion linking (RCL) or by fracturing the coal seam using pressurized air or
chemical explosives [42,43]. The resultant coal seam resembles a packed bed where coal particles are
filled in the reactor. This concept is similar to the major Soviet approach to seam preparation where
they included extensive drying of the seam and reverse combustion to obtain a region of enhanced
permeability between the boreholes [44]. On the other hand, according to Gunn and Whitman [45],
the coal seam consists of lignite or subbituminous coal can be gasified without establishing any
linkage path due to their high permeability, also known as the percolation or filtration method which
more closely resembles the operation of a packed bed chemical reactor. The packed bed model
assumes that coal gasification occurs in highly permeable porous media with a stationary coal bed
which is consumed over time [46]. Tables 4 and 5 represent a glimpse of a list of packed bed models
discussed here with their essential features and reaction rate control mechanisms of the main reactions
in the gasification process, respectively.

Initially, around 1976, several 1D transient packed bed models [42,47,48] with the
finite-difference approach were developed in parallel, supported by the Lawrence Livermore
National Laboratory (LLNL) program. However, there is no basic difference between the models
developed by Thorsness et al. [48] and Thorsness and Rozsa [42]. Thorsness and Rozsa [42] provided
a detailed description of the lab-scale gasification experiment whereas Thorsness et al. [48] provided a
detailed description of the development of the physical and chemical model where they made many
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simplifying physical and chemical assumptions, based on experimental and theoretical comparisons
and correlations, which include:

- the gas permeability.
- the effective thermal conductivity.
- the interphase heat-transfer coefficient.
- the chemical reaction rates.
- the various thermodynamic properties of each species, and.
- the stoichiometric coefficients.

In their model, they neglected tar condensation and plugging, gas losses to surroundings, water
intrusion from surroundings, heat losses, and coal bed movement due to shrinking or swelling during
drying and pyrolysis in order to avoid complexity.

Winslow [47] also followed their work, except using a different numerical solution scheme.
Thorsness et al. [48] considered all the main reactions for gasification (reaction 1 to reaction 10);
however, for homogeneous reactions, only the water-gas shift reaction was considered by
Winslow [47]. Although, for convenience, most of the researchers represent char as a molecule
containing one carbon, they considered the chemical formula of char and dry coal as CHa1Ob1
and CHa2Ob2, respectively, where the composition parameters a1, b1, a2, b2 depend on the type
of coal (usually obtained from the ultimate analysis). Beside the moisture content for drying, they
also considered mobile condensed water which undergoes evaporation and condensation upon the
removal of heating. However, for the simplicity of the calculation, they assumed a fixed velocity
of mobile water. Their model considered fitted kinetic models for pyrolysis data developed by
Campbell [49]. The controlling mechanisms of reaction rates that they considered are listed in Table 5.
Eight gas species (N2, O2, H2O, H2, CH4, CO, CO2, tar) and five solid/condensed species (coal, char,
mobile liquid water, fixed liquid water, and ash) were considered, upon which the balances were
written. The reaction rates of the heterogeneous reactions (char-gas reactions) were considered to
be influenced by three mechanisms: mass-transport limitation from the bulk gas to the solid surface,
mass-transport limitations in any internal particle porosity, and kinetic limitations at the solid surface.
This reaction mechanism was also considered for the water-gas shift reaction due to the influence of
a catalyst that might be present in the coal bed. Because of the high reactivity of char as compared
to pure carbon, the mass transfer limitation was considered important. However, in their model, one
effective chemical rate expression (Rc) was assumed in order to account for the internal transport and
surface kinetics. As a result, the total rate (RT) was considered as a kinetic internal-diffusion rate and
expressed as follows:

1
RT

“
1

Rc
`

1
Rm

(1)

where Rc is linearly dependant on the mole fraction of the limiting reactant (yl) in the bulk phase and
the parameter Rm is the mass transfer rate of a limiting reaction defined by:

Rm “ kyyl (2)

where ky is the mass transfer coefficient.
In their models, the fluid flow was described by the Darcy equation, in which permeability was

set to change with the extent of the reactions. From the experimental data of drying and pyrolysis
of subbituminous Wyodak coal, they formulated a functional relationship relating permeability to
porosity that was used later by a number of researchers [12,47,50] who developed their model using
subbituminous coal. The relationship is as follows:

α “ α0 exp rσ pϕ´ ϕ0qs forϕ ą ϕlim (3)

where αo is the initial permeability, ϕo is initial porosity of coal, and ϕlim is the upper limit of porosity
above which the permeability was assumed to be constant. Based on the experiment, the calculated
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value of the parameter σwas approximately 12. In their report, they considered ϕlim = 0.25 so that the
particle size decreases with increasing porosity (ϕ < 0.25). As a result, the permeability was assumed
to reach a constant value for porosity larger than 0.25.

Thorsness et al. [48] incorporated a quasi-steady approximation for changes associated with the
gas phase that allowed them to use ordinary differential equations for gas phase mass and energy
balances. The governing equations were as follows:

Mass balance:
Gas:

duCi
dx

“ ΣjaijRj pi “ 1, 2, . . . . Gq (4)

where G is the number of gas species.
It is noted that gas phase diffusion, which had been considered an important factor in the channel

and coal slab model development, was neglected.

Solid:
Bρk
Bt

“ MkΣjakjRj pk “ 1, 2, 3 . . . .Kq (5)

where K is the number of solid/condensed species.

Mobile water:
Bρw

Bt
“ ´uw

Bρw

Bx
`MwΣjakjRj pk “ 1, i.e., only waterq (6)

Energy balance:

Gas:
dT
dx
“ ´

1
uCpg

rhTpT´ Tss ` Qg (7)

Solid: Cps

BTs

Bt
“

B

Bx

„

p1´ ϕqD
BTs

Bx



` hT pT´ Tsq `Qs ´ uwρwCw.
BTs

Bx
(8)

Momentum balance:
The momentum balance gas phase was replaced by Darcy’s law:

Bp
Bx
“ ´

u
α

µg (9)

The use of Darcy’s law and some theoretical correlations they employed in their model indicate
an implicit assumption of the laminar flow process.

On the other hand, Winslow [47] did not approximate any stationary phase for the basic
conservation equation, although he followed the physical and chemical model of Thorsness et al. [48].
The following governing equations for mass and energy balance for both the gas and solid phases
were used by Winslow [47]:

Overall gas conservation:
B

Bt
`

ϕρg
˘

“ ´
B

Bx
`

ρgu
˘

` Sm (10)

Conservation of gas species:
B

Bt
pϕCiq `

B

Bx
pCiuq “ ΣjaijRj pi “ 1, 2, . . . . Gq (11)

where G is the number of the gas species. Gas diffusion was neglected.

Conservation of condensed species:
B

Bt
p1´ ϕq ρk “ ΣjakjRj pk “ 1, 2, 3 . . . .Kq (12)

where K is the number of solid/condensed species.

Energy conservation of gas:
B

Bt
`

ϕρge
˘

`
B

Bx
`

hρgu
˘

“ ´hT pT´ Tsq `Qg (13)

Energy conservation of solid:
B

Bt
rp1´ ϕq ρsess ´

B

Bx

„

p1´ ϕqD
BTs

Bx



“ hT pT´ Tsq `Qs (14)

Using Darcy’s law, the gas bulk velocity is given by:

u “ ´
α

µg

Bp
Bx

(15)
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Table 4. Some essential features of reported packed bed models.

Researchers
Dimension and

Time Dependence
Heat Transfer Mass

Diffusion
Fluid
Flow

Thermo Mechanical
Failure

Water
Influx

Heat LossConduction Convection Radiation

Winslow [47] 1D & T
‘ ‘

D
Thorsness et al. [48]

Thorsness and Rozsa [42] 1D & T
‘ ‘

D
Khadse et al. [46] 1D & PS

‘ ‘

D
Uppal et al. [43] 1D & PS

‘ ‘

D
Thorsness and Kang [51] 1D & T

‘ ‘ ‘

D
‘

Gunn and Whitman [45] 1D & PS
‘ ‘ ‘

Abdel-Hadi and Hsu [8] 1D & T
‘ ‘ ‘

1D = One-dimensional, D = Darcy flow, PS = Pseudo-steady-state, T = Transient.

Table 5. Reaction rate control mechanisms of the main reactions in the gasification process.

Researchers Drying Pyrolysis

Char Reaction Water-Gas Shift
Reaction Gas Phase Reaction

C + O2Ñ CO2 C + CO2 Ñ 2CO C + H2OÑ
CO + H2

C + 2H2 Ñ

CH4

CO + H2OØ
CO2+ H2

CO + 0.5O2
Ñ CO2

H2 + 0.5O2
Ñ H2O

CH4 + 2O2 Ñ

CO2 + 2H2O

Winslow [47] D P K K K K K
Thorsness et al. [48] D P K K K K K I I I

Thorsness and Rozsa [42] D P K K K K K I I I
Khadse et al. [46] P K K K K K
Uppal et al. [43] P K K K K K I I I

Thorsness and Kang [51] K K K K K I I I
Gunn and Whitman [45] EC P P
Abdel-Hadi and Hsu [8] D P P P P P E

D = Diffusion-limited, I = Infinite rate, K = Kinetic (power law) and bulk diffusion, P = Power law kinetics, EC = Experimental correlations.
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The primary objective of their preliminary works was to predict and correlate reaction and
thermal-front propagation rates and product-gas composition as a function of coal bed properties
and process operating conditions, as well as the secondary objective of testing the correctness of
the physical and chemical model they developed. Despite the simplifying assumptions as shown
in Table 6, their results were generally in accordance with steady-state laboratory measurements
(Table 7) Experimental run 5 was carried out using back heating in order to eliminate radial heat
losses. As a result, model calculations with the assumption of no heat loss were closer to the data
of experimental run 5. Although the lab-scale experiment did not represent the field-scale system as
the porosity (50%) and the permeability (150 D) were too high and the particle diameter (1 cm) was
too small, the agreement between the model calculations and the lab experiments indicates that the
simple physical and chemical models of Thorsness et al. [48] are useful to some extent in the design
of the gasification process.

Table 6. Input parameters used for model calculation and experimental runs from a 1.6 m reactor.

Input Parameters
Calculated (Thorsness

and Rozsa [42],
Thorsness et al. [48])

Calculated
(Winslow [47])

Reactor experiments
(Thorsness and Rozsa [42],

Thorsness et al. [48])

Run 4 (no
backheating)

Run 5 (with
backheating)

Coal Dimension L = 150 cm,
D =15 cm

L = 150 cm,
D =15 cm

L = 150 cm,
D =15 cm

L = 150 cm,
D = 15 cm

Initial Porosity 50% 44.4% 50% 50%
Initial Permeability 150 Darcy 150 Darcy 150 Darcy
Coal Particle Size 1 cm 1 cm 1 cm 1 cm

Injected Gas Flow Rate 2 ˆ 10´4 gmole/cm2¨ s 2.1 ˆ 10´4

gmole/cm2¨ s
2 ˆ 10´4

gmole/cm2¨ s
2 ˆ 10´4

gmole/cm2¨ s
Initial Feed Temperature 450 K 450 K 450 K 450 K

Pressure 4.8 Atm 4.8 Atm 4.8 Atm 4.8 Atm

Injected Gas Composition

O2 14.1% 13.4% 13.4% 13.4%
N2 24.0% 22.0% 22.0% 22.0%

H2O 83.5% 84.4% 84.4% 84.4%
Steam/O2 Ratio 6 6 6 6

Table 7. Steady-state temperature and major constituents of outlet gas composition.

Parameters Calculated (Thorsness and
Rozsa [42], Thorsness et al. [48])

Calculated
(Winslow [47])

Measured (average over run)
(Thorsness and Rozsa [42],

Thorsness et al. [48])

Run 4 (no
back heating)

Run 5 (with
back heating)

Peak Temperature (K) 1250 1200
Speed of burn front 18 cm/h 18 cm/h 18 cm/h

Product Gas Composition (dry basis)

H2 43.2% 43.8% 44.9% 44.6%
CH4 6.6% 4.0% 6.4% 6.9%
CO 22.0% 22.0% 16.5% 19.0%
CO2 28.2% 30.2% 33.2% 29.5%

Beside the model validation with experimental data, they also illustrated various features of
their simulations with time or spatial variations and compared them with the experimental results
where possible. The solid and gas temperature distribution along the length in their system at
different times indicated the propagation of the reaction and drying/pyrolysis fronts at different
speeds (see Figure 3).
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Figure 3. Calculated gas and solid temperature at three different times for the 1.5 m reactor
simulation [48].

The different fronts that were growing at different speeds associated with the movement of
the gasification process were also recognized from the plot of the reaction rate as a function of bed
length (Figure 4). Those were the coal drying front, then the coal pyrolysis front, followed by the char
reaction front considering moving upstream from the outlet. The double-peak of the water-gas shift
reaction was due to the changes in equilibrium limits because of changes in temperature (Figure 4).
The gas concentration along the bed length showed that the inlet gas composition remained unreacted
until the reaction front (Figure 5). However, after an initial rapid change followed by a more
gradual one, a sharp change in gas concentration was observed due to the drying-pyrolysis front.
Winslow [47] also observed the same trend.
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Thorsness et al. [48] extended their works by reporting very limited parametric study. For example, 

with increasing oxygen concentration in the feed gas (holding a constant gas flow rate), they observed 

Figure 5. Calculated gas phase concentration at time = 1.4ˆ 104 s for the 1.5 m reactor simulation [48].

A comparison of the position of the calculated reaction and drying front with experimental data
showed that the results were in good agreement with the reaction front; however, the predicted
drying front movement rate was found higher than the experimental findings (see Figure 6).
According to them, the latter observation was due to some uncertainty of the product gas mix and
the heat losses occurring during the experiment at the drying zone.
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Figure 6. Comparison of calculated and experimental reaction and drying front movements [48].

Thorsness et al. [48] extended their works by reporting very limited parametric study. For
example, with increasing oxygen concentration in the feed gas (holding a constant gas flow rate), they
observed an increased gas/solid temperature and the drying rate of the reaction front moved linearly
with oxygen concentration. An increased ratio of CO to CO2 resulting from the increased temperature
generation in the system was also detected. With the increase of total dry gas production, a consistent
CO/CO2 ratio was also noticed with the higher oxygen feed. However, for energy recovery per mole
of O2, they indicated an optimum value of oxygen consumption at a mole fraction of approximately
0.2 (see Figure 7). This observation is actually set a limit for the steam-to-oxygen ratio at a value of 4
for maximum energy recovery.
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There was an attempt by Thorsness et al. [48] to simulate a field-scale system with length equal
to 15 m, porosity equal to 0.05, permeability equal to 20 D, outlet pressure equal to 1 atm, and particle
diameter equal to 20 cm. However, they could not validate the changes of the process variable except
the developing temperature profile that was similar to their lab-scale simulation.

Although they showed time and distance changes in the process variable in the principal
direction of gas flow, they did not conduct a detailed sensitivity analysis to investigate the effect
of coal particle diameter, porosity, permeability, injection gas flow rate, and other parameters in
their model despite the fact that the basis of the model formulation was a 1 cm particle diameter.
This imposes the use of their model for specific conditions. The applicability of their model to field
conditions where the particle diameter is approximately equal to 20 cm is limited because of the
lack of sensitivity of the results to particle size and the validation of field trials. The particle size is
particularly important because, in their physical and chemical model, the char reaction rates and other
transport coefficients such as heat transfer and mass transfer coefficients are directly or indirectly
related to the particle sizes. In addition, because of high initial porosity (ϕ > 0.25), they considered a
constant permeability in their simulation. There apparently was no use of their formulated functional
relationship relating permeability to porosity for considering high initial porosity. The shape of the
combustion zone and, hence, the actual gasification volume of the coal could not be determined since
the model was only one-dimensional.

Because of its transient nature, the model developed by Winslow [47] can be applied for the cases
where rapidly changing transient behaviour is important. However, no stark difference between the
model outcomes of transient and quasi-steady-state models was observed, and that is probably why
some researchers adopted the quasi-steady-state consideration for ease of calculations.

After three decades, in 2006, Khadse et al. [46] developed a simple 1D model following the
physical and chemical model as well as the pseudo-steady-state fluid flow model described by
Thorsness et al. [48]. However, their model differs from the model developed by Thorsness et al. [48]
in that the drying and mobile water evaporation/condensation reactions were not considered and
only coal and char were considered as solid phase. Nevertheless, their work gets attention as
they analyzed the effects of various operating and model parameters on the temperature and
gas phase and solid compositions in UCG that were not completely incorporated in the models
discussed above. Their input parameters for the base case were slightly different than that of
Thorsness et al. [48] as can be seen from Table 8. However, at least for one run, they simulated
the experimental conditions of Thorsness et al. [43] in order to compare their calculated exhaust gas
composition with the experimental data (Figure 8). However, they could not compare the calculated
results of Thorsness et al. [48] that were very close to the experimental results quantitatively,
although they followed the development of the model of Thorsness et al. [48]. This is possibly
due to considering certain parameters that lack specific information in the literature model and
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neglecting the drying and mobile water evaporation/condensation reactions that Thorsness et al. [48]
considered. However, their result can be considered only in a qualitative agreement with the
experiments of Thorsness et al. [48].

Table 8. Comparison of input parameters of Khadse et al. [46] with experimental run 5 of
Thorsness et al. [48].

Parameters Khadse et al. [46] (Base Case) Experimental Run 5 [48]

Input Parameters
Coal Dimension L = 100 cm, D = 15 cm L = 150 cm, D = 15 cm
Initial Porosity 20% 50%

Coal Particle Size 1 cm 1 cm
Injected Gas Flow Rate 2 ˆ 10´4 gmole/cm2¨ s 2.1 ˆ 10´4 gmole/cm2¨ s

Initial Feed Temperature 430 K 450 K
Pressure 4.8 Atm 4.8 Atm

Injection Gas Composition
O2 15.4% 13.4%
N2 7.6% 22.0%

H2O 77.0% 84.4%
Steam/O2 Ratio 5 6Energies 2015, 8 20 
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Figure 8. Comparison of calculated exhaust gas compositions with experimental results from
Thorsness et al. [48]; (a) Khadse et al. [46]; (b) Thorsness et al. [48]).

The simplicity of the model enabled authors to investigate the effects of various parameters such
as O2 concentration, steam/O2 ratio, and inlet pressure in their model. They found that increasing
oxygen concentration (holding the steam fraction constant) in the feed increases the propagation
rate of the reaction front and the temperature in the reaction zone. Similarly, increasing the steam
fraction (holding the oxygen concentration constant) increased the propagation rate of the reaction
front; however, a decrease in temperature was observed. In the absence of nitrogen, they found an
optimum outlet product with a steam/oxygen ratio of 1.5. They also found that input parameters did
not influence the pyrolysis reaction. They also reported the variation of the gross calorific value of the
exhaust gas, on a dry basis, at different pressures with time (Figure 9) where the gross calorific value
was calculated using the following formula obtained from Harker and Backhurst [52]:

Calori f ic Value
ˆ

kJ
mole

˙

“ Hi ˆ yi (16)
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where Hi is the heat of the combustion of the gas “i” (kJ/mol), and yi is the mole fractions of the gas
“i” in the product gas on a dry basis. However, the calculation was based on the exit concentration of
CO, H2, and CH4 only. Pressure was found to have no effect on the process (Figure 9). In all the cases,
a steady flow rate and composition in the outlet was reached after 5000 s of process simulation.Energies 2015, 8 21 

 

 

 

Figure 9. Gas calorific value at different total pressures with time [46]. 
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Figure 9. Gas calorific value at different total pressures with time [46].

Recently, Uppal et al. [43] also developed another 1D packed bed model adopting the existing
model of Thorsness et al. [48] with some modifications in the model structure and solution strategy.
In order to observe their model capability, they considered a bed length of 4.8 m only and observed
various features of their simulations with qualitative agreement with the literature. However, for
validating their model with the experimental data, they considered the experimental data from their
pilot plant which had dimensions of 150 mˆ 125 m that contained an array (7ˆ 6) of wells connected
by a network of pipes. For comparing with the model calculation, only two consecutive wells that
were 25 m apart from each other, were considered. Table 9 shows their input parameters, some of
which are significantly different from the model that they followed.

Table 9. Input parameters for UCG packed bed model developed by Uppal et al. [43].

Parameters Value

Length of Reactor 25 m
Coal Type Lignite B

Injected Gas Air
Injected Gas Flow Rate 2 ˆ 10´4 gmole/cm2¨ s (for observation of model capabilities)

Initial Feed Temperature 430 K
Pressure 6 Atm

Initial Coal Density 1.25 g/cm3

In their pilot plant, the injected gas (air only) flow rate was varied with time (Figure 10) and
the resultant heating value and the exhaust gas composition were recorded. In their model, they
calculated the exit gas heating value and composition utilizing the experimental inlet gas flow rate.
In addition, they used a nonlinear optimization technique in order to compensate the uncertainty
in coal and char by optimizing the composition parameters of some pyrolyzed products (H2, CH4,

and char). The calculated results were in a reasonable agreement with the experimental results
(Figure 11a,b). However, according to them, a better prediction can be obtained by increasing the
optimization variables. Their model lacks some detailed information such as particle diameter,
porosity, permeability, etc., which are considered important for understanding a UCG process.
Nevertheless, their model indicates that a control strategy can be employed by manipulating the
inlet flow rate to maintain a desired heating value in the presence of disturbances.
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Figure 11. Experimental and simulated (a) heating values and (b) mole fractions of important gases
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In 1986, Thorsness and Kang [51] developed a generalized 2D model for describing reacting
flows through the packed bed using the following governing equations:

Mass balance:
Overall gas conversion:

B pϕCq
Bt

“ ´ ∇. pvϕCq ` ΣjaijRj ` Sm pi “ 1, 2, . . . . Gq (17)

Conservation of gas species:

B

Bt
pϕCiq “ ∇. pv.ϕCiq `∇. rCDi∇yis ` ΣjaijRj ` Smi (18)

Overall solid conservation:

B

Bt
rρs p1´ ϕqs “ ´ ∇. rp1´ ϕq ρsvss ` ΣSsk (19)

Solid species conservation:

B

Bt
“

ρsYsk p1´ ϕq
‰

“ ´ ∇.
“

ρsvsYsk p1´ ϕeq
‰

` Ss (20)

Energy balance:
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They assumed an identical gas and solid temperature and incorporated one energy equation for
the combination of gas and solid as follows:

B
Bt rϕΣpCihiq ` p1´ ϕqρsΣpYsk hkqs

“ ´ ∇.rΣhi Jls ´ ∇.rρsvsΣpYsk hkqs `∇.rke f f∇Ts ` Σratei∇Hi
(21)

Considering the negligible difference between the gas and solid temperature obtained by the
earlier models [47,48], the assumption of identical gas and solid temperature seems to be justified.

In their model, they incorporated diffusion effects, wall transport, and also char combustion
and water-gas shift reaction rates based on Shell Progressive (SP) and Ash Segregation (AS) reaction
models. In the SP model, a core of unreacted solid was assumed to be surrounded by a shell of ash
through which the gas phase reactants diffuse (Figure 12a). On the other hand, the AS model assumed
continuous exposure of unreacted material to the gas stream due to the ash segregation (Figure 12b).
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Reaction rates for these two models were as follows:
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(22)

Because of the generalized nature of their model, they tested various cases (i.e., transient
concentration and thermal wave, steady heat transfer phenomena, etc.) for non-reacting packing
materials through the packed bed and compared them favourably with other available studies.
Although their generalized model is 2D, only one case (steady heat transfer phenomena) was solved
using the 2D model. For all other cases, the 1D model was considered. For validation of a UCG
model, they calculated gas composition, temperature, and carbon fraction considering a steady 1D
model with very limited gas species and compared the results with the analytical data obtained from
literature. They analyzed the following three disparate situations related to the UCG process which
were not considered in the earlier models:

- Case 1: Transient water injection into the midpoint of the packed bed during gasification.
- Case 2: Coal wall drying using a hot gas flow.
- Case 3: Wall regression during gasification.

Table 10 shows the input parameters for the above situations. For the first case, seven gas
species (N2, O2, H2, CO, CO2, water vapor, and CH4) and eight reactions (reactions 3–11) were
considered. However, drying and pyrolysis reactions were ignored. During gasification process,
when the product gases reached a reasonably steady state, water was injected at the midpoint of the
bed, slightly downstream of the reaction front, and continued until the mole fraction of CO and CO2

were observed to approach steady values. However, the liquid water influx was assumed to turn
into steam instantly with a flow rate of 8 ˆ 10´4 mol/s. A sudden change in CO and a gradual
change in H2 were noted after the water injection; however, the gases undergoing changes returned
to pre-injected conditions as seen in Figure 13.
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Table 10. Input parameters for the three situations considered by Thorsness and Kang [51].

Input Parameters Case 1 Case 2 Case 3

Packed Bed Dimension L = 150 cm, D = 5 cm L = 25 cm, D = 10 cm L = 1 m, D = 1 m
Initial Gas Temperature 900 K 900 K 900 K
Initial Bed Temperature 300

Gas Composition
H2O 74% 100% (or N2) 66.6%
O2 26% 33.3%

Injected Gas Flow Rate 1.5 ˆ 10´3 mole/s 8 ˆ 10´3 mole/s
(1 mol/s-m2 of bed)

6 moles/s
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Figure 13. Product gas changes during gasification with midpoint water injection [51]. Figure 13. Product gas changes during gasification with midpoint water injection [51].

For case 2, a uniformly permeable non-reacting bed with a water-saturated wall at steam
temperature was assumed through which hot gas was passed. It was observed that the time to
reach steady state increased rapidly with a decreasing flow rate as if the average wall-drying rate is a
function of the injected gas flow (Figure 14). However, the wall-drying rate was found to be limited
by the available energy for too low injected hot gas due to the insufficiency of the total heat injected.
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For case 3, the model system was considered to be filled with rubble material consisting of ash in
the center and char near the walls and at the top. The walls were considered as coal that can proceed
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with gasification reactions. The objective of this model system was to determine the thickness of
the char bed at the wall that would lead to a self-sustaining system. Calculations were performed
using all seven gas species. The computed wall regression rate (i.e., the carbon production rate) was
found nearly constant with the increasing char layer thickness, while the carbon consumption varied
linearly with the char thickness (Figure 15). A wall char bed thickness of 7.5 cm was found close
to a self-sustaining system, since the rate of carbon consumption was nearly equal to the carbon
production. However, the calculated average wall regression rate of 7.7 ˆ 10´7 m/s (0.07 m/day),
when comparing the characteristic field result (~0.5 m/day), indicates that their model is missing
some additional physics.Energies 2015, 8 26 
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In 1976, in parallel to LLNL, Gunn and Whitman [45] also developed a 1D linear mathematical
model separately for UCG. Their work is particularly important as their model is the only packed
bed model cited in the literature that was compared with the field trials (Hanna, Wyoming) and
exhibited a fairly good agreement with the experimental data (Table 11). However, field test data was
considered at a time span when a steady-state condition was observed in order to conform closely
to the assumption of their model. In addition to the gas composition, temperature, and heating
value, they also determined the ratio of the gas production rate to the gas injection rate, the effect
of reservoir water influx on the heating value of gas, the distribution of thermal energy and thermal
efficiency during the gasification process that closely matched the experimental observations and,
thus, provided enhanced understanding of the UCG process.

Table 11. Comparison of experimental and calculated data for an air injection rate =
1631 Mcf/day [45].

Components
Composition (Mole Percent)

Field Test Results Calculated Data (Average Value)

H2 18.57 18.60
CH4 4.10 4.92

N2 + Ar 47.81 47.13
CO 16.35 15.83
CO2 12.33 13.29
H2S 0.04 0.07

Ethan + 0.80 0.14
Gas Production Rate (Mcf/day) 2728 2734
Gas Production Temperature, ˝F 493 (measured at the surface) 533 (measured at the bottom of the well)

Maximum Temperature, ˝F 1871 1951
Heating Value, Btu/scf 170.6 164.6
Thermal Efficiency (%) 89.2 87.4
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Unlike the above models, the water-gas shift reaction and methanation were not included in
their model. Methane was considered to be produced solely through pyrolysis. Only two reactions,
water-gas and combustion reactions, were considered. The reaction rate of the water-gas reaction
was adopted from the work of Gadsby et al. [53]; however, the constants were determined from the
gasification of the pitch coke. For the combustion reaction, the reaction data of Lewis et al. [54] was
used that was obtained from the combustion of metallurgical coke. Even the correlation of the thermal
conductivity they used was not intended for subbituminous coal. Drying was not considered in their
model. Despite this and the large errors in the reaction rate, they observed only negligible errors in
the model predictions.

In their model, water vapor, carbon monoxide, hydrogen, carbon dioxide, oxygen, inert gases
(nitrogen and argon), and devolatilized material from the coal were considered. For convenience,
the volatile products resulting from the pyrolysis of coal were treated as a single pseudocomponent;
however, the pseudocomponent was broken down into individual gases for the purpose of calculating
total gas composition. From the proximate and ultimate analysis of the experimental subbituminous
coal (from the Hanna field test), they also formulated a correlation between the weight fraction of
volatile matters and the temperature with high accuracy. In order to obtain the composition of
devolatilized gas, they considered the experimental devolatilized data of the Hanna I coal seam at
900 ˝C along with the assumption that the tars (16.2%) and light oil (0.9%) and water (13.3%) in that
analyses cracked to the stoichiometric proportion of methane, carbon monoxide, and hydrogen. Their
assumption led to the composition for devolatilized products listed in Table 12.

Table 12. Composition of devolatilized products assumed by Gunn and Whitman [45].

Components Percent

H2 42.26
CO 28.53
CO2 3.79
CH4 24.36
H2S 0.37

Ethane + 0.69
Total 100

Average molecular wt. 14.76

Their model transformed the set of partial differential equations into a set of ordinary differential
equations by considering the pseudo-steady-state approximation. They considered nine integrated
continuity equations (two for overall solid and mass balances and others for individual gas
species), a partially integrated energy equation, and a macroscopic material balance equation from
which a constant combustion front velocity could be calculated iteratively. The assumption of the
constant combustion velocity seems to be valid, according to Figure 6, with what was observed by
Thorsness et al. [48].

Their model predicted the exhaust dry gas composition and obtained a close agreement with
the experimental gas composition history with the exception of methane (Figure 16). However, the
deviation of methane was believed to be a result of considering a high concentration of methane in
the devolatilized products. The only parameter fitted in their model from the field trial was the water
influx in order to get a good prediction for the data that interferes with the water influx rate. Their
calculated results were also closely matched with experimental data for ratio of gas production/air
injection and gross heating value (Figures 17 and 18). However, the declination of those quantities
with time was believed to be the result of the gradual increase of water flux during field test. They
calculated the heating value of gas by changing the ratio of water influx to air injection rate and
observed a maximum heating value at a ratio of about 0.15. Usually the maximum heating value
at a particular ratio of water intrusion to air injection rate implies the control strategy of closely
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maintaining the optimum value either by controlling the water intrusion rate by pressure of any
other means or by changing the air injection rate.
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The calculated values of the distribution of thermal energy released by coal combustion were
also in good agreement with the experimental values (Table 13). From the experimental data, it was
observed that only a small amount of energy from a 30-foot coal seam was lost to the overburden
and base rock. This implies that neglecting heat losses to the surrounding rocks does not hamper a
model outcome too much. The last column of Table 13 shows a higher heating value of the product
gas when injected air was preheated at 480 ˝F. In order to get higher economic value and energy
conservation, they suggested using a part of the heat of vaporization of the produced water to heat
the inlet gas. They also reported that in all cases, the reaction zone was very narrow, generally two
feet or less. This fact was verified by both model calculations and by temperature measurements in
the observation wells.

Table 13. Distribution of thermal energy from in situ coal combustion [45].

Calculated, % Field Test, % Calculated with Preheating, %

Produced Gas
Gross heating value 87.4 89.1 91.3

Sensible heat.... 5.8 5.2 2.9
Heat of vaporization of water

vapor in produced gas 3.4 3.3 2.4

Heat Loss to Surrounding Rock 1.3 3.8 1.3
Heat Loss in Ash 2.1 0.6 2.1

Total 100 100 100

Although they obtained a good agreement with the experimental results for a number of
phenomena, they could not quantitatively predict the variation of the temperature and mole fraction
along the bed length with the experimental value because of the poor consideration of the thermal
conductivity, heat capacities, and the uncertain accuracy of the reaction rates. However, they
obtained a qualitative agreement with the experimental values. Despite very close agreement with
the experimental data, their model is not sufficient for predicting all aspects of gasification as their
model neglected some important phenomena, such as drying, CO2 gasification, the water-gas shift
reaction, gas phase reactions, etc. However, because of the low water/air ratios that were experienced
with the Hanna tests, there might be little or no water-gas shift reactions. As a result, the Gunn model
was not hampered by neglecting this reaction. In their model, there is also a lack of sensitivity analysis
for the kinetic parameters they used. In addition, they included water influx data from a particular
field trial. However, water influx is a highly variable phenomenon that depends on coal seam
properties and hydrology. All these lacking parameters limit their model for general applicability
in the UCG process.

Abdel-Hadi and Hsu [8] extended previous models by developing pseudo-2D geometry with a
moving burn front in the axial direction. A rectangular domain with a length of 1.5 m and width of
1 m was used in their model. Their governing equations are nearly similar to the equation considered
by Winslow [47] and Thorsness and Kang [51]; however, they included carbon consumption in the
reaction zone in order to track the burn front, and the equation is given by:

ρswcvc “ 12
ż xrz

0

`

ΣjRc´ij
˘

dx (23)

where wc is the carbon mass fraction, vc is the velocity of the combustion front, and xrz is the total
length of the reaction zone. They also performed an immobilization transformation of coordinates in
order to formulate the irregular front motion as follows:

ξ “
x´Xpy,tq

H1´Xpy,tq

η “
y

H2

(24)
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All other governing equations were transformed to these new coordinates (Figure 19). This
allowed them to calculate the progressive configuration of the gasified zone at various stages of
gasification (Figure 20) which, in turn, facilitated the calculation of the rate of coal seam consumption
(Figure 21). The conversion rate of the coal seam is found fairly constant. In order to gain confidence
for this model, they have compared their model with the laboratory results reported by Thorsness
and Rozsa [42] and obtained a good agreement with the experimental data.
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The packed bed models have been validated with laboratory experiments to some extent. These
models exhibit good agreement for the gas composition. In order to calculate the heat recovery and
gas composition, the model can be very effective. However, the extension of these models to field
trials is infeasible, since other cavity growth mechanisms such as thermo-mechanical failure could
not be incorporated into the models. Also, as pointed out by Winslow [47], this method requires a
fine grid at the vicinity of the reaction front that limits its applicability to three-dimensional field-scale
trials. However, recent advancement of computational power can easily overcome this limitation.

2.2. Channel Models

Beside packed bed models, a number of channel models have also been developed in the first
decades of modeling. The channel model assumes that coal is gasified only at the perimeter of the
expanding permeable channel [19]. In this approach, the UCG process is represented by an expanding
channel when two distinct zones of rubble/char and open channel exist. This approach is considered
due to the observation of the formation of the open channel structure after the gasification phase is
terminated in different field tests of coal seams [55,56]. Figure 22 shows the basic concept and physics
behind this approach: “Air or oxygen flows down the central channel and is convected by turbulent
flow to the boundary layer along the channel wall. The oxygen diffuses through the boundary layer
to the solid surface and reacts. The hot combustion gases diffuse back through the boundary layer to
the channel” [40]. The channel model is more useful for analyzing sweep efficiency [19].

Tables 14 and 15 represent a glimpse of a list of channel models discussed here with their
essential features and reaction rate control mechanisms of the main reactions in the gasification
process, respectively.
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Table 14. Some essential features of reported channel models.

Researchers
Dimension and

Time Dependence
Heat Transfer Mass

Diffusion Fluid Flow Thermo Mechanical
Failure Water Influx Heat LossConduction Convection Radiation

Dinsmoor et al. [44] 2D and T
‘ ‘ ‘

P
‘

Eddy and Schwarz [57] 1D and T
‘ ‘ ‘ ‘

M
‘ ‘ ‘

Luo et al. [58] 2D and T
‘ ‘ ‘

Batenburg et al. [55] 1D and SS
‘ ‘ ‘

D
Pirlot et al. [59] 2D and S

‘ ‘ ‘

D
‘

Kuyper [56,60] 2D and T
‘ ‘ ‘ ‘

NS
Perkins and Sahajwalla [61] 2D and T

‘ ‘ ‘ ‘

NS

D = Darcy flow, P = Plug flow, M = Mixed flow, NS = Navier-Stokes, S = Steady State, SS = Semi-Steady State, PS = Pseudo-Steady State, T = Transient.

Table 15. Reaction rate control mechanisms of the main reactions in the gasification process.

Researchers Drying Pyrolysis
Char Reaction Water-Gas

Shift Reaction Gas Phase Reaction

C + O2Ñ CO2 C + CO2 Ñ 2CO C + H2OÑ
CO+ H2

C + 2H2 Ñ

CH4

CO + H2OØ
CO2+ H2

CO + 0.5O2
Ñ CO2

H2 + 0.5O2
Ñ H2O

CH4+2O2Ñ

CO2+2H2O

Dinsmoor et al. [44] K K K P P
Luo et al. [58] P P P P P P P P

Batenburg et al. [55] E E E E E
Pirlot et al. [59] E E E E E E E
Kuyper [56,60] D M

Perkins and
Sahajwalla [61] P M

D = Diffusion limited, E = Equilibrium, K = Kinetic (power law) and bulk diffusion, M = Turbulent mixing limited, P = Power law kinetics.
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Dinsmoor et al. [44] developed a steady-state, 1D channel model by assuming that the gasifier
behaves as an expanding cylindrical cavity in the coal seam with reactions taking place at the
walls. In their model, for simplicity, no pyrolysis reactions were considered. Heat transfer included
conduction for solids only; however, both convection and radiation were included between the
wall and gas. Axial heat conduction in the gas phase was neglected. They also considered water
influx as evenly distributed along the length of the tube. Char reactions (reactions 3–5) and two
gas phase reactions (reactions 9 and 10) were considered in their model. Because of slow channel
evolution, they incorporated a pseudo-steady-state assumption for changes associated with the gas
phase. They treated a fully developed flow process with the channel despite the initial cylindrical
channel diameter (0.3 m) being much smaller than the channel length (60 m). Considering forced
convection as the dominating mechanism of mass transfer, they simulated coal gasification with a
forced convection mass transfer correlation. For heterogeneous reaction kinetics, they considered the
surface reaction rate constant and wall diffusion resistances. For wall diffusion resistances, the mass
transfer coefficients were calculated from a standard correlation for the turbulent flow of gases in
tubes. Inlet gas was assumed to be air at 330 K and 6.9 atm with no water added. Their predicted gas
compositions and temperature profile showed clear evidence of the presence of a separate oxidation
and reduction zone; however, a very high temperature (2400 K) was noted near the inlet (Figure 23).
According to them, this high temperature was due to neglecting heat loss at the end of the tube
and including the radiation heat transfer. However, it appears that apart from their explanations,
neglecting the pyrolysis reaction could be another reason for getting high temperature initially, as
during ignition, a significant amount of heat is used to create char by the pyrolysis of coal.
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The quality of the predicted product gas observed was inferior to the gas quality usually obtained in 

the packed bed model for similar situations. For a constant blast velocity, the reaction rates were 

observed to decrease with the evolution of the channel due to the constant mole fraction of the oxygen. 
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Figure 23. Typical channel temperature (gas and wall) and gas composition profiles without water
influx [44].

The quality of the predicted product gas observed was inferior to the gas quality usually
obtained in the packed bed model for similar situations. For a constant blast velocity, the reaction
rates were observed to decrease with the evolution of the channel due to the constant mole fraction
of the oxygen. As a result, the oxidation zone became longer which, in turn, was responsible for
increased heat losses and the deterioration of gas quality. Compared to the packed bed combustion
front (approximately 0.2 m), the oxidation zone (approximately 20 m) was much longer. However,
these observations were not supported by any field observations. Apparently, because of the long
oxidation and reduction zones, they concluded that “a successful UCG system cannot be operated in
the channel regime”.

Almost at the same time, the above conclusion was negated by the work of Schwartz et al. [62] as
they found an increase of mass transfer by several orders of magnitude when natural convection in
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channels was considered as the controlling mechanism of mass transfer instead of forced convection
alone. The intense mixing of the injected blast with the boundary layer gases depends on the Grashof
number (Gr) of the natural convection flow. A good mixing begins when the Grashof number exceeds
108 and becomes intense at about 1010 [63]. However, for dominant natural convection flow, the
gases within the boundary layer produce a circulatory flow within the cylinder and a good mixing is
obtained. However, Schwartz et al. [62] assumed two different modes of the circulatory pattern based
on coal seam thickness as depicted in Figure 24. Figure 25 shows the difference of cavity growth with
and without considering the natural convection. Later, it was established by mathematical correlation
that the models assuming forced convection mass transfer as the controlling mechanism for cavity
growth were not born out of field trials [15].
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Schwartz et al. [62] were the first investigators to consider the natural convection as the
controlling mechanism of heat and mass transfer in UCG cavities. In their later paper, Eddy and
Schwarz [57] developed a 2D model and described the evolution of the cavity based on the movement
of the cavity wall. The blast from the injection well was transported through the reacting walls of
a constant temperature via the convection process and ultimately diffused to the wall and reacted
with the coal. The oxygen diffusion rate was calculated by natural and forced convective heat and
the mass coefficient. The roof and floor of the cavity were assumed to be non-reacting surfaces.
They considered neither subsidence nor rubblization. They included the water-gas shift reaction
and two other gas phase oxidations along with three char reactions (reactions 3–5) as considered
by Schwartz et al. [62]. In order to capture the experimentally proven teardrop shape of the cavity
formation, they divided the cavity growth into different regions, i.e., a hemispherical region in the
vicinity of the injection well and a series of non-equal diameter cylinders (step cylinder) downstream

12631



Energies 2015, 8, 12603–12668

from the injection well, according to the flow process and a cylindrical link zone (Figure 26). At
any location, the cavity was assumed to be a cylindrical cross-section until the cavity diameter was
equal to the seam thickness, which is when the model switches to a rectangular cross-section. It was
assumed that all coal volume located in the hemispherical region was consumed in the reaction with
oxygen. The volume of char was calculated from the mass of char burned due to the combustion
and the density of the char. The half-body volume was then fit to the calculated char volume. Flow
was treated as an entrance region of pipe, as the calculated entrance length was much larger than the
vertical well distance. The entrance length was calculated using the following equation:

Le

d
“ 0.0288Red (25)

where Le is the entrance length and d is the pipe diameter. The minimum Reynolds number in the
system was 4000, which resulted in an entrance length of 48.8 m. The entrance length was considered
to increase with the increase of the cavity diameter. According to them, as fresh blast proceeds down
the axis and products of combustion are released at the walls, the forced and natural convection
results in a swirling flow that ultimately helps mix the flows and enhance the flow of oxygen to the
vicinity of the wall where boundary layer convective diffusion dominates. The transport of heat and
species inside the cavity was considered to be governed by empirical correlations for the turbulent
transport phenomena in enclosures. The model was able to reproduce the results of the Hanna II and
Pricetown field trials qualitatively.
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Figure 26. Conceptual sketch of the linked vertical well computer model geometry (redrawn from
Eddy and Schwarz [57].

Recently, Luo et al. [58] extended the Schwartz et al. [57] model by including heat transfer and
more coal wall and gas phase reactions (reactions 3–10). Flow inside the cavity was solved based
on irrotational fluid flow inside an enclosure, which describes velocity potential based on geometric
features of the enclosure. The geometry is shown in Figure 27. The stream function and velocity
potential were calculated using the following equations:

Steam function:

Ψ “

.
m
4π

cos pπ´ θq `
Ur2

2
sin2 pπ´ θq (26)

Velocity potential:

∅v “

.
m

4πr
` Urcos pπ´ θq (27)

where U is the velocity of the uniform stream and ṁ is the mass flow rate. Pressure distribution in
the cavity was determined using Bernouli’s equation:

p`
1
2

ρu2 “ p8 `
1
2

ρU2 (28)
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Figure 27. UCG cavity defined in the work of Luo et al. [58]. 

In the Luo model, Fluent was used to predict the cavity shape at different times based on 

heterogeneous reaction rates at the cavity wall. In order to quantify the turbulent intensity, they used the 

standard k-ε model for the turbulent kinetic energy and dissipation. For heterogeneous and homogeneous 

reactions, they used kinetics/the diffusion control process and a finite rate/eddy dissipation model, 

respectively. Their model was validated with Chinchilla field trials. The calculated coal consumption 

closely matched the Chinchilla trial field data (Figure 28). For sweep cavity geometry, their model was 

further validated with the data from the Hanna II and III UCG trials. There is less than 5% error between 

Figure 27. UCG cavity defined in the work of Luo et al. [58].

In the Luo model, Fluent was used to predict the cavity shape at different times based on
heterogeneous reaction rates at the cavity wall. In order to quantify the turbulent intensity, they
used the standard k-ε model for the turbulent kinetic energy and dissipation. For heterogeneous
and homogeneous reactions, they used kinetics/the diffusion control process and a finite rate/eddy
dissipation model, respectively. Their model was validated with Chinchilla field trials. The calculated
coal consumption closely matched the Chinchilla trial field data (Figure 28). For sweep cavity
geometry, their model was further validated with the data from the Hanna II and III UCG trials.
There is less than 5% error between the results generated with the model (Hanna II: 2436.6 tons of
coal gasified in 25 days; Hanna III: 4139.3 tons in 38 days) and reported data (Hanna II: 2500 tons of
coal gasified in 25 days; Hanna III: 4200 tons in 38 days). Their model predicts a hemispherical shape
for the cavity geometry; however, the model is limited since heat and mass transfer characteristics
of the cavity are unknown. Also, the coupling of this model with the mechanical failure of the coal
would be cumbersome, since the accumulated rubble in the cavity changes the transport phenomena
inside the cavity.
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Batenburg et al. [55] developed a semi-steady-state 2D model for UCG in open channels for the
developed gasifier only. Unlike other models, they assumed that oxygen instantaneously reacts with
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the combustible gases present in the channel instead of reacting with the coal surface. Their interest
was only to investigate the process within the channel after the injection gas percolates through
the inert permeable rubble zone. Reaction rates were calculated based on resistances in the system
including boundary layer, pore diffusion, surface phenomena, and chemical kinetics. For laminar and
turbulent natural convection along a smooth vertical wall, they used the Sherwood number (Sh) that
is correlated with the Grashof number (Gr) and Schmid number (Sc) as follows:

Sh = 0.59 Gr1{4Sc1{4, Gr < 109 plaminarq (29)

Sh = 0.13 Gr1{3Sc1{3, Gr > 109 pturbulentq (30)

For forced convection-dominated flow the Sherwood number was expressed in terms of the
Reynolds number (Re) as follows:

Sh = 0.027 Re4{5Sc1{3 (31)

Heat transfer was modeled by radiation between the walls of the channel. They also included
the effect of natural convection due to the temperature difference. Their results showed that the effect
of pressure on gas composition is negligible (Figure 29). Their results also indicated that natural
and forced convection transfer coefficients are in the same order of magnitude and both of them
are important.Energies 2015, 8 39 
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Figure 29. Net fluxes and temperature as a function of process pressure for oxygen injection
rate = 0.1 mol/m/s and water injection rate = 0.05 mol/m/s [55].

Pirlot et al. [59] developed a 2D steady-state model by extending the idea of Batenburg et al. [55]
with two distinct zones: a low-permeability rubble and ash around the injection point and a
high-permeability peripheral zone along the coal wall (Figure 30). After a short transitory starting
phase, those two zones were identified by other researchers [64,65] for a thin seam at great depth.
During initial combustion, a cavity was identified partially filled with inert materials near the
injection hole [64,65]. Their simulation for cavity evolution was based on one main parameter, the
permeability ratio between the low- and high-permeability zones. The gasifying agent was assumed
to pass through the low-permeability zone surrounding the injection point prior to its arrival in
the high-permeability zone, where reactions with the coal wall occur. They combined two separate
models: (1) a flow model for the calculation of the flow through the low-permeability porous zone
using Darcy’s law and the continuity equation; and (2) a chemical model for the calculation of the
chemical processes occurring between gas and the coal wall in the high-permeability zone using
empirical correlations for mass and heat transfer for the packed bed by assuming plug flow in the
gas phase. The coal consumption rate was calculated only on the channel wall. Their model did
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not consider the details of moisture and volatile matter released by drying and pyrolysis. They
assumed that volatile matter is released in the form of water and hydrogen in proportion to the
consumption rate of carbon. They concluded that the permeability ratio is one of the main parameters
for determining the success of underground coal gasification because of the observation of the
increasing final gasifier area, power, and trial duration with the increase of the permeability ratio.
According to them, the cavity growth and shape obtained from their model were in reasonable
agreement with the Pricetown field trials.Energies 2015, 8 40 
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Figure 30. Conceptual sketch of the two separate zones and species flow direction (redrawn from
Pirlot et al. [59]).

Kuyper [56,60] developed a 2D model to describe UCG process in a cross-section of an open
channel (Figure 31) for a typical western European coal layer of thin seams (1–2 m). Field trials of
UCG indicated the growth of the cavity upwards and radially outwards around the injection well
as gasification proceeds [66]. As a result, at thin seams, the top wall is exposed to rock materials
and failure of the overburden is apparently expected. Such a failure would create open channels
around the rubble materials deposited on the floor just about the injection hole; as shown in Figure 31.
Considering this fact, in their model, the top and bottom walls were assumed as impermeable and
adiabatic rock materials. However, the main focus of their work was to obtain an insight for heat and
mass transfer due to double-diffusive turbulent natural convection in which both the temperature and
concentration gradients play a role in the transport process. The justification of using double-diffusive
turbulent natural convection was based on the expectation that Gr/Re2 >> 1, considering the Grashoff
number (Gr) of the natural convection flow in the process is approximately 1010 while the Reynolds
number (Re) of the forced convection flow is about 104. In this situation, if the forced convection flow
is superimposed on the natural convection flow, the heat and mass transport phenomena inside the
cavity will be dominated by double-diffusive natural convection and a spiral flow can be expected.
The justification for this assumption can be found elsewhere [67]. The Navier-Stokes equation and
the k-ε turbulence model were used to describe fluid flow due to large gradients of density and
concentration in the channel. Radiation and convection were assumed to be the major heat transfer
mechanisms in the channel. Model results showed that oxygen is consumed far from the coal wall by
combustible gases. The double-diffusive natural convection in the channel was observed to cause the
periodic generation and collapse of CO2 bubbles (Figure 32). Also, mass transfer was reported to be
the controlling mechanism (the rate-limiting step) for reduction reactions at the coal wall. They also
studied the effect of CO2 injection into the coal seam and reported that CO2 injection has a similar
effect as adding steam, although to a lesser extent.
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Figure 32. Production of CO and CO2 as function of time for κ = 0.12 m´1 and an oxygen injection
rate of 47 mmole m´1s´1 [60].

Because of the identification of UCG application in thick coal seams and the presence of a porous
bed of ash overlying the injection point and a void space above the UCG cavity based on field
trial excavation [66,68,69] as depicted in Figure 33, Perkins and Sahajwalla [61] considered a thick
coal seam and expanded Kuyper’s model by including an ash layer at a lower part of the channel
(Figure 34). They developed a 2D axisymmetric model by using Fluent to investigate double-diffusive
natural convection along with relevant reactions in a partially filled cavity. Although the bottom wall
was considered to be inert and adiabatic, the side and top walls were considered to be carbon due to
the thick coal seam. The temperature of the gas and the porous ash bed were assumed to be in thermal
equilibrium. The flow though the porous ash bed was modeled using a laminar approximation;
however, the turbulence model is only applied to the void region of the cavity. The low Reynolds
number turbulence model of Launder and Sharma [70] was employed for the turbulent model
by replacing the constants in the standard k-ε model with the function of the turbulent Reynolds
number in order to extend the model’s applicability to low-turbulence regions that are close to walls.
The following turbulent kinetic energy (kt) and the turbulent dissipation rate (ε) equations were used
in order to account for turbulent intensity:
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Figure 33. Schematic of an underground coal gasification cavity from field observation (redrawn from
Perkins and Sahajwalla [61]).
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Figure 34. Channel geometry in Perkins and Sahajwalla [61].

For other conservation equations for void space, they followed the standard governing equations
developed for porous media with the exception of ϕ (porosity) = 1. For the simplicity of their
model, only three chemical reactions (reactions 2, 8, and partial char combustion) were considered.
They found that the flow behaviour in the void space is dominated by a single buoyant force
due to the temperature gradient resulting from the combustion of oxygen with CO produced from
the gasification of CO2 at the walls. From the observable entity, by changing the injection point,
they concluded that oxygen should be injected at the bottom of the channel, otherwise valuable
gasification products would be oxidized, leading to a low heating value of the production gas.
The model was verified with Biezen’s experiments [71] for double-diffusive natural convection in
a trapezoidal channel.

Considering the importance of the flame front propagation in the gasification channel for viable
operations in UCG, Saulov et al. [72] developed a simplified physical model to describe the primary
features of the flame behaviour in a long channel through a coal block. According to their model, a
number of factors, such as air flow rate, flame temperature, oxidizer diffusion rate, and radiative
heat transport, etc., are the decisive factors to determine if the flame tends to propagate toward
the injection point (reverse combustion) or the downstream direction (forward combustion). The
flame speed is affected by the air flow rate through the energy balance in the channel. Their model
predicts the flame propagation toward the injection point (upstream) for a low air flow rate and
toward the downstream direction for a high air flow rate. These predictions from their model are
in agreement with qualitative observation by Chernyshv [73]. The flame speed is affected by the air
flow rate through the energy balance in the channel. The introduction of oxygen instead of air is
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found to increase the flame temperature and reactions rates and, as a result, the flame propagates
at a faster rate. They also reported a quantitative comparison with the experimental data reported
in the book by Skafa [20]. Figure 35 demonstrates two burn velocities, i.e., upstream end velocity, s,
and downstream end velocity, sb, as functions of the injection air speed in the upstream undisturbed
section of the channel. It is noted that positive values of the velocity mean that the flame front
propagates downstream, while negative values imply that the front moves upstream.
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and (b) calculated data from Saulov et al. [72].

In the case of very hot and diffusion-controlled flame, Saulov et al. [72] considered the limit
of high temperatures, a high activation energy, and a strong air flow. Under these conditions the
surface of the channel is considered to have two zones, cold and hot. The temperature is found
insufficiently high in the cold zone to initiate reactions, while in the hot zone any oxygen on the
surface exhausted quickly due to instant reactions. These zones are separated only by a very small
distance due to high activation energy. The overall reaction rate is determined by the rate of diffusion
of oxygen to the hot zone, while the oxygen concentration on hot walls is essentially nil. Under such
conditions the flow in the gasification channel is turbulent and the turbulent flame is fully controlled
by diffusion. The injection rate is found to have no control over the flame position. On the other
hand, if the combustion of coal begins with devolitalization reactions at low temperatures and these
reactions play a noticeable role in initiating the rest of the oxidation process or in the overall energy
balance, the flame position is affected by the air speed and becomes controllable. On the other hand,
if the devolitalization reactions during the combustion of coal begin at low temperatures and play a
noticeable role in initiating the rest of the oxidation process or in the overall energy balance, the flame
position is affected by the air speed and becomes controllable. In this case, the flame is not very hot
and the cooling effect of the air flow is strong.

The consideration of natural convection is found to be one of the main phenomena in the channel
model development. Natural convection plays an important role for the mixing of injected blast gas
and the gases coming from the channel wall. The channel model is found to better calculate sweep
efficiency. However, most of the channel models neglected drying and pyrolysis which are considered
very important in the coal block model. In order to determine cavity shape and size, the channel
model is preferred.

2.3. Coal Slab Models

Some models have attempted to describe the UCG coal seam as a coal slab. These models
describe the process by movement of various defined regions in a coal slab perpendicular to the
flow of the injected blast gas. These regions usually include the gas film, ash layer, char region,
dried coal, and virgin coal. The existence of different regions is due to the slow heating rate of the
UCG. At a very high heating rate, there is a possibility of the coincidence of a drying front with a
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combustion front [74]. The general framework of these models is shown in Figure 36. Tsang [74] was
the first to use this approach considering the observation of the development of drying, pyrolysis,
and gas-char reactions zones around the most permeable path in the coal seam. In addition, the
profiles of temperature and saturation as well as the direction of heat and mass transfer exhibited
from the pyrolysis experiment (Figure 37) of a small coal block performed by Westmoreland and
Forrester [75] inspired him to consider necessary assumptions, such as the existence of a drying front,
heat flux, and mass transfer direction, etc., for this approach. In that experiment, a constant heat
was applied to the coal surface and career gas was supplied along the length of the cylinder. Some
researchers considered the virgin coal region as a wet zone due to the presence of water which is
separated from the dry zone by the evaporation/drying front. The evaporation of water is assumed
to take place entirely at the retreating drying front. Thus, the model following this approach must be
a moving boundary value problem with phase change which is known as the “Stefan” problem. In
this approach, as can be speculated from Figure 36, there is an efflux of steam, devolatilized materials,
and “self-gasification” products from the wall to the cavity, while there is a counter-current flux of
heat towards the cavity wall. “Self-gasification” is considered as the reaction of the gases (steam and
devolatilized gases) with hot char while they pass through it before flowing into the cavity. Because of
the consideration of different layers, unlike other types of models, for each layer separate mass and
energy balances are usually considered. As a result, the governing equations for mass and energy
balances are of split boundary types. The mass flux is considered to be diffusion dominant. Tables 16
and 17 represent a glimpse of a list of coal slab models discussed here with their essential features
and reaction rate control mechanisms of the main reactions in the gasification process, respectively.
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Table 16. Some essential features of reported coal slab models.

Researchers
Dimension and

Time Dependence
Heat Transfer Mass

Diffusion
Fluid
Flow

Thermo
Mechanical Failure

Water
Influx

Heat
LossConduction Convection Radiation

Tsang [74] 1D and T
‘ ‘ ‘ ‘ ‘

Massaquoi and Riggs [77,78] 1D and S
‘ ‘

D
‘

Park and Edgar [79] 1D and T
‘ ‘

D
Perkins and Sahajwalla [76,80] 1D and PS

‘ ‘ ‘ ‘

NS
‘ ‘

D = Darcy flow, NS = Navier-Stokes, S = Steady State, T = Transient, PS = Pseudo-steady.

Table 17. Reaction rate control mechanisms of the main reactions in the gasification process.

Researchers Drying Pyrolysis

Char Reaction Water-Gas
Shift Reaction Gas Phase Reaction

C + O2
Ñ CO2

C + CO2
Ñ 2CO

C + H2OÑ
CO+ H2

C + 2H2
Ñ CH4

CO + H2OØ
CO2+ H2

CO + 0.5O2
Ñ CO2

H2 + 0.5O2 Ñ H2O CH4+2O2Ñ

CO2+2H2O

Tsang [74] H P P P K
Massaquoi and Riggs [77,78] H P P P E I I

Park and Edgar [79] H P D P P I I
Perkins and Sahajwalla [75,80] H P P P P E I

D = Diffusion limited, E = Equilibrium, H = Heat transfer limited, I = Infinite rate, K = Kinetic (power law) and bulk diffusion, P = Power law kinetics.
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As stated earlier, Tsang [74] was the pioneer of the approach and developed a 1D unsteady
UCG model considering the two regions of a coal block: the wet zone, and dry zone. In the wet
zone, heat conduction and liquid transfer are solved. It was assumed that all drying happens in one
moving point (Stefan model). In this model, the movement of the drying front was described using
the following equation:

ϕρw p∆Hvq
Bx
Bt
“ Kd

BTd
Bx

´Kw
BTw

Bx
, T “ Tvap at x “ x (34)

where ∆Hv is the heat of the evaporation of water, x is the location of the drying front.
This model neglected the effects of steam convection and assumed that the drying process was

dominated by conduction. In the wet zone, the liquid diffusion was considered as a function of
saturation; however, for the dry zone, multicomponent diffusion was calculated using viscous flow.
In the dry region, the pseudo-steady-state assumption was adopted to solve mass balance, heat
transfer, and gas flux. Pyrolysis reactions were modeled as simultaneous independent reactions with
kinetic parameters obtained from the works of Campbell [49]. Porosity and permeability were set
to change with the extent of the reactions with correlations obtained from oil well acidization. This
model neglected the combustion and provided the heat by setting a high temperature at the boundary.
The experimental results of Forrester [81] were used for model validation. The calculated drying
front locations with time were found to be in good agreement with the experimental data (Figure 38).
However, the effect of the heating rate on the location of the drying front shows that a higher surface
heating rate causes a shallower penetration of the drying front into the coal block (Figure 39). This
observation indicates the possibility of the coincidence of the drying front with the combustion front
at a very high heating rate. Finally, it was concluded from the model that drying cannot be neglected
in the UCG model as it is a factor that dominates the heat transfer rate.
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Massaquoi and Riggs [77,78] extended Tsang’s 1D model by including the combustion of char
and volatiles at the boundary while solving for a steady-state case. Beside the zones shown in
Figure 36, they included another zone of bulk gas that is composed of water vapor, CO2, O2, and
some inert gases outside the gas film. The developed model was used to describe the simultaneous
combustion and drying of a wet Texas lignite coal. The flow of gases in the porous dry coal was
modeled by Darcy’s law and heat transfer was considered by both conduction and convection.
However, in the wet zone, only conduction was considered for heat transfer. Radiation heat transfer
was also considered between the edge of the ash and the bulk gas. Because of the drop in the
total pressure across the dry coal and the high permeability of pyrolyzed coal, mass flux was
assumed to happen mainly by viscous flow. Multi-component diffusion was assumed to occur at
different zones. They considered almost all the reactions listed in Table 1 except for methanation.
Following the approach of Tsang [74], pyrolysis reactions were modeled as simultaneous independent
reactions with kinetic parameters obtained from the works of Campbell [49]. Because of steady-state
assumptions, all the governing equations were written in ordinary differential equations in terms of
the moving coordinates. The cavity wall and the drying front movements were considered to have
same velocity. In their model, two different cases for combustion were assumed: (i) homogeneous
char combustion with the flame located at the ash; and (ii) heterogeneous char combustion with
the flame located at the coal surface, and finally a criterion was defined for the transition from
heterogeneous to homogenous combustion. For the case of Wyodak subbituminous coal, their result
indicated that the criteria principally depend on the conditions of bulk oxygen concentration, bulk
gas temperature, coal surface temperature, and coal burning rate. However, different solutions can
be obtained at different conditions. For example, as seen in Figure 40, it is found that, for a given bulk
gas temperature, there is a limiting bulk oxygen concentration and an oxygen concentration above
the limiting bulk; for a fixed oxygen concentration and bulk gas temperature there are two possible
solutions (Figure 40): one with the flame at the coal face (at a lower surface temperature) and another
with the flame in the ash (at a higher surface temperature). However, heterogeneous combustion
was considered unstable due to the decrease of the coal face temperature with the increasing bulk
gas temperature for a constant oxygen concentration. In contrast, homogenous combustion was
considered stable because of the experimental observation reported in the literature [82–84]. They
also indicated a maximum value of the bulk gas temperature above which the flame is always away
from the coal surface.
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In addition, they have concluded that the burn rate would be nearly linear with the increase
in the concentration of oxygen when the flame front is located in the char face, and the burn rate
increases when the flame is located in the gas film (Figure 40). In their model, the effect of the ash
layer thickness, coal moisture content, and film transport coefficients were also discussed. A higher
film mass transfer coefficient and a lower moisture content and ash layer are observed to shift the
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transition line towards higher coal surface temperatures corresponding to the higher burning rate for
a constant bulk oxygen concentration. For the homogeneous combustion model, the performance of
the model was in good agreement with the experimental data [83,84].

Park and Edgar [79] developed an unsteady 1D model with a moving burning front based on
the work of Massaquoi and Riggs [77,78] to describe lateral cavity growth in UCG. However, unlike
the assumption of Massaquoi and Riggs [77,78], they did not consider having the same velocity for
the cavity wall and drying front during the early stage. Beside char gasification, they included coal
shrinkage due to drying and pyrolysis, as well as the “self-gasification” of drying and pyrolyzed
products (steam and CO2) in the region between the cavity wall and the drying front in order to
consider the additional movement of the cavity wall. The cavity wall movement was determined by
the rate of the removal of coal by chemical reactions and the physical movement of the cavity wall
due to the shrinkage of the coal. In their simulation, an increase of the cavity growth was noticed
during the transient period due to the shrinkage of the coal; however, the cavity growth with and
without considering the shrinkage eventually merged into one rate when the steady state was reached
(Figure 41). However, they suggested that the movement of the cavity wall due to shrinkage is only
important in lab-scale processes and can be neglected in larger-scale processes because of the long
timescales in which the transient period is negligible compared to the steady-state period. Their
results indicate that cavity growth is controlled by the rate of oxygen transfer to the cavity wall,
when the flame is located at the char surface. If the flame is separated from the cavity wall, CO2 and
steam gasification determine the cavity growth rate. The moisture content in coal was found to be a
complex parameter for cavity growth. Although the surface temperature decreased with increasing
moisture content, the higher moisture content indicated a higher cavity growth at a high coal surface
temperature (above 1000 ˝C). This observation implies that the availability of water in the coal, rather
than the reaction temperature, controls the steam gasification reaction rate. They validated their
results with the experimental data of lateral cavity growth from a Texas lignite core combustion
performed by Poon et al. [85]. From the models discussed above [77–79], it can be speculated that
under oxidizing conditions, the cavity growth rates are controlled by mass transfer.
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Perkins and Sahajwalla [76,80] also developed a 1D transient coal block model with an extension
of Tsang’s study [74] by including multicomponent diffusion and the random pore model to
account for changes of heterogeneous reaction rates with conversion. For multicomponent diffusion,
Stefan-Maxwell equations and the bi-dispersed dusty gas model were used for the gas film and dried
coal matrix, respectively. Because of experimental evidence (Figure 42) of different sizes of pore
distribution in the porous structure of coal, a bimodal porous structure (macropores and micropores)
was considered where the macropores act as the major conduits for species flow and the micropores
act as the dominant region for gasification reactions.
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They have proposed that cavity growth occurs at reducing conditions, therefore only
heterogeneous gasification reactions are solved, and required heat was provided by defining a
constant temperature at the char surface. The char surface was allowed to participate in radiation
heat exchange with its surroundings. For pyrolysis, they followed the work of Tsang [74]. The
movements of the drying front and char front were assumed to be equal under pseudo-steady-state
conditions. They assumed that solid and gas phases are in thermal equilibrium and bulk gas has a
fixed composition that is representative of the product gas. In their first paper [80], they validated
their model with the experimental data obtained by Forrester [81]. The drying front location as a
function of time was in good agreement after using a scaling factor of 1.2 for thermal conductivity
(Figure 43). The temperature profile through the block at different surface temperatures also agreed
well with the experimental data. However, when the cavity growth rates as a function of gas
temperature for two different bulk gas compositions were compared, no significant difference was
observed (Figure 44).
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In a later paper [76], they extended their work by including the ash layer and water influx and
investigated the effect of various parameters and operating conditions (e.g., temperature, pressure,
water influx, gas composition) on the process performance and cavity growth rate. In order to
compare the relative effect on cavity growth due to operating conditions and coal properties, they
explored the sensitivity of the cavity growth rate (vcv) to changes in parameters (pr) using the
following finite difference formula:

s pprq “
vcv ppro ` ∆prq ´ vcv ppro ´ ∆prq

2vcv pproq

pro

∆pr
(35)

where s(pr) is the sensitivity of the parameter, pr
˝ is the base value of the parameter, and ∆pr is a

perturbation to the value of the parameter.
A ranking was established according to the sensitivity of the parameters to the cavity growth

rate. A positive value was considered as an increase in vcv, while a negative value was considered
in reverse order. Tables 18 and 19 show the sensitivity of the cavity growth rate to perturbation
in operating conditions and coal properties around the base values, p˝. Since the summation of the
composition of proximate analysis is equal to one, changing any one of these parameters was followed
by adjusting the other parameters in order to maintain the constraint of the summation of one.

Table 18. Sensitivity of the cavity growth rate to changes in operating conditions [76].

Parameter p˝ ∆p/p˝ = 10´3 ∆p/p˝ = 10´2 Rank

Bulk gas temperature, K 1.5 ˆ 103 5.276 5.276 1
Water mass flux, kg/m2¨ s 1.0 ˆ 10´3 ´0.114 ´0.115 2

Mole fraction of steam in bulk gas 2.0 ˆ 10´1 0.066 0.071 3
Ambient pressure, Pa 1.5 ˆ 106 0.079 0.067 4

Mole fraction of CO2 in bulk gas 1.2 ˆ 10´1 ´0.009 ´0.009 5
Mole fraction of H2 in bulk gas 1.6 ˆ 10´1 0.008 0.008 6

Heating rate, K/s 1.0 ˆ 10´2 0.006 0.007 7
Mole fraction of CO in bulk gas 8.0 ˆ 10´2 0.005 0.005 8

Table 19. Sensitivity of the cavity growth rate to changes in coal properties [76].

Parameter p˝ ∆p/p˝ = 10´3 ∆p/p˝ = 10´2 Rank

Critical conversion of carbon at which
the coal spalls 9.50 ˆ 10´1 ´3.719 ´3.741 1

Mass fraction of fixed carbon from
proximate analysis 3.35 ˆ 10´1 ´1.359 ´1.370 2

Solid material density (kg/m3) 1.47 ˆ 103 ´0.913 ´0.925 3
Mass fraction of ash from

proximate analysis 2.40 ˆ 10´1 0.714 0.728 4

Ash layer thickness (m) 5.00 ˆ 10´3 ´0.689 ´0.703 5
Mass fraction of volatile matter from

proximate analysis 3.00 ˆ 10´1 0.589 0.576 6

Mass fraction of moisture from
proximate analysis 1.25 ˆ 10´1 0.344 0.331 7

Emissivity of ash (for radiation) 8.50 ˆ 10´1 0.114 0.127 8
Initial specific surface area (m2/m3) 1.23 ˆ 107 0.105 0.105 9

Results of their parametric study indicate that temperature of the coal surface, water influx, and
coal composition have the highest impact on the cavity growth rate. Decreasing fixed carbon was
found to increase the cavity growth rate. This implies that the cavity growth rate is more for low-rank
coal due to the smaller fraction of fixed carbon in the proximate analysis. Perkins and Sahajwalla [76]
graphically demonstrated the variation of cavity growth due to the variation of different parameters
through their modeling. In addition, they incorporated the coal spalling model by changing the
value of the critical conversion, Xcritical . Due to lack of information on coal spalling, they considered
the critical conversion of fixed carbon as an indicator of coal spalling by assuming a level of carbon
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conversion at which some fixed carbon and volatile matter are unconverted and detach from the coal
block due to mechanical stress and breakage. Critical conversion was found sensitive to the bulk gas
temperature, molar flux of product gas, and water influx.

Finally, they compared the estimated cavity growth rate from their simulation with six different
field trials (Hanna I, Pricetown, Large Block Test No. 5 (LBK-5), Partial Seam CRIP (PSC), Rocky
Mountain I (RM I), and El Tremedal) using the available operating conditions and coal properties
of those field trials and obtained a good agreement with the data from the field trials (Figure 45)
despite some uncertainty of the field data. Although they conducted a detailed study of the coal block
model, they did not consider char combustion and other gas phase reactions (except the water-gas
shift reaction) which are strong functions of the temperature. Rather, the assumption of a constant
temperature and fixed gas composition at the boundary limits the applicability of the model to
field trials.
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Figure 45. Comparison of estimated cavity growth rates from six UCG field trials with model
simulations [80].

The special feature of the coal slab model is the tracking of the drying and combustion front
movement. This model can successfully demonstrate the drying and devolatilization behaviour of
large coal particles; however, this model is yet to be validated using UCG field trial data. Due to the
assumption of semi-infinite coal slab, it can be speculate that this model is only good for a thick coal
layer. All the models developed thus far by considering the coal slab are one-dimensional (1D). As a
result, information on cavity shape cannot be obtained from these models.

2.4. Other Approaches for UCG Modeling

2.4.1. Reactor Models

Over the years, there have been a few studies in which the UCG process is described as a series
of ideal reactors. Such models can be used to predict product gas composition without considering
complex phenomena occurring underground.

Chang et al. [86] used this approach to predict the resource recovery during the UCG process.
In this model, the domain was divided into cylindrical elements where each element consists of two
distinct zones: rubble and void. It was assumed that the rubble zone acts as an ideal plug flow
reactor (PFR), while the void space was assumed to be perfectly mixed as a continuous stirred tank
reactor (CSTR). Each element was allowed to change based on coal consumption. The fraction of
flow in each zone was changed to match the results of the field trials. The spalling and water influx
were calculated based on empirical correlations. Their modeling results highlight the importance of
turbulence in field trials. Therefore, they concluded that small laboratory-scale experiments could
not be scaled to field trials.
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In order to obtain in situ measurements, the stimulus response technique (tracer injection)
was used in some field trials to study the flow distribution inside the underground cavity. Some
researchers have used the response of tracer material from the experiment to characterize different
zones in the underground cavity and track the cavity growth. Based on the residence time of tracer
elements, the cavity is modeled as an arrangement of ideal reactors.

Debelle et al. [87] used various chemical engineering reaction models to fit the quasi-exponential
decay of the tracer response from a UCG experiment in Thulin, Belgium. In the experiment, 133Xe
was selected as a tracer because of its detectability from a complex gaseous mixture by using a
γ-ray detector with high precision. The quasi-exponential decay of the tracer was considered as an
indication of mass exchange between a flowing fluid and a dead zone. That is why the models were
developed to simulate the flow conditions based on the material exchange between flowing fluid and
the dead zone. The film theory was applied to simulate the mass transfer between a stagnant volume
fraction and the following fluid volume fraction. However, for the interaction between the flowing
fluid and porous zone, molecular diffusion was considered. The dead zone was represented either
by a stagnant zone or by a homogenous porous zone where materials exchange with the flowing
fluid. Various stages of the process such as reverse combustion linking and forward gasification were
represented using regression models. For the gasification period, it was concluded that the cavity
offers a high level of back-mixing, resembling a well-mixed reactor with a small dead zone.

Thorsness [88] performed tracer experiments in a UCG field test at the Hoe Creek trial III. Their
goal was to investigate the extent of the water influx and steam injection requirements. The tracer
response curve was regressed with a series of CSTRs in two parallel paths.

Pirard et al. [89] considered the El Tremedal trial in Spain where helium was used as a tracer.
In their study, two classical engineering models were used: (i) the combined model composed of
a succession of stirred tanks in a series exchanging matter with an adjacent porous zone (the STEP
model) and (ii) the combined model composed of a succession of stirred tanks in a series exchanging
matter with a stagnant zone (STES model). Both models are three-parameter models. The parameters
are: the volume fraction occupied by the flowing fluid, the number of tanks in the series, and the
dimensionless parameter characteristic of the pore diffusion. By these methods, they were also able
to detect cracks or breaks in the coal seam. Their results indicated the STEP model as the best fitted
model, and finally they concluded that the cavity behaves almost like a small number of CSTRs in a
series with a high level of back-mixing.

Recently, Daggupati et al. [90] used computational fluid dynamics (CFD) to describe the cavity
as series of ideal reactors (Figure 46). The residence time distribution (RTD) of gases was calculated
based on CFD results. This approach was validated by laboratory-scale tracer experiments. Based on
RTD and velocity distribution, the cavity was simulated as a network of ideal reactors. The proposed
arrangement of reactors consists of a series of five CSTRs and a side stream of five small CSTRs,
followed by a plug flow reactor (PFR). They concluded that as the cavity size increases, the cavity
behaviour changes from PFR to CSTR. They have implemented their reactor model in ASPEN PLUS
(chemical process optimization software) and compared the results with CFD predictions.
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2.4.2. Probabilistic Simulation

In a unique approach to model the UCG process, Batenburg and Bruining [91] adapted a
probabilistic simulation to describe the forward gasification phase in a 2D UCG geometry (Figure 47).
The model used stream function on the grid blocks. The derivative of the stream function along
the ash-char interface was interpreted as the possibility that the interface was moving in a certain
block. This model is very limited, as the temperature of the gases and composition are constant in
each region.
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interfaces: 1.void-rock; 2. coal-rock; 3. void-coal; 4.void-ash; 5. ash-void [92].

From the same research group, Biezen et al. [93] extended the concept of the probabilistic
simulation by including the movement of several interfaces including ash-void, ash-coal, void-coal,
and void-rock. The model consists of two modules: one module solves flow in the entire domain and
the other selects a block of coal/rock for gasification or roof spalling. However, in order to consider
roof spalling, they incorporated a very simple spalling model which assumes a constant spall rate.
A single streamline was selected randomly and based on the interface located on the streamline, and
relevant physical phenomena proceeds. For example, in the void-coal interface surface gasification
reactions occur and the corresponding amount of ash accumulates at the bottom of the cavity. They
later extended their model to simulate cavity evolution in a 3D domain [92]. This model was intended
to simulate the development of a gasifier from early times (gasification in a permeable bed) to a
developed stage (gasification in a channel). They did not solve the mass and energy balance together.
As a result, the model is limited for making predictions of performance. However, the model is
more capable of interpreting previous field trials. The application of this model is limited due to its
complexity and unphysical assumptions such as constant temperature at each domain.

2.4.3. CAVSIM (a computer code for 3D, axisymmetric UCG model) Model

All of these reviewed modeling efforts so far have the deficiency of focusing on some aspect
of the UCG process while neglecting others. During UCG trials in the US, LLNL funded many
modeling studies for the UCG process. Several 1D models were developed and validated with certain
series of data from field trials. These segregated models were later combined together to form the
CAVSIM process model that represents 15 years of continuous UCG research and development in
the US [23]. The model is applicable for predicting lateral cavity growth of thick and shrinking coal
seams in which oxygen is injected at the bottom of the coal seam. The model was based on some
major assumptions such as: the cavity was axisymmetric around injection; thermal radiation was
the main heat transfer mechanism in a well-mixed void space; cavity growth was dominated by the
thermo-mechanical failure of the wall, and a packed bed of char and rubble forms over a thin layer
of ash. Various sub-models were incorporated into this model to quantify major phenomena in UCG
such as water influx, flow dispersion through a rubble bed, sidewall growth of the cavity due to
reactions, and the spalling of the cavity roof into the domain. This model reproduced results of some
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of the field trials in the US by tuning several parameters that were introduced in the model. Therefore,
the model could not be used for predicting UCG behaviour in other seams, as these parameters are
not known prior to the process.

2.5. CFD Software Tools

From the above reviews, it is evident that the understanding of gasification for a particular coal
seam in a specified location with its boundary conditions and various time-varying phenomena are
imperative in order to identify the appropriate UCG model. Although several models with varying
levels of complexity have been published over the past years, the applicability of these models is
limited to specific and isolated cases and the models could hardly be used to predict the performance
of UCG trials. Furthermore, most of these models are in 1D or 2D, while the field trials reveal a 3D
non-regular cavity shape. Thus, it is of the utmost importance to develop a 3D model in order to
predict the performance of UCG trials. The earlier models compromised between model complexity
and simplicity in order to get faster computation runtimes. However, currently, with the advent
and advancement of different modeling software tools and powerful computers, it is possible to
develop a 3D model with a varying limit of complexities and a much faster runtime. There are
several commercial CFD software tools which were used successfully for the UCG models. Some
of the popular tools are:

- Ansys Fluent.
- CMG Stars.
- Star CCM+.
- Comsol Multiphysics
- ABAQUS

The basic difference of the above tools is the discretization approaches. Ansys Fluent and Star
CCM+ are finite volume-based solvers whereas CMG Stars is a finite difference-based solver. Comsol
Multiphysics and ABAQUS follow the finite element approach. Recently, a number of investigators
used CFD software tools in order to develop the UCG models. Table 20 shows a list of the researchers
who developed a UCG model using different software tools.

Table 20. List of the researchers who used CFD software tools in order to develop their UCG
model, recently.

CFD Software Tools
Investigators

3D Model 2D Model

Ansys Fluent Shirazi et al. [50] Perkins and Sahajwalla [61]
Luo et al. [58]

CMG Stars
Kariznovi et al. [9]

Nourozieh et al. [12]
Seifi et al. [94]

Star CCM Nitao et al. [95]

Comsol Multiphysics Shirazi [27]
Srikantiah et al. [96]

ABAQUS Yang et al. [97]
Sheng [98] Sarhosis et al. [99]

The commercial CFD software packages are intended for general use. As a result, not all the
functions required for the development of UCG models are available in those packages. However,
most of the packages have the facility to incorporate user-defined functions. Investigators usually
take this benefit and develop their own user-defined functions for their model in order to overcome
this shortcoming of the software packages.
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2.5.1. 3D Models Using CFD Software Package

There are few 3D models developed so far in the context of UCG. As mentioned earlier,
Biezen [92] developed a 3D model for cavity growth in 1995 that appears to be the first 3D UCG
model. However, his model was limited due to the absence of any heat transfer calculation and the
assumption of a constant reactor temperature. Recently, due to the rapid development of commercial
simulation tools for handling complex transport phenomena and chemical kinetics, the development
of a 3D UCG model using commercial software tools is especially noticeable. Nourozieh et al. [12]
developed a 3D model for CRIP configuration using CMG Stars, a reservoir simulation software,
and discretized the domain into coarse cubic meshes of 25–50 cm, typical to reservoir solvers. Their
computational domain was similar to the proposed field trials in Alberta (15 m ˆ 5 m ˆ 9 m). They
have introduced an arbitrary clay layer in the seam to investigate the effect of inert layers on the
process; however, thermo-mechanical failure of this layer is not included in the model. They included
chemical reactions (all the reactions listed in Table 1 except reaction 9) and the conduction/convection
of heat and species in their model. They did not make any attempt to treat heterogeneous reactions
separately. Except for the methanation reaction, all other reactions were modeled using the power
law and the temperature-dependent rates were described by the Arrhenius correlation. Their results
show a large degree of grid dependence. Resizing grids affected the temperature distribution and
altered the gas composition at the producers (Figure 48 and Table 21).
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Figure 48. Effect of the grid size on the temperature distribution: large grids (left) and small grids
(right) (reproduced from Nourozieh et al. [12]).

Table 21. Effect of the grid size on product gas composition [12].

Gas Composition (Mole Fraction) CO2 H2 CO CH4

Grid size
0.5 ˆ 0.5 ˆ 0.5 m 0.3490 0.2887 0.2206 0.1416

0.25 ˆ 0.25 ˆ 0.25 m 0.2847 0.2557 0.2864 0.1732

Because of the 3D model, they were able to exhibit the cavity growth and shape (combustion
front) that was nearly the shape of tear drops (Figure 49). Their study also showed an increase
of gas temperature with an increasing oxygen flow rate (keeping the H2O/O2 ratio constant) and
decreasing H2O/O2 ratio (keeping the O2 flow rate constant). With the increasing pressure and
H2O/O2 ratio, a significant increase of methane and decrease of hydrogen is noticed in their model
prediction. This phenomenon was explained as the favourable condition for methanation at high
pressure. However, the methane concentration was found higher even in low pressure conditions
as compared to other studies. As they did not consider reaction 9, which converted H2 to H2O and
reduced the concentration of H2, the presence of a higher H2 concentration possibly favoured the
methanation reaction. They did not present any validation for their model. They have extended their
modeling to simulate CRIP with successive ignition points [94]. Again, no validation or comparison
with experimental data was reported.
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Figure 49. Cavity shape corresponding to the geological structure after 10 days of simulation: x-z
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Recently, Shirazi et al. [50] developed a small-scale 3D packed bed model (3 cm ˆ 1.5 cm ˆ 2 cm)
for a shrinking coal seam using Ansys Fluent. The following set of governing equations is solved in
his model:

Continuity equation:
B

Bt
`

ϕρg
˘

`∇
`

µρgv
˘

“ S∅ (36)
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The flow in porous medium is implemented in Ansys Fluent by adding a source term into the
original Navier-Stokes equation.

Energy equation:

B

Bt
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ρgCpg ϕ` ρsCps p1´ ϕq
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ı
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In the model, it was assumed that gas and solids that form the porous media are in thermal
equilibrium in each cell; thus, one energy equation was used to describe heat transport in each cell.
Only heat conduction was considered.

Transport of species:

B

Bt
`

ρgYi ϕ
˘

` ρg pv.∇Yiq “ ∇.
“

ρgDi∇Yi
‰

` Σratei (39)

Transfer of species was described by the convection-diffusion equation in porous media.
The cavity development is tracked by the decrease of porosity due to chemical reactions and

thermal effects. Porosity increases as the solids are being consumed by reactions or species transfer
from the solid phase to gas phase due to thermal effects. The change of porosity with chemical
reactions is calculated with the following equation:

B

Bt
pϕq “ Sϕ (40)

where Sϕ is the source term for porosity based on reactions in the coal.
Coal block is considered to be a porous medium with a defined initial porosity and permeability.

However, the porous media model in Fluent does not allow for solids to participate in reactions.
That is why no separated mass conservation equation was solved for the solid phase. Therefore,
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in order to simulate and track the solid and gas/solid reactions, a virtual solid phase was defined
and a number of user-defined scalars (UDS) were written to be implemented in Fluent. Three scalar
equations calculate the consumption of moisture, volatile matter, and fixed carbon following a general
form of UDS equations in Fluent:

B

Bt
`

ρg∅ϕ
˘

`
B

Bxi
pρgvi∅´

B∅
Bxi
q “ S∅ (41)

The ash content of the coal is assumed to segregate after consumption of the coal and no ash
layer remains over the coal. This assumption has been verified by several experiments and field
trials [34,68]. In the model, the changes in porosity and permeability with time due to the drying,
pyrolysis, and reactions with coal were included. The gas properties are taken from the Fluent
database. Heat capacities of gases were taken following the precise polynomial model.

Their model revealed the effect of different parameters on cavity growth as well as cavity shape
and size. Lower oxygen flow rates at the inlet led to a more bulbous cavity shape, whereas at higher
flow rates, the cavity became elongated in the direction of the production well. In addition, increasing
the inlet oxygen flow beyond a certain value decreased the concentration of CO and H2 in syngas due
to the excessive combustion of these gases. Initial permeability of the seam also had a strong influence
on the growth rate and shape of the cavity. The higher coal permeability led to faster growth of the
cavity and resulted in a much wider cavity (Figure 50).
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Figure 50. Cavity shape for cases with different initial permeabilities: (a) 1 mD, (b) 100 mD, and
(c) 10 D (reproduced from Shirazi et al. [50]).

Unlike some model predictions (i.e., Daggupati et al. [90]), a very negligent effect of the
temperature of the inlet oxygen was observed on cavity growth. Their model was validated
with the lab-scale experiments of Daggupati et al. [34] in terms of cavity growth (Table 22). The
agreement between the model calculations and the lab experiments indicates that the relevant
physics and reactions of their model for small coal seam geometry are useful in the design of the
gasification process.

Table 22. Comparison of the model-predicted cavity dimension with the experiments [47].

Dimension Model [42] Experiments [25]

Forward length 1 1
Backward length 0.429 0.433

Height 0.399 0.517
Width 0.404 0.425
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2.6. Sub Model: Drying and Pyrolysis

The drying and devolatilization are the integral parts of the UCG process. During UCG,
drying, pyrolysis, and combustion of the coal occur simultaneously [77,78]. The drying is related
to moisture release whereas devolatilization is related to the production of char by the evolution
of volatile matters and tars. The development of drying and devolatilization sub-model is also as
important as the development of the cavity growth model as all these processes are involved in UCG
cavity expansion.

2.6.1. Drying Sub-Model

Drying is usually considered as the release of the unbound moisture in the coal at the evaporation
temperature of water. Moisture content is an integral part of the coal seam. However, the percentage
of moisture present in coal depends on coal ranks and sources. Although drying was considered with
importance in most of the packed bed and coal slab models, this phenomenon has been neglected in
most of the channel models. However, instead of a drying rate, the drying front movement calculation
is found to be the main focus for coal slab models.

In order to interpret drying phenomena, the following models are well recognized [74]:

- The diffusion theory,
- The capillary flow theory,
- The evaporation-condensation mechanism,
- Simultaneous energy and moisture transfer in porous media

The evaporation-condensation mechanism is generally found to be used for wet coal where
mobile water is available or in a situation where water influx is considered [47,48,100]. In construct,
drying is usually considered for the evaporation of moisture content (fixed water) in the coal. This
moisture can be present in the coal’s structure as unbound, weakly bound, and chemically bound.
The chemically bound moisture is released at higher temperatures around 200–400 ˝C [101], while the
unbound moisture is released at the evaporation temperature of water [102] which is considered as
the standard drying temperature for most of the UCG models. Some UCG models assume that drying
occurs at a front layer in which the temperature is kept constant, equal to the water evaporation
temperature, and drying is assumed to be governed by an Arrhenius-type reaction expression:

´
dM
dt

“ ´ratedrying “ kpM* ´Mq (42)

where M is the moisture content of coal at any moment and M˚ is the moisture content of coal from
proximate analysis.

However, the release of weakly bound and chemically bound moistures at higher temperatures
is not correctly governed in these models. On other hand, some models recognize that the moisture
in the coal is distributed throughout the coal and is not located solely at the gas/solid interface. At
high pressure, the drying temperature depends on the water vapor pressure. Considering this fact,
Thorsness et al. [48] developed an expression for the drying rate that is less than the evaporation
rate for mobile water. The evaporation/condensation rate was considered by a pure mass transfer
controlled expression as follows [48]:

´ rateevaporation{condensation “ kyp
pw

P
´ ywq, for pw ď P (43)

where ky is the mass transfer coefficient, yw is the mole fraction of water in gas, pw is the vapor
pressure of water, and P is the total pressure. The temperature and vapor pressure are given by:

pw “ 105expp12.61´
4690

Td
q (44)
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Td “ β Ts ` p1´βq Tg (45)

where β is the weighing coefficient. However, most of the models considered β = 1 which
reduced the drying temperature to the surface temperature (Td = Ts). From Equation (44), Perkins
and Shajwala [100] deduced an expression for the drying temperature for calculating the drying
temperature at high pressure:

Td “
4690

12.61´ ln
` pw

101325

˘ (46)

For the drying rate, Thorsness et al. [48] expressed the basic rate for spherical symmetric coal
particles as follows:

dM
dt
´ ratedrying “ ky

γ2

3η
p

pw

P
ρw

ρo
w
´ ywq (47)

where ρ˝w is the uniform initial moisture density and parameters γ and η deal with the internal
resistance. Parameter η is determined from the following expressions:

η “
kyρw

2Pρo
wDe f f (48)

Parameter γ is the first Eigenvalue given by:

tanγn “
γn

p1´ ηq
(49)

However, for simplicity, Winslow [47] and Thorsness and Rozsa [42] calculated the drying rate
from the evaporation rate described by Equation (43) multiplied by a factor less than one (<1).
Due to the inherent dependency of the mass transfer coefficient on particle diameters in the
Thorsness [48] model, the drying rate expression also closely depends on the initial size and shape of
the coal particles.

2.6.2. Pyrolysis Sub-Model

During devolatilization, the releasing of the volatiles occurs in the following order: chemically
bound H2O, CO2, CO, CH4, tars, and H2 [15]. Some other hydrocarbons also evolve at a lower
concentration. Due to the high residence time of gas and high pressure in the underground coal
gasification process, tar would likely undergo secondary reactions such as cracking, and tar yield
would be lower compared to the surface gasifiers [80]. Thorsness et al. [48] used an empirical formula
C9Hc for tar and a trace amount of hydrocarbon not accounted for in the volatiles mentioned above.
Pyrolysis of coal can be represented by the following reactions:

Dried Coal Ñ Char` Tar` Ash`Volatiles (50)

The volatiles can be further represented by:

Volatiels Ñ a1CO2 ` a2CO` a3CH4 ` a4H2O` a5H2 ` a5 Other hydrocarbons (51)

The matrix of the coefficient can be obtained from the element balances of the atoms involved in
the above equation and the data from the proximate and ultimate analysis of the coal. Some models
obtained the stoichiometric coefficients based on the work of Cambell [49] or Suuberg et al. [103] for
subbituminous coal or lignite coal, respectively.

In order to account for tar, Shirazi et al. [42] followed the kinetic model proposed by Boroson and
Howard [90], who considered tar cracking with the following overall reaction:

tar Ñ b1CO2 ` b2CO` b3CH4 ` b5H2 (52)

12654



Energies 2015, 8, 12603–12668

The stoichiometric coefficients and kinetic parameters can be found from the work of Boroson
and Howard [104].

The rate of gas evolution is different at different temperatures. Figure 51 shows an experimental
observation of gas release from coal as a function of temperature. A similar observation was reported
by Campbell [49]. It is observed that different species evolve at different peak pyrolysis temperatures.
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Figure 51. Effect of temperature of gas evolution during the pyrolysis of Wyodak coal at a heating
rate of 3.33 ˝C/min under atmospheric pressure on a dry basis (reproduced from Juntgen and
van Heek [105]).

There are multiple steps of decomposition during the pyrolysis process. However, in order to
avoid complications, Van Krevelen et al. [106] proposed the whole pyrolysis process as a single-step
decomposition as follows:

´
dVM

dt
“ ´ ratepyrolysis “ k

´

VM* ´ VM
¯

(53)

where VM is volatile matter content at any moment and VM˚ is the effective volatile matter content
of coal. VM˚ is usually assumed to be the same as volatile matter from the proximate analysis. The
rate constant k is typically related with the temperature by an Arrhenius expression:

k “ k0 expp´
E

RT
q (54)

In order to avoid complicacy, some models used the above equation for pyrolysis [9,12,50].
Kariznovi et al. [9] summarized the experimental kinetic parameters for different coal. However, the
lumping of a number of independent first-order reactions into a single first-order reaction tends to
underestimate the frequency factor, ko, and the activation energy, E. In order to avoid this complexity,
Juntgen and Van Heek [105] proposed simultaneous independent reactions with different reaction
constants to describe the evolution of different species during pyrolysis as follows:

dVMi
dt

“ ´ ratepyrolysis “ k jpVM˚
j ´VMjq, j “ 1, 2 .... number of volatiles (55)

where, k j “ k j expp´
Ej

RT
q (56)

Campbell [49] and Suuberg et al. [103] carried out excellent work to estimate the frequency
factor and activation energy for each species for the pyrolysis of Montana lignite and Wyodak
subbituminous coal, respectively. A number of researchers [74,76,77,80] included simultaneous
independent reactions for pyrolysis with the quantities of pyrolysis gases evolved and the
corresponding kinetic parameters obtained from the works of Suuberg et al. [103] or Campbell [49]
depending upon the types of coal they used in their models.
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Similar to the UCG model, the location of the drying and devolatilization zone depends on the
approach of the modeling. Figure 52 shows the reaction zones in the UCG process for different stages
of gasification. Usually, a UCG model based on the packed bed approach followed Figure 52a for
drying and devolatilization. On the other hand, Figure 52b was followed by the model based on the
channel approach.
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Figure 52. (a) Reaction zones along the direction of gas flow; (b) Reactions zones 
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Figure 52. (a) Reaction zones along the direction of gas flow; (b) Reactions zones surrounding a
channel (reproduced from Tsang [74]).

2.7. Consideration of UCG Modeling Parameters

As mentioned earlier, UCG is site-specific. Controlling UCG is less flexible as compared to
surface gasifiers because some important variables such as the thickness, quality of the seam, moisture
contents, and other physical and chemical parameters are unique properties of the natural location
and cannot be changed. Most of the models indicated the sensitivity of the process to the properties
of the seam and the change of these properties with temperature. In order to obtain the best possible
results from governing equations, appropriate solid and gas properties are required. Most of the
models discussed above used either constant properties or transient properties obtained from the
approximate model or experimental results of others. However, for a realistic model of any specific
UCG site, the physical properties of coal and their changes with temperature and pressure, such as
thermal conductivity, specific heat, density, porosity, and permeability, etc., need to be considered.
Similarly, properties of gas species and their changes with temperature and pressure, such as density,
viscosity, thermal conductivity, diffusivity, and heat capacity, etc., need to be considered also. Some
experiments might be required in order to formulate these dependencies for the specific seams. In
order to enhance the features of the 3D model and to apply the model in UCG field trials, it is
imperative to incorporate the coal properties, the change of properties with temperature, and the
coal seam geology of the specific site into the model.

In order to avoid model complications and to reduce computation time, some models assumed
that gas and solids in the porous media are in thermal equilibrium and that is why they used one
combined heat transfer equation. However, there is a large difference between the solid and gas
characteristic timescale. It is assumed that gas reaches the steady state before any change happens
in the solid [46]. Thus, two separate heat transfer equations for gas and solid, respectively, seem to
be more appropriate to incorporate into the model. In some models, the mass conservation of the
solid is avoided since drying, pyrolysis, and chemical reactions are considered in mass conservation
of gas. However, in order to account for the mass loss of solid as well as ash production, the solid
species balance seems to be reasonable for incorporating into the model. The choice of the appropriate
use of reaction rates is always challenging due to the complex situation of UCG operations. As
these values are obtained from experiments, a number of experiments were performed in order to
obtain reaction rates. However, obtaining a reaction rate for a specific reaction needs to consider the
operating pressure and temperature similar to UCG operational conditions.
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There is hardly a UCG site without any water influx from the surrounding strata. Thus, in a UCG
site, water influx is unavoidable and the gasification is performed above the hydrostatics pressure in
order to control the water influx; this allowed the water to be used for steam gasification in order to
utilize the heat of combustion and increase the concentration of CO and H2 in the product gas. It is
imperative to include a water influx formulation that is practicable for a specific site’s coal hydrology.
Although some investigators claimed a steam/oxygen ratio of 2.5 as optimum for UCG [34,107], for
different sites and coal seams, it is also necessary to explore the appropriate steam/oxygen ratio.

3. Challenges of UCG Commercialization

In spite of the significant advantages of UCG technology and repeated trial successes, UCG
is still not close to full commercialization. Historical evidence shows that the commercialization
of a technology requires a reasonable balance among the technological, environmental, social, and
economic factors. In terms of technology, a lot of problems associated with UCG were solved already
in the last few decades. The improvement was focused on obtaining (i) good and nearly constant
gas quality and heating value; (ii) high thermal efficiency and resource recovery; (iii) high process
efficiency and equipment reliability; (iv) high predictability; (v) good control on the combustion front;
(vi) handling bituminous coal; and (vii) handling the depth of the coal and gas clean-up [108]. The
improvements also focused on identifying site specificity and a preferable well spacing. However, a
few critical issues are still remaining, such as subsidence, ground water depletion and contamination,
controlling ground water influx, and gas leakage. These issues associated with environmental risk are
considered as the greatest threats for commercialization. Thus, the main challenge is to address the
professional management of the environmental risks [108,109].

Several field trials and a few commercial applications of UCG indicate that UCG is very site
-specific [10,11]. The technical and commercial risk factors can be decreased considering appropriate
site selection by assessing the site, particularly the depth of the coal seam as well as of the overlying
and underlying strata, and the geotechnical factors such as the strength, jointing, and deformability
of the overlying strata, the surrounding geology, and the hydrogeology [10,109]. In order to proceed
with site selection, more detailed knowledge is required for subsidence and water influx. There is still
a lack of knowledge of the factors regarding underground water influx and subsidence. However, a
more detailed understanding of modeling including the factors for subsidence and water influx can
predict the conditions from the output.

Beside the technical and environmental concerns, public perception is very decisive in permitting
the process for UCG [109]. Thus, cultivating public acceptance of the technology is another
challenge. Recently, the UCG association has been working as an information source of UCG
and they are promoting the commercial, social, and environmental benefits of UCG, providing a
public and independent information service on aspects of UCG and representing it at the highest
levels of governments, regulatory bodies, licensing authorities, energy groups, decision-makers,
environmental groups, and the media, maintaining strong links with academia and focusing on
education, training, and regulation [110]. As a result, stakeholders are gaining confidence in the
new technology and the worldwide professional as well as non-professional communities are getting
well educated about UCG technology. They are recognizing UCG as the clean energy source of the
future with its outstanding advantages, such as the elimination of coal stock piles and coal transport
and much of the disturbance at the surface, low dust and noise levels, the absence of health and safety
concerns relating to underground workers, the avoidance of ash handling at power stations, and the
elimination of SO2 and NOx emissions [111].

Finally, the economics of production and utilisation of the gas plays an important role for
commercialization. The primary use of syngas obtained from UCG is to generate electricity; however,
in order to achieve an expanded and diversified economy, the syngas are now being used as
in many applications, such as the production of chemicals (e.g., hydrogen, ammonia, methanol,
ethanol, urea, naptha) or liquid fuels (gasoline, diesel, jet fuel, LPG, etc.). In addition, research
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shows that UCG- IGCC (integrated gasification combined cycle) power plants are cheaper and
carbon-efficient [112]. According to the analysis of Brand [113], the cost of syngas production is
highly competitive against the available substitute on the market of Central East Europe. The scenario
is different for other countries where natural gas is abundant and cheap. The most vital economic
factor that delays the commercialization of UCG is the market force—lower natural gas prices. Thus,
it is expected that the development of UCG will be in those countries where there is a scarcity of
natural gas and an abundance of coal such as in South Africa, China, and Australia, where these
developments are taking place with more vigour.

However, at present, the lack of investor confidence and the slower uptake of UCG in the
economic climate are due to the absence of the information of a fully operational plant using
up-to-date UCG technology [109]. As the worldwide pilot plants of some renowned companies
including Linc Energy Ltd., Cougar Energy Ltd. and Carbon Energy Ltd. are working toward the
commercialization of UCG and are very close to the commercialization [27], the situation is expected
to change very soon in the near future.

4. UCG-CCS (carbon capture and storage)

Currently, sequestration of CO2 in a subsurface is becoming popular worldwide because of
moving towards a low-carbon future. The unminable coal seams are currently being considered as
carbon dioxide sinks [111,114]. The accessibility of carbon dioxide to the pores of unworked deep
coal seams is limited by the porosity and permeability of coals that tend to decrease with increasing
overburden pressure [115]. However, the void created due to gasification and the amount of coal
chars left behind after the UCG process triggers the possibility of storing carbon dioxide in that
depleted space known as UCG-CCS [116].

Considering the chemistry of gas storage, studies show that gas storage in coal occurs in both
the adsorbed phase and the free gas phase. At low pressure, the carbon dioxide storage potential in
coal seams is mainly a function of its adsorption capacity; however, at high pressure, it is a strong
function of the accessibility to CO2 with respect to pore space for free gas [115–117]. Although the
volume of pores in coal is much smaller than in other reservoir rocks, the storage potential of CO2 in
coal significantly differs from other rocks and exceeds its open pore volume by an order of magnitude
predominantly due to the surface adsorption of micropores [117]. Saghafi et al. [117] reported that coal
micropore surface area can reach several hundreds of square meters per gram of solid, which makes
large areas available for gas adsorption. However, the development of micropores is a function of
coal rank, temperature, and coal composition [117].

There are a number of reports concerning CO2 storage potential in underground coal seams
of different ranks [118]; however, there were inadequate reports of CO2 storage potential in the
coal seams subsequent to gasification. Recently, case studies of the feasibility for UCG-CCS storage
have been carried out in the Powder River Basin of Wyoming, US [7,93,113,119], at a selected site
in Bulgaria [91,93], and at the Williston Basin, North Dakota, US [108]. Roddy and Younger [111]
studied the potential of carbon storage and addressed surface subsidence and aquifer contamination
as the main challenges for UCG-CCS application; however, in a later paper, Younger [120] studied
hydrogeological and geomechanical aspects of UCG and proposed an action plan in order to avoid
subsidence and aquifer contamination in the life cycle of UCG-CCS operations. In order to predict
these risks, geomechanical and hydrogeological models are required. The models that dealt with
surface subsidence and water hydrology in the UCG process can be found in recent references:
Yang et al. [97], Sheng et al. [98]. From the studies, it appears that careful planning, appropriate site
selection, adequate engineering and modeling, and professional management are the keys in order to
implement UCG-CCS schemes successfully. It was also understood from the literature that the cavity
should be located deeper than 800 m, so that CO2 can be stored in the supercritical state, allowing
significantly higher utilization of the pore space [7,111]. Another interesting feature of UCG-CCS is
the cavity temperature during CO2 injection. As the temperature in the cavity of the UCG process
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reaches more than 1000 ˝C, the reactor cool-down process is essential for the preparation of UCG
cavities for the subsequent CO2 storage. The cooling of the cavity can be achieved either naturally
very slowly; however, forced cooling with water flushing can significantly decrease the duration of
the cool-down process by a factor of more than three hundred [99]. Finally, the implementation of
UCG-CCS must be dependent on economic feasibility. Although very few studies are available on
the economic assessment for the evaluation of UCG-CCS schemes [98,121], much remains to be done.

5. Conclusions

A number of significant modeling efforts and the outcomes of these models are presented in this
review. The effect of operating conditions, such as temperature, pressure, injected gas composition
and flow rate, and steam/O2 ratio on gas composition or cavity growth rate are revealed by a number
of models. For most of the cases, the results are in qualitative agreement among the models. However,
it is hard to compare the results quantitatively when the approach of the models and assumptions
are different.

The packed bed models are applicable for highly permeable porous media only. Due to the
assumption of highly porous media, Darcy’s law has been considered for fluid flow. Thus, the
possibility of turbulent flow at any location of the gasification channel was ignored. None of the
models considered radiation heat transfer and heat loss to the surroundings. However, most of the
packed bed models considered a detailed physical and chemical model, based on experimental and
theoretical comparisons and correlations. Comprehensive drying and pyrolysis sub-models were
also considered in most of the packed bed models. As a result, the packed bed models exhibit good
agreement for gas compositions measured from laboratory experiments. In order to calculate the heat
recovery and gas composition, the model can be very effective. However, the cavity shape could not
be obtained by any of the existing packed bed models due to their 1D framework. Another difficulty
is to incorporate thermo-mechanical failure into the models due to their approach. As a result, the
extension of these models to field trials is formidable.

The channel models overcome the limitation of the packed bed models in regards to calculating
the cavity shape and size. In this method, a permeable channel between the injection and production
holes is preferred. Coal is considered to be gasified only at the perimeter of the expanding permeable
channel. Natural convection is considered the most important phenomenon for the mixing of the
injected blast gas and the gas coming from the channel wall. All models of heat transfer were
considered in most of the channel models. Some models successfully incorporated water influx. Fluid
flow was not limited to Darcy’s law. As a result, in some models, the transport of heat and species
inside the cavity was considered to be governed by empirical correlations for turbulent transport
phenomena in enclosures. However, most of the channel models neglected drying and pyrolysis,
which are considered very important in other approaches of UCG models. Very few models included
thermo-mechanical failure. Despite this fact, most of the channel models were validated with the data
from field trials. The channel model is found to better calculate sweep efficiency. Most of the existing
channel models are in 2D. However, recently, a few 3D models have been developed from which the
cavity shape and size are visibly obtained.

The coal slab models describe the process by movement of various defined regions in a coal slab,
usually perpendicular to the flow of the injected blast gas. The special feature of the coal slab model is
the tracking of drying and combustion front movement. These models can successfully demonstrate
the drying and devolatilization behaviour of large coal particles; however, these models are yet to
be validated using UCG field trial data. Due to the assumption of semi-infinite coal slab, it can be
speculated that this model is only good for thick coal layers. All the models so far were developed by
considering that coal slabs are one-dimensional (1D). As a result, information on cavity shape cannot
be obtained from these models.

Regardless of the approach of the models, there is not a single model that includes all
the important physical and chemical models for the successful prediction of UCG. Although
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thermo-mechanical failure is a fact for field trials, there are only very few models that consider this
phenomenon with unrealistic and simple assumptions. Because of computational time, most of the
earlier models are either in a 1D or 2D framework. Even the 3D models developed thus far are
very simple and did not consider the details of the physical and chemical models. Considering all
these facts about the UCG models, one should follow the approaches of the models depending upon
one’s objective and available data at hand; for example, one may attempt to follow the approach
of the channel model if he/she is interested in modeling the cavity growth, where others may be
interested in the packed bed model for gas composition using fairly complicated chemical process
and design parameters.

Developing a successful UCG model requires a sound understanding of physical theory as
well as knowledge of details to interpret field test and laboratory experimental results in order to
successfully predict the field test data and predict the performance of a new site before proceeding
with gasification. It is established that each potential UCG site will be unique, so design parameters
(i.e., coal seam depth, thickness, inclination, coal properties, moisture content, water influx, etc.) are
needed to be dealt with first, before operating and performance parameters. That is why a number
of experimental laboratory data are needed in order to develop the viable correlation of various
properties to use in the model to enhance the accuracy and range of the applicability of the model.
A detailed analysis is required for a specific UCG site for seam geology, properties, overburden
properties, and hydrology in order to anticipate the possible types of changes in the state of the
roof rock so that the approach of modeling can be carefully chosen. The future focus should be the
development of a model in a three-dimensional frameworks including all the factors that affect the
performance of the UCG.

Commercialization of UCG technology is a vital issue due to some challenges, primarily the
environmental concerns and the low energy prices. However, due to recent repeated trial success,
progress in handling the environmental issues and the improvement in costs and, finally, the global
need for new clean energy sources, UCG is becoming very appealing to the energy sectors. As a result,
a number of worldwide renowned companies are working effectively towards commercialization.
Considering all these facts, it can be said that UCG is now on the platform close to commercialization.
In addition, recent feasibility studies on UCG-CCS schemes added a low-carbon future to UCG.

A number of modeling approaches to gasification and their applicability and relevance have
been carefully reviewed. Research in this area is necessary to proceed in order to able to successfully
develop and implement the UCG process.
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Nomenclature

Unit
aij, akj Stoichiometric matrix
C Molar concentration of gas species mol/(m2s)
Ci Molar concentration of species i (gas) mol/(m2s)
Cw Molar concentration of water mol/(m2s)
C2 Inertial resistance factor 1/m
Cpg Specific heat of gas J/(mol K)
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Cps Specific heat of solid J/(mol K)
Cpw Specific heat of water J/(mol K)
C1ε, C2ε Constant for turbulence model
D Solid thermal Conductivity W/(m K)
Di Diffusion coefficient of gas species m2/s
De f f Effective diffusivity m2/s
d Pipe diameter M
e Specific internal energy of flowing gas J/mol
es Solid specific energy J/mol
E Activation Energy J/mol
G Number of gas species
Gr Grashof number
Gkt , Gb Source terms for turbulence model kg/(m¨ s3)
h Specific enthalpy of flowing gas J/mol
hi Specific enthalpy of gas species i J/mol
hk Specific enthalpy of solid species k J/mol
hT Convective heat transfer coefficient W/(m2¨K)
H1, H2 Coal seam length and height respectively M
Hi Heat of combustion of gas species i W/m3

∆Hi Heat of reaction of species i W/m3

∆Hv Heat of evaporation of water J/mol
ji Total flux of gas species i mol/(m2¨ s)
J Gas diffusion flux vector kg/(m2¨ s)
K Number of solid/condensed species
k Rate constant
ko Frequency factor
kt Turbulent kinetic energy J/m3s
Kd Thermal conductivity of dried coal W/K
Kw Thermal conductivity of wet coal W/K

ke f f
Effective thermal conductivity calculated from thermal
conductivity of solid and gas

W/K

ky Mass transfer coefficient mol/(m3¨ s)
Le Entrance length M
.

m Mass flow rate kg/s
M Moisture content of coal
Mk Molecular weight of solid species k kg/mol
Mw Molecular weight of water kg/mol
p Pressure Pa
p8 Pressure in blast region outside of cavity boundary layer Pa
P Total pressure Pa
pw Vapor pressure of water Pa
Pr Parameter
Pr
˝ Base value of the parameter

∆pr Perturbation of the value of parameter
Qg Energy release in gas due to chemical reactions J/m3s
Qs Solid energy source rate J/m3s
r Radius in cylindrical coordinates M
Rj Jth reaction rate mol/(m3¨ s)
Rc´ij Rate of reaction of carbon with O2, CO2, H2O and H2 mol/(m3¨ s)
RT Total chemical rate of reaction mol/(m3¨ s)
Rc Effective chemical rate of reaction mol/(m3¨ s)
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Rm Mass transfer rate associated with reaction mol/(m3¨ s)
R Gas constant J/(mol K)
ratei Reaction rate kg/(m3¨ s)
Re Reynolds number
Sm Gas phase mass source due to chemical reactions kg/(m3¨ s)
S Specific surface area 1/m
Sc Schmid number
Sh Sherwood number
S(pr) Sensitivity of parameter
Ss Solid species mass source per unit volume of bed kg/(m3¨ s)
Sϕ Source term due to heterogeneous chemical reactions kg/(m3¨ s)

Sϕ
Source term for porosity, calculated based on reactions
in coal

s Upstream end velocity cm/min
sb Downstream end velocity cm/min
T Gas temperature K
Ts Solid temperature K
Td Temperature in the dried core region K
Tw Temperature in the wet core region K
Tvap Evaporation temperature K
x, y Space coordinate
X py, tq Burn front location M
x Location of drying front M
xrz Total length of the reaction zone M
X Char conversion
Yi mass fraction of species in gas phase
Ysi Mass fraction of solid component
Ym Source term for kinetic energy kg/(m¨ s3)
yi Mole fraction of species in gas phase
yw Mole fraction of water
yl Limiting reactant
u Superficial velocity (gas) m/s
uw Mobile water velocity m/s
U Velocity of uniform stream m/s
v Velocity vector (gas) m/s
|v| Velocity (scalar) of gas m/s
vs Superficial solid velocity m/s
vc Burn front velocity m/s
vcv Cavity growth rate m/s
VM Volatile matter at any moment
VM* Volatile matter content from proximate analysis
wk Mass fraction of solid species k
wc Weight fraction of carbon in charcoal

.
wkt ,

.
wε User defined source terms

Greek Symbols
ρ Blast density kg/m3

ρg Density of gas kg/m3

ρs Density of solid kg/m3

ρk Density of kth solid species kg/m3

ρw Density of liquid water kg/m3

ρwo Uniform initial moisture density kg/m3
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ϕ porosity
ϕlim Upper limit of porosity
ϕe Bed porosity external to particles
Ψ Stream function
µg Viscosity of gas Pa¨ s
µt Turbulent viscosity Pa¨ s
ε Rate of dissipation of turbulent kinetic energy m2/s3

α permeability m2

αo Initial permeability m2

η Dimensionless position variable in vertical direction
ηr Resistance parameter
γ Resistance parameter
ξ Dimensionless position variable in horizontal direction
β Weighing coefficient
σ Experimental parameter in permeability-porosity equation

σε, σkt

Prandtl number for the turbulent kinetic energy and its
rate of dissipation, respectively

φ User defined scalar
φv Velocity potential
θ Angle between x axis and radius in cavity
κ Radiation extinction coefficient 1/m
Γ Diffusion coefficient
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