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Abstract: A true physical understanding of the mysteries involved in the recovery process 

of the wake momentum deficit, downstream of utility-scale wind turbines in the 

atmosphere, has not been obtained to date. Field data are not acquired at sufficient spatial 

and temporal resolutions to dissect some of the mysteries of wake turbulence. It is here that 

the actuator line method has evolved to become the technology standard in the wind energy 

community. This work presents the actuator line method embedded into an Open source 

Field Operation and Manipulation (OpenFOAM) large-eddy simulation solver and applies 

it to two small wind farms, the first one consisting of an array of two National Renewable 

Energy Laboratory 5 Megawatt (NREL 5-MW) turbines separated by seven rotor diameters 

in neutral and unstable atmospheric boundary-layer flow and the second one consisting of 

five NREL 5-MW wind turbines in unstable atmospheric conditions arranged in two 

staggered arrays of two and three turbines, respectively. Detailed statistics involving power 

spectral density (PSD) of turbine power along with standard deviations reveal the effects of 

atmospheric turbulence and its space and time scales. High-resolution surface data extracts 

provide new insight into the complex recovery process of the wake momentum deficit 

governed by turbulence transport phenomena. 

Keywords: wake turbulence; wake recovery; turbulence transport; actuator line method; 

large-eddy simulation 
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1. Introduction 

Though being one of the fastest growing sources of renewable energy, the wind industry faces a 

number of challenges today. One of the many difficulties involves an incomplete understanding of the 

aerodynamics within the wind farm. Wind turbines are progressively more arranged in multiple arrays 

both onshore and offshore. The associated array performance has a strong correlation to the spatial 

distance between turbines in an array. This comes at no surprise since a well-designed utility-scale 

wind turbine can extract up to 50 percent of the wind power passing through its rotor disk area. The 

resulting viscous shear layer requires some distance to develop and to restore the momentum and 

energy that have been extracted by an upstream wind turbine. Therefore, in the wind energy 

community, the accurate computation of the wake momentum deficit downstream of a wind turbine 

and its recovery governed by wake shear and turbulence transport, see Figure 1, is vital information for 

wind farm operators in order to maximize energy capture and minimize losses associated with power 

transfer to the electrical grid. In general, Unsteady Reynolds-Averaged Navier-Stokes (URANS) 

solvers with the k-ε turbulence model have been used in most cases [1–4]; however, it has been found 

that the stability state of the atmosphere can have a profound impact on the array efficiency of a wind 

farm [5–7]. The stability state of the atmosphere is associated with characteristic sheared inflow, 

surface heating, free-stream turbulence levels, turbulent eddy generation/advection, and the corresponding 

length and time scales. It is now well accepted that all of the above do affect the recovery of the wake 

momentum deficit downstream of a wind turbine, which determines the maximum possible power that 

can be captured by a downstream turbine. It becomes apparent that classical URANS computations are 

not capable of modeling the underlying wake-turbulence physics. To address this issue, the actuator 

line method (ALM) has been implemented into a large-eddy simulation (LES) solver developed within 

the Open source Field Operation and Manipulation (OpenFOAM) framework with the intent to 

establish a technology capable of modeling wind turbine wakes in a realistic atmospheric  

boundary-layer (ABL) flow [7–14]. OpenFOAM is a compilation of C++ libraries meant to solve 

partial differential equations with finite-volume discretization schemes [15]. 

 

Figure 1. The Wake of a Wind Turbine (D = Turbine Rotor Diameter). 
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A typical wind turbine wake can be divided into three main regions, as shown in Figure 1: (i) near 

wake; (ii) intermediate wake; and (iii) far wake. The near wake is characterized by wake expansion 

with an associated further decrease in the mean streamwise (axial) velocity and an adverse pressure 

gradient. This region typically extends between two to three rotor diameters downstream. In the 

intermediate wake, a mixing (shear) layer develops inside and outside of the model streamtube.  

This region is also characterized by the tip vortices becoming unstable and merging into larger-scale 

structures. The end of the intermediate wake is defined as the streamwise distance from the wind 

turbine at which the mixing layer has reached the rotor centerline. In general, this occurs at a minimum 

of five to six rotor diameters downstream. In the far-wake region, the bundled tip vortex structures 

break down into progressively finer scales of inhomogeneous turbulence. After this process is 

completed, the wake can be considered as fully developed, and the recovery of the wake momentum 

deficit continues. 

Improving array (or wind farm) performance while, at the same time, reducing blade fatigue loads 

are vital objectives towards reduced Operation and Maintenance (O&M) costs and to an overall 

reduction in the cost-of-energy (COE) of wind produced power. To date, a detailed understanding of 

the complex flow physics of wind turbine wakes and their mutual interaction has not been attained that 

provides the necessary physics-based understanding of the governing turbulence transport phenomena 

in the wakes of wind turbines. Several researchers have studied different aspects of flow in a wind 

farm to understand some of these complex flows. Porté-Agel, et al. [16] focused their study on effects 

of wind direction on turbine wakes and power losses in a large wind farm using LES. They found a 

strong impact of wind direction on the spatial distribution of turbine-wake characteristics, such as 

velocity deficit and turbulence intensity. They also studied the effect of wind direction on the distance 

available for the wakes to recover before encountering other downwind turbines (in full-wake or  

partial-wake interactions). Another study by Wu and Porté-Agel [17] focused on the atmospheric 

turbulence effect on wind turbine wakes. They performed a detailed analysis of the turbulent kinetic 

energy (TKE) budget in the wakes that reveals an important effect of the incoming flow turbulence 

level on the magnitude and spatial distribution of the shear production and transport terms.  

Sim et al. [18] studied the space-time resolution of inflow representations for wind turbine loads. They 

performed the analyses using Fourier-based stochastic simulation of inflow turbulence and investigated 

loads for a utility-scale turbine in the neutral ABL. Load statistics, spectra, and wavelet analysis 

representations for different space and time resolutions were studied. VerHulst and Meneveau [19] 

studied the kinetic energy entrainment in a large wind farm using LES and the lower-order actuator 

disk method. They found that synthetic vertical forcing at the turbines can have a significant effect on 

the power extraction and the mean kinetic energy entrainment in a large wind turbine array. 

Bhaganagar and Debnath [20,21] focused their attention on the near-wake structure and considered the 

implications of thermal stratification in a stable ABL and the resulting turbulence structures in the near 

wake. They also studied the effect of mean atmospheric forcing of the stable ABL on the wake.  

All their studies were performed using the state-of-the-art ALM [13]. On the experimental side, 

Chamorro and Porté-Agel conducted wind-tunnel experiments on the flow behavior below and above 

rotor disk height in a wind farm under thermally neutral conditions [22]. Here, the former region has a 

direct effect on turbine performance, with turbulence statistics reaching equilibrium downstream of the 

third turbine row (a remaining mystery); the latter region consists of an internal boundary layer, which 
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responds to both the incoming flow and the wind turbines, and an equilibrium layer whose flow 

conditions are primarily conditioned by the wind farm. A major conclusion concerning the existence of 

the two outer layers was that large wind farms can be treated as a special case of surface roughness 

transition. Another experimental work by Chamorro et al. is a milestone in demonstrating the potential 

performance advantage of staggered wind farms [23]. It was found that momentum recovery and 

turbulence intensity are affected by the wind farm layout. Further wind-tunnel experiments were 

performed to quantify the Reynolds number dependence of turbulence statistics in the wake of a model 

wind turbine [24]. A stronger Reynolds number dependence was observed in the near-wake region but 

not in the far wake for rotor diameter-based Reynolds numbers larger than approximately 1 × 105. 

The present work is purely computational and a stepping stone towards unraveling some of the 

remaining mysteries governing wind turbine wakes and array performance. A novel idea of splitting 

axial cross planes “inside” the wind farm, i.e., below maximum turbine tip height, in partitions above 

and below turbine “hub” height provides some new physical insight into the “mysterious” wake 

recovery process and power production within an array. This paper focuses on two conceptual case 

studies, (i) an array of two National Renewable Energy Laboratory 5 Megawatt (NREL 5-MW) wind 

turbines separated by seven rotor diameters and operating in neutral and moderately-convective 

(unstable) ABL flow; and (ii) a wind farm consisting of five NREL 5-MW turbines arranged in two 

staggered arrays of three and two turbines, respectively. The notional NREL 5-MW turbine is chosen 

in this fundamental study as representative in size and power of next-generation wind deployment. 

Though no actual data are available for validation, both the atmospheric boundary layer (ABL) solver 

and actuator line method (ALM) have been validated independently in previous studies [7,13].  

The ALM [1,7–14] models the wind turbines as momentum sinks within the OpenFOAM-LES solver. 

The required high-resolution data extracts for an enhanced physics-based understanding are made 

possible using a surface-extraction post-processing method, FieldView eXtract DataBase (XDB) 

workflow. The analysis uses power spectral density (PSD) plots of time-varying power produced by all 

turbines along with statistics of mean and standard deviation to quantify the effects of the atmospheric 

stability state and turbine-turbine interaction by means of atmospheric and wake generated turbulence. 

Reynolds stresses signifying vertical (R13) and lateral momentum transport (R12), as well as Turbulent 

kinetic energy (TKE) distributions along vertical and horizontal lines are also taken into account for 

quantifying turbulence transport. Furthermore, the analyses incorporate quantification of fluxes of 

mass, momentum, power density, and TKE through the axial cross planes. 

2. Numerical Methods 

2.1. The Actuator Line Method 

The actuator line method (ALM) was originally developed by Sørensen and Shen [1] in an URANS 

solver to model the wakes of wind turbines, arrays of wind turbines, and wind farms. In the ALM,  

a blade is discretized as a series of (typically 25–40) actuator points. Sectional lift and drag forces are 

determined from the local flow velocity and angle of attack (AoA), which are then applied to an airfoil 

lookup table. Figure 2 shows a schematic of the basic concept of ALM. 
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Figure 2. Basic concept of the Actuator Line Method (ALM) for modeling wind turbine wakes. 

Each actuator point in Figure 2 has its own aerodynamic force vector, fN,m = (LN,m, DN,m)T, where 

LN,m and DN,m are lift and drag forces acting on the local actuator element. The indices N and m denote 

the respective blade and the actuator index along that blade. The lift and drag forces computed at these 

actuator points are projected onto the background Cartesian grid as body forces to the momentum 

equation. The force vector, fN,m, is a point force in space-time that cannot be applied directly as a  

body-force to the momentum equations of the underlying flow solver, as this would lead to unphysical 

numerical oscillations. On the contrary, it must be projected onto the grid cells of the surrounding flow 

field in the form of a body force vector, Fp. The ALM accomplishes this task by using a Gaussian 

kernel function, ηN,m, as in: 

, , , , N,m
m
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N

x y z t x y z t  F f  (1)

where the subscript p denotes all the grid points that are affected by all actuator elements N, m. The 

negative sign accounts for the fact that the flow field experiences the equal-and-opposite force that the 

turbine exerts on the flow field. The Gaussian kernel function, ηN,m, is defined as: 

2
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where r is the distance vector between grid point p and actuator element N, m, and ε controls the width 

of the Gaussian. Equation (2) is such that the volume integral of the projected force vector, Fp, equals 

the sum of the original actuator segment force or (blade force), fN,m. It is important to note that the 

kernel function in Equation (2) is a sole numerical spreading of forces that is required for numerical 

stability but without any physical reasoning or implications. Recent advances by Jha et al. [12–14] 

suggest that ε should follow an elliptic distribution along the blade span in order to predict accurately 

spanwise blade loads consistent between various rotor geometries and grid spacing. All the ALM 

simulations performed in this work use the elliptic distribution of Gaussian spreading width, ε. 

Sørensen et al. [25] have recently published a comprehensive review work on the study of wind 

turbine wakes using the ALM. 
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2.2. The ABLPisoSolver in OpenFOAM (OpenFOAM-LES) 

The ABLPisoSolver is an LES solver capable of creating turbulent wind fields under a variety of 

atmospheric stability conditions. Data from these simulations are used as precursor wind fields to drive 

an ALM wind farm simulation. The ABLPisoSolver can also be used with uniform inflow conditions, 

and the generation and advection of turbulent eddies downstream of an ALM modeled wind turbine 

can be studied. In the ABLPisoSolver, the incompressible Navier-Stokes equations are spatially 

filtered such that the larger and non-isotropic turbulent scales (large-eddy scales) are directly resolved; 

the smaller and more isotropic scales are modeled using Smagorinsky model [26] for the sub-grid scale 

(SGS) viscosity. The filtered continuity equation [11,13] is described as: 

   0j
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
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where the overbar indicates the filtering, and jjj uuu ' is the velocity vector of the resolved scale. 

This velocity vector is the difference of the instantaneous velocity vector, uj, and the SGS velocity 

vector, u′j. The filtered momentum equation reads: 
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Here εijk is the alternating symbol, Ωj is the rotational rate vector at a location on the planetary 
surface, p~  is the deviation of the resolved pressure, p , from the hydrostatic pressure plus the SGS 

energy contribution (all normalized by the density, ρ0), D
ijR  is the deviatoric part of the SGS stress 

tensor, the buoyancy term containing the density ratio ρb/ρ0 is handled by the Boussinesq 
approximation, gi is gravity, and ixp  / is a constant horizontal-mean driving pressure gradient. 

Viscous terms are not included in Equation (4) due to the assumption of high Reynolds number flow. 

The grid force vector (or body force), Fp, describes the momentum forcing due to ALM governed 

by Equation (1). A finite-volume method on unstructured meshes is used to solve the governing 

equations with all variables being cell-centered and collocated on the grid. Fluxes of velocity at the 

finite-volume faces are interpolated similar to the work of Rhie and Chow [27] in order to avoid 

pressure-velocity decoupling. Further interpolation from cell centers to faces is handled with a blend of 

linear (second-order central differencing) and midpoint (second-order differencing with equal 

weighting regardless of mesh stretching) with a small amount of first-order upwinding. The classical 

PISO (Pressure-Implicit Splitting Operation) algorithm by Issa [28] is used for time advancement, 

which is an implicit predictor/corrector scheme. The implicit terms are integrated in time using  

second-order Crank-Nicolson discretization. We use one predictor followed by three corrector steps. 

The time steps used in the simulations are determined by a more stringent condition than the standard 

CFL criterion. For all cases considered in this work, the time step is chosen such that the blade tip does 

not traverse more than one grid cell per time step in the innermost refinement zone. The Poisson 
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equation for the pressure is solved using a geometric agglomerated algebraic multigrid (GAMG) 

solver. The message-passing interface (MPI) is used for solver parallelization. 

2.3. Computational Grids and Simulation Methodology 

A typical baseline grid for an ALM OpenFOAM-LES simulation contains several refinement zones. 

Figure 3 indicates the end of the outer refinement zone (red rectangle) and the beginning of the 

innermost refinement zone (green rectangle). In general, the outer grid dimensions span from −5D to 

+10D in the streamwise and −5D to +5D in the other two directions with the location of the first rotor 

being the reference point. The grid spacing in the outer refinement zone is approximately 10 m. These 

grid dimensions are based on common practice used in the wind energy community [7–14]. The 

innermost refinement region starts 2.5D upstream of the first turbine row and extends all the way into 

the wake. For the best LES accuracy, the grid spacing in the innermost refinement zone is uniform 

with a cell aspect ratio of approximately one. In case of the NREL 5-MW turbine, it was found that  

25 grid points are needed along the actuator line to compute integrated rotor thrust and torque to within 

2% of a reference case with grid refinement. This results in a near-turbine grid spacing of approximately 

2.5 m. In other words, this results in turbulent eddies being directly resolved down to length scales 

close to the blade tip chord. A baseline grid used for ALM turbine-turbine interaction simulations,  

as shown in Figure 3a, contains a total of approximately 15–20 million cells with the turbines being 

spaced 7 rotor diameters apart from each other. The conceptual arrangement with 5 wind turbines 

considered in this work, as shown in Figure 3b, contains a total of 32 million cells. Here the turbines in 

each of the two arrays are spaced 6 rotor diameters apart, and the spanwise distance between the arrays 

is 2.5 rotor diameters. For a typical tip speed ratio of about 5 for utility-scale wind turbine rotors at an 

average wind speed, e.g., VWind = 8 m/s, this means that it takes approximately 40 rotor revolutions  

(or 250 s of real time) for the wake to exit the computational domain. On 512 2.6 GHz processors, 

such a baseline run of the turbine-turbine interaction problem using the ALM OpenFOAM-LES solver 

requires about 5 days of wall-clock time, and the 5-turbine case requires about 10 days of wall-clock 

time to simulate 500 s of real time. 

 
(a) (b) 

Figure 3. Nested grids used for the ABL-ALM simulations. (a) Turbine-Turbine Interaction; 

(b) 5-Turbine Wind Farm.  
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2.4. FieldView XDB Workflow 

Post-Processing of CFD data is often regarded as mundane and straight forward; however, without 

careful thought about the post-processing workflow required for data analysis, an investigator would 

not be able find the scientifically valuable gems contained within a dataset, particularly for a large 

unsteady dataset. For example, the flux analyses performed in this work and further described in 

Sections 3.3.2. and 3.3.3. required 10 rotor revolutions of data and would have required up to  

10 Terabytes of volume grid and solution data files written and saved for processing, exceeding the 

user storage policy of the Penn state compute cluster. In this work, the CFD post-processing tool 

FieldView [29] was used to reduce the data by creating iso-surface and coordinate-surface extracts that 

were then used for flow-field visualizations, see also Bashioum et al. [30], and to integrate turbulent 

kinetic energy and momentum flux for detailed wake analyses. 

To create these surfaces, a concurrent set of batch jobs were executed across up to six compute 

nodes, each in shared-memory parallel mode using up to 16 cores and 32 GB of memory. Each batch 

job read the OpenFOAM volume data files and created iso-surfaces of vorticity magnitude, coordinate 

and arbitrary planar surfaces. Once these surfaces were saved to the disk, the volume data were 

deleted. Each surface extract has the same grid resolution as the original volume grid; however, all the 

FieldView XDB files are 30 times smaller than the original OpenFOAM volume data. The XDB file 

contains the iso-surface geometry along with the corresponding scalar quantities of velocity and 

vorticity magnitudes. For the coordinate and planar iso-surfaces, the time-variant mean and 

instantaneous velocity vector, vorticity vectors, and turbulent kinetic energy were saved. The XDB 

files were then transferred to a local workstation where the visualizations were created and further data 

analyses (such as momentum integrations) were performed. 

Because the user no longer has to load very large unsteady datasets, the workflow outlined above 

enabled the correlation of flow-field visualizations against detailed wake-integration analyses. The 

OpenFOAM solver creates a flood of CFD data, on the order of 10 Terabytes of volume data that 

would have been extremely tedious, if not impossible, to post-process using contemporary volume data 

and file-based serial post-processing. Once these surfaces were written to disk, further post-processing 

was tractable as demonstrated by the results presented in Section 3.3.3. 

3. Results and Discussion 

In the following, two conceptual case studies of the ALM OpenFOAM-LES solver are presented. 

The first example concerns an array of two NREL-5MW turbines, a layout of which is shown in  

Figure 3a. The effect of the atmospheric stability state on turbine-turbine interaction is quantified using 

mean and standard deviation of turbine power, wake-velocity profiles, Reynolds stresses, and the 

associated turbulent kinetic energy (TKE) downstream of the turbines. For the second example, a small 

wind farm consisting of five turbines arranged in two adjacent staggered arrays, a layout of which is 

shown in Figure 3b, is considered under moderately-convective atmospheric conditions. In addition to 

mean power and standard deviation, a number of integration planes are defined with the intent to 

investigate the net streamwise turbulent momentum transport through the rotor disk area. Results 
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obtained are discussed with an emphasis towards an enhanced physics-based understanding of the 

evolution of turbine power within an array. 

3.1. Atmospheric Boundary Layer Precursor Simulations (OpenFOAM-LES) 

For the turbine-turbine interaction problem, two stability states were considered, i.e., a neutral 

boundary layer (NBL) and a moderately-convective boundary layer (MCBL) with a  

surface-temperature flux, qs, of 0.04 km/s, both with a surface roughness, z0, of 0.001 m typical of a 

marine ABL over calm sea. The wind farm consisting of five wind turbines was considered under 

MCBL conditions only, with the MCBL precursor produced with a surface roughness of z0 = 0.2 m 

typical of a flat onshore terrain [31]. For all ABL precursor simulations, a horizontally-averaged mean 

wind speed of 8 m/s is obtained at hub height (90 m) all through the domain by adjusting the 

streamwise pressure gradient. A constant grid spacing of 10 m was used through the 3 km × 3 km × 1 km 

domain. Both ABL precursor simulations were performed until a quasi-stationary state was achieved, 

i.e., after 18,000 s for the NBL case and 12,000 s for the MCBL case. The quasi-stationary state is 

determined by the convergence of friction velocity, u*. After achieving the quasi-stationary state, data 

to be used in the ALM simulations were stored for subsequent 2000 s at an interval of 0.5 s. These 

precursor data serve as boundary condition at the inlet planes for the ALM simulations. Turbulence 

statistics applied to the ABL precursor simulations are reported in previous papers [12–14]. Table 1 

summarizes the primary integral boundary-layer parameters, which were obtained by averaging over the 

last 4000 s of the respective precursor simulations. 

Table 1. Integral boundary-layer parameters of precursor simulations, OpenFOAM-LES. 

(Surface heat flux qs = 0.04 km/s for MCBL cases). 

Precursor Simulation Stability Ug (m/s) Ih (%) u* (m/s) w* (m/s) zi (m) −zi/L t* (min)

Turbine-Turbine  
Interaction (z0 = 0.001 m) 

NBL 9.1 4.9 0.27 0 755 0 46 
MCBL 8.0 7.0 0.33 0.99 745 10.99 12 

5-Turbine Wind Farm  
(z0 = 0.2 m) 

MCBL 10.4 8.9 0.53 1.00 765 2.70 13 

In Table 1, Ug is the geostrophic wind as a result of a horizontally-averaged mean wind  

speed at hub height of 8 m/s. The turbulence intensity at hub height, Ih, is defined as  

Ih = [1/3(<u’u’>2+<v’v’>2+<w’w’>2)]1/2/<U>h. Table 1 also contains the convective velocity,  

w* = (g·qs·zi/Θ0)1/3 where Θ0 is the potential temperature and zi is the boundary-layer height 

determined by the height at which the time- and horizontally-averaged total vertical temperature flux has 

a minimum. The ratio of the boundary-layer height to the Obukhov length is –zi/L with the Obukhov 

length defined as L = −(Θ0·u*3)/(g·qs·κ) where κ = 0.4 is the von Kármán constant. The large-eddy 

turnover time, t*, is defined as t* = zi/u* in the NBL case and as t* = zi/w* in the MCBL cases. It can be 

seen that the boundary-layer height, zi, is similar for all cases; however, the stability state as 

characterized by −zi/L is particularly reflected in Ih, u*, and w*, with the case of highest surface 

roughness, z0, showing the highest friction velocity, u*. Of particular note is the difference in the  

large-eddy turnover time, t*, between the NBL and MCBL cases as will be further discussed in  

Section 3.2 with respect to the wake recovery process. 
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Figure 4 comprises some turbulence visualizations of the three precursor simulations; the blue  

iso-surfaces define low-speed streamwise velocity fluctuations at −1.25 m/s, the red iso-surfaces show 

vertical updrafts at +1.00 m/s. It can be seen that practically no vertical updrafts are present in the NBL 

case, while the unstable (MCBL) cases reveal organized vertical structures. 

 
(a) (b) (c) 

Figure 4. Iso-surfaces of instantaneous streamwise (blue, −1.25 m/s) and vertical  

(red, +1.00 m/s) velocity fluctuations in atmospheric boundary-layer precursor simulations 

(OpenFOAM-LES). (a) NBL (z0 = 0.001 m); (b) MCBL (z0 = 0.001 m); (c) MCBL  

(z0 = 0.2 m).  

3.2. A Turbine-Turbine Interaction Problem (ALM OpenFOAM-LES) 

An array of two NREL-5MW wind turbines was modeled using the ALM OpenFOAM-LES solver. 

The NREL-5MW wind turbine is a notional large wind turbine of 126 m diameter intended for 

offshore operation. It was developed by the National Renewable Energy Laboratory (NREL) and is the 

reference turbine for various trade studies for the deployment of offshore wind energy in the U.S. [32]. 

Figure 5 illustrates iso-surface of vorticity magnitude 0.5 1/s extracted from the computed flow field 

via the XDB methodology described earlier. The second turbine (Turbine 2) is located 7 diameters 

downstream of the first turbine (Turbine 1). The ALM domain of 3 km × 3 km × 1 km is forced by 

equilibrium ABL turbulence under neutral and unstable conditions as described above. It is seen in 

Figure 5 that the tip vortices trailing downstream of the first turbine remain stable for approximately 

four revolutions. It is also apparent that the flow becomes dominated by turbulent eddy motion before 

interacting with the second (downstream) turbine and even more so downstream of the second turbine. 

Figure 5 also indicates that tip vortices break down sooner downstream of Turbine 2 than they do 

downstream of Turbine 1. It is shown later in this paper that the enhanced turbulence in the inflow 

plane to Turbine 2 results in a higher standard deviation of turbine power. 

 

Figure 5. Turbine-Turbine interaction in NBL flow (NREL 5-MW Turbines, VWind = 8 m/s). 
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Figure 6 shows an axial plane through the rotor hub colored with instantaneous contours of velocity 

magnitude for NBL flow at time t = 2000 s of the ALM simulation. A CAD model of the NREL 5-MW 

turbine has been added to the figure to illustrate the position of the actuator lines (or rotor blades) at 

this particular instant in time. It can be seen that the upper (above turbine hub height) sheet of tip 

vortices becomes unstable and eventually large structures break down in the wake into progressively 

finer structures of turbulence. It is interesting to note that the lower (below turbine hub height) sheet of 

tip vortices becomes unstable much sooner than its upper counterpart. This is attributed to higher shear 

in the lower parts of the atmospheric surface layer. This is expected to affect the wake profile for the 

upper and lower halves of the rotor disk and hence the wake recovery pattern. In addition, Figure 6 

shows that the root vortices appear less strong, which is attributed to the transition region from the root 

airfoil section into a cylindrical section close to the hub that essentially does not produce any 

aerodynamic lift. The actual root vortices are hence spread over that transition region and thus appear 

to be weaker than the tip vortices. 

 

Figure 6. Instantaneous contours of velocity magnitude (NREL 5-MW Turbine 1, VWind = 8 m/s). 

3.2.1. Turbine Power 

Figure 7 illustrates time series over a total of 2000 s (approx. 300 rotor revolutions) of turbine 

power for both turbines and for both stability states, NBL and MCBL. Several qualitative observations 

can be made. In the NBL case, turbine power drops significantly from Turbine 1 to Turbine 2. This,  

as will be supported later by Reynolds stresses, is due to a slow recovery process of the wake 

momentum deficit in the wake of Turbine 1 in NBL conditions where turbulent mixing processes are 

relatively weak. Furthermore, Figure 7a illustrates that, in NBL flow (blue line), the power produced by  

Turbine 1 responds to atmospheric eddy-time scales. For example, one can notice responses of the 

order of 100 s to about 600 s. As far as Turbine 2 under NBL conditions in Figure 7b is concerned, it is 

apparent that a significant power loss occurs after approximately 200 s when the wake of Turbine 1 

starts interacting with Turbine 2. This time delay in turbine response is consistent with a mean wind 

speed of 8 m/s at hub height and a reduction of this axial velocity, i.e., axial induction due to power 

extraction by Turbine 1. The situation changes in MCBL flow (brown line). As for Turbine 1,  

Figure 7a shows a time series of turbine power that appears to have a similar mean compared to the 

NBL case but exhibits much stronger variations in the turbine response and also at different time 

scales. These larger variations are attributed to vertical updrafts, see Table 1 and Figure 4b, as a result 
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of the surface temperature flux in the case of MCBL flow. Interestingly, the power of Turbine 2 in 

Figure 7b is overall higher in the MCBL case than in the NBL. It will be confirmed with Reynolds 

stresses in Section 3.2.2. that this is due to enhanced turbulent momentum transport down to the 

surface, thus leading to accelerated recovery of the wake momentum deficit in the wake of Turbine 1 

for MCBL compared to NBL flow. Further comparison of NBL and MCBL cases in Figure 7b reveals 

that the MCBL case shows much higher variations about the mean when compared to the NBL case. 

This is again attributed to the presence of strong updrafts in the MCBL flow. 

(a) (b) 

Figure 7. Time series of power (Turbine-Turbine Interaction Problem, VWind = 8 m/s).  

(a) Turbine 1; (b) Turbine 2.  

A detailed look at the power spectral density (PSD) of turbine power is useful to gain insight into 

the frequency content in the time histories shown in Figure 7. Note that, for perfectly isotropic and 

homogeneous turbulence, the slope would be expected to be −5/3 according to Kolmogorov’s law. 

Figure 8 shows plots of PSD of turbine power for both stability states; the −5/3 slope is shown for 

reference. Data were obtained from a statistical analysis of 1700 s of 2000 s of the time series in  

Figure 7. The first 300 s were not considered to let the wake from Turbine 1 go well past Turbine 2. 

The sampling frequency was 50 Hz corresponding to the simulation time step of 0.02 s, thus resulting 

in 85,000 samples. In order to get smooth spectra, 85 windows of 1000 samples each were used, and 

the mean of the PSD of each of these windows was computed and presented in Figure 8. For both 

turbines and both stability states, the dominant frequency is the blade passage frequency 3/rev, i.e., about 

0.45 Hz (for a mean rotational speed of 9.16 RPM). The higher harmonics of n* (3/rev) are also visible in 

Figure 8. They occur because of the fluctuating velocity components that result in a different incoming 

mean shear flow for every single blade revolution. It can also be observed that the peak frequencies of 

Turbine 2 are not perfectly aligned with the multiples of rotational frequency. This is attributed to the 

variable rotor speed of Turbine 2 in response to the turbulent wake from Turbine 1 since the 

downstream turbine seeks the design tip speed ratio (TSR). For both turbines in Figure 8, the NBL and 

MCBL stability states mainly differ in PSD for frequencies lower than 0.45 Hz (3/rev) and higher than 

1.8 Hz (12/rev), with the latter stability state having higher energy content than the former. 

Interestingly, there are similar PSD values of the exact multiples 3/rev up to 12/rev. 
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(a) (b) 

Figure 8. Power spectral density of power (Turbine-Turbine Interaction Problem,  

VWind = 8 m/s). (a) Turbine 1; (b) Turbine 2.  

Figure 9 shows the mean and standard deviation of turbine power, computed over the 1700 s of the 

time-series data of turbine power in Figure 7, for both turbines and both stability states. While  

Turbine 1 does not show a large effect of the atmospheric stability state on turbine power, Turbine 2 

shows an increase in power by 40% in MCBL as opposed to NBL conditions. As is shown later, this is 

due to an accelerated wake recovery process in the presence of strong updrafts under MCBL 

conditions that enhance turbulent mixing and momentum transport in the wake of Turbine 1. Figure 9b 

reveals that the standard deviation in turbine power shows a significant increase under MCBL 

conditions when compared to NBL flow. This is once more attributed to higher turbulence content in 

the MCBL compared to the NBL. The spectra in Figure 8 are only weakly indicative of this; however the 

time series in Figure 7 clearly show the larger variations about the mean turbine power in MCBL flow 

that are integrated to the standard deviations shown in Figure 9b. It is worth mentioning that, while the 

MCBL appears to be advantageous with respect to array efficiency, the significant increase in standard 

deviation also leads to an increase in blade fatigue [33–35]. 

(a) (b) 

Figure 9. Mean and standard deviation of power (Turbine-Turbine Interaction Problem, 

VWind = 8 m/s). (a) Mean; (b) Std. Deviation.  
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3.2.2. Wake Velocity Deficit 

It was noted in the previous section on turbine power that the time series, spectra, and statistics of 

turbine power for the two stability states are different. These differences are more pronounced for 

Turbine 2. This was attributed to the difference in turbulent mixing pattern and wake recovery process 

for the two stability states. This is further supported by analyzing the wake profiles. Figure 10 shows 

velocity distributions in the wake of both wind turbines and at both stability states, i.e., NBL and 

MCBL flow. The mean velocity profiles obtained from the precursor simulations of the NBL and MCBL 

are shown for comparison. It can be seen that both mean ABL precursor velocity profiles do have the 

same axial velocity of 8 m/s at hub height. Due to its higher turbulence content the MCBL velocity 

profile has less shear, though higher skin friction, compared to the NBL. This is consistent with the 

behavior of turbulent boundary layers. Figure 10a shows mean velocity profiles at a distance of two rotor 

diameters downstream of Turbine 1. In comparison to the corresponding precursor ABL velocity 

profile, it is evident that momentum extraction is lowest at the hub and highest close to the blade tips, 

which is consistent with wind turbines producing the maximum torque per unit length close to the 80% 

spanwise station along the blade and in the upper half of the rotor disk. An interesting observation is 

that the momentum/power extraction at Turbine 1 appears to be more uniform in MCBL compared to 

NBL conditions. This is likely due to the fact that the mean MCBL velocity profile has less shear 

compared to the NBL velocity profile. Furthermore, under NBL conditions (blue line), the wake has 

recovered noticeably less below hub height than for the MCBL case, even though the mean streamwise 

wind speed below hub height is less than in the MCBL case. At a distance of six rotor diameters 

downstream of Turbine 1 in Figure 10b, both wake velocity profiles exhibit similar trends; however, it 

is evident that the MCBL wake velocity deficit has recovered substantially more than in NBL flow. 

This is consistent with the power of Turbine 2 being higher in MCBL compared to NBL flow. Note 

that Figure 10b essentially shows the inflow one rotor diameter upstream of Turbine 2 (or six 

diameters downstream of Turbine 1). It is apparent from Figure 10b that the mean shear is not the 

primary driver for the momentum recovery in the wake but that it must be due to the difference in 

turbulence between both atmospheric stability states. Figure 10c,d show the corresponding locations 

downstream of Turbine 2. In general, the streamwise velocity deficits in Figure 10c appear more uniform 

than in Figure 10a, which is attributed to an inflow to Turbine 2 (shown in Figure 10b) that has less shear 

than the original mean streamwise velocity distribution obtained from the ABL precursor simulations. 

Figure 10d exhibits a behavior similar to that observed in Figure 10b, i.e., the MCBL leads to a faster 

recovery of the wake velocity deficit than the NBL. Furthermore, both NBL and MCBL velocity 

profiles appear quite similar between Figure 10b,d. This indicates that an additional third turbine is 

likely to show a power production similar to Turbine 2. This will be further investigated for the wind 

farm consisting of five turbines later in this paper. 
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(a) (b) 

(c) (d) 

Figure 10. Mean streamwise velocity distributions in the vertical direction. (Turbine-Turbine 

Interaction Problem, VWind = 8 m/s). (a) 2D downstream of Turbine 1; (b) 6D downstream of 

Turbine 1; (c) 2D downstream of Turbine 2; (d) 6D downstream of Turbine 2.  

3.2.3. Wake Turbulence 

In the previous section, the velocity deficit in the wake was presented. An attempt was made to 

understand the recovery pattern by considering the mean axial velocity. More physical insight into the 

process of wake recovery and turbulence transport can be gained by considering the correlation 

between fluctuations in different velocity components. The convention for describing the different 

velocity components is the following: The first is the axial velocity (Uaxial or simply U). The second 

velocity component is positive along the rightward spanwise direction (when looking from a 

downstream location) and denoted by Us (or V), and the third one is in the vertical direction and labeled 

as Uz (or W). The corresponding fluctuations are u’, v’, and w’. The Reynolds stress component, R12, 

or the statistical correlation between u’ and v’, is an indicator of the meandering behavior of the wake; 

the correlation between u’ and w’, i.e., R13, can be used to understand the entrainment from more 

energetic regions of the ABL above the turbine and wake region. This has been discussed extensively 

in the work by VerHulst and Meneveau [19]. The combined effect of the self-correlation of 

fluctuations in different velocity components (Rii) is a proportional measure of the turbulent kinetic 

energy (TKE). As the wake grows, propagates, and decays downstream of a turbine, the turbulence 
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level in the wake changes. The strengths of tip vortices and their breakdown, which depend on the 

ABL stability state, do affect the turbulence level in the wake. 

Figure 11 shows the R13 distribution along vertical lines for both stability states and at the same 

positions in the turbine wakes as the wake velocity distributions in Figure 10. Note that R13 < 0 

denotes turbulent momentum transport down to the surface. It is clear from Figure 11a,b that the 

MCBL case exhibits higher downward momentum transport than the NBL case, thus leading to faster 

wake recovery in Figure 10a,b and higher power for Turbine 2 in Figure 9a. The negative peak value 

for R13 in Figure 11a,b occurs almost exactly at h/D = 0.5, i.e., the location of the upper blade. 

Next, the TKE is studied along a vertical line (the same as used for the wake velocity deficit and 

Reynolds stress, R13). Similar to Figure 11, the results are presented for 2D in Figure 12a,c and 6D in 

Figure 12b,d downstream of both turbines, and comparisons are made between the two ABL states, 

i.e., NBL and MCBL. As expected, the TKE is higher for the MCBL than for the NBL flow and 2D 

downstream of the first turbine in Figure 12a. It is interesting to note, though, that the TKE in the 

NBL grows at a higher rate in the turbine wakes than in the MCBL, as evidenced in Figure 12b–d. It 

can be observed that at 2D downstream of both turbines, Figure 12a,c, the peak TKE occurs at the 

upper edge of the wake at h/D = +0.5. At 6D downstream of both turbines in Figure 12b,d, the TKE 

distribution is more spread along the vertical lines. This can be attributed to wake rotation and 

ensuing turbulent mixing. The observation regarding peak TKE along vertical lines at different 

downstream locations is consistent with the flow field in an axial plane shown in Figure 6. 

 
(a) (b) 

 
(c) (d) 

Figure 11. Reynolds stress R13 distribution in the vertical direction. (Turbine-Turbine 

Interaction Problem, VWind = 8 m/s). (a) 2D downstream of Turbine 1; (b) 6D downstream 

of Turbine 1; (c) 2D downstream of Turbine 2; (d) 6D downstream of Turbine 2.  
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(a) (b) 

 

(c) (d) 

Figure 12. Turbulent Kinetic Energy (TKE) distribution in the vertical direction.  

(Turbine-Turbine Interaction Problem, VWind = 8 m/s). (a) 2D downstream of Turbine 1; 

(b) 6D downstream of Turbine 1; (c) 2D downstream of Turbine 2; (d) 6D downstream of 

Turbine 2.  

Figure 13 shows the R12 distribution along a horizontal line at turbine hub height (or h/D = 0) for 

both stability states and at 2D and 6D downstream of both turbines. Note that R12 > 0 for ds/D < 0 and 

similarly R12 < 0 for ds/D > 0 represent turbulent momentum transport into the rotor disk area. This can 

be indeed observed in Figure 13a. Of note is an apparent shift in R12 to the left, signifying a 

meandering motion to that side over the averaging time interval of 1700 s. The sequence through 

Figure 13a–c further shows a reduction of inboard momentum transport for ds/D > 0, which is 

attributed to the effective rotor disk area (and associated wake-induced turbulence) having meandered 

towards ds/D < 0. It is worth mentioning that the positive and negative peaks in R12 are again 

distributed more symmetrically 6D downstream of Turbine 2 in Figure 13d and similarly for both 

stability states. It appears that the combined wake of both turbines may have been sufficiently 

developed such that differences in inboard turbulent momentum transport through R12 do not show 

significant differences between the two stability states; this is different, though, for the TKE level as 

shown in Figure 14d. 
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(a) (b) 

 
(c) (d) 

Figure 13. Reynolds stress R12 distribution in the horizontal direction. (Turbine-Turbine 

Interaction Problem, VWind = 8 m/s). (a) 2D downstream of Turbine 1; (b) 6D downstream 

of Turbine 1; (c) 2D downstream of Turbine 2; (d) 6D downstream of Turbine 2.  

 
(a) (b) 

 
(c) (d) 

Figure 14. Turbulent Kinetic Energy (TKE) distribution in the spanwise direction at hub 

height. (Turbine-Turbine Interaction Problem, VWind = 8 m/s). (a) 2D downstream of 

Turbine 1; (b) 6D downstream of Turbine 1; (c) 2D downstream of Turbine 2; (d) 6D 

downstream of Turbine 2.  
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The meandering of the wake towards ds/D < 0 is also evidenced by the shift (or asymmetry) of TKE 

concentration along the horizontal lines, as shown in Figure 14. This is consistent with the observation 

of iso-vorticity contours in Figure 5 and the discussion of R12 stresses in Figure 13. The TKE peaks 2D 

downstream of both turbines in Figure 14a,c are associated with the blade tip vortices, with the MCBL case 

showing higher TKE in comparison to the NBL case. The ds/D values of the TKE peaks in Figure 14a,c 

suggest wake expansion. The TKE peaks are not present 6D downstream of both turbines in Figure 14b,d, 

which is a strong indicator that the tip vortices have broken down in the wake. This is further 

substantiated by contours of iso-vorticity in Figure 5. Of further note in Figure 14b,d is that the MCBL 

case exhibits a wider TKE spread along the centerline at hub height than the NBL case. This is once 

more attributed to higher turbulence levels, see also Ih in Table 1. 

3.3. A Wind Farm Consisting of Five Wind Turbines (ALM OpenFOAM-LES) 

For a conceptual array of five NREL 5-MW turbines, only MCBL inflow was considered. Here the 

main goal is to enhance the physical understanding that was obtained by the comparative study of the 

turbine-turbine interaction problem. The focus here is on understanding the mechanism of turbulence 

transport in a small wind farm rather than a comparison between stability states. For this study,  

two arrays, one consisting of three (upper or main diagonal, turbines numbered 1–3) and the other of 

two (lower or sub-diagonal, turbines numbered 4 and 5) NREL 5-MW wind turbines were considered 

in MCBL flow. Figure 3b shows the arrangement of the turbines in the wind farm. The turbine spacing 

is 6D within each array, and the 2-turbine (lower diagonal) array is staggered by 2.5D with respect to 

the other (upper diagonal) array. 

Figure 15 shows an iso-surface of vorticity magnitude equal to 0.5 1/s colored by streamwise 

velocity. Similar to Figure 5 for the turbine-turbine interaction problem, it can be seen that tip vortices 

of downstream turbines break down faster than their upstream located counterparts. In addition, the 

coloring of the contours of iso-vorticity with the streamwise velocity reveals a lower advection 

velocity (higher wake deficit) at downstream turbines. It is also interesting to note that the upstream 

turbine in the lower array (Turbine 4) appears to be affected by the wake of the first turbine in the 

upper array (Turbine 1) in the sense that tip vortices break down faster and streamwise velocity 

appears to be lower at that particular instant in time. 

 

Figure 15. Five-Turbine Wind Farm in MCBL flow (NREL 5-MW Turbines, VWind = 8 m/s). 
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3.3.1. Turbine Power 

The flow field for the five-turbine array in Figure 15 shows several structures that are expected to 

have impact on the blade loads and integrated power of the individual turbines. Here we study the 

integrated power, which is the combined effect of spanwise blade loads. The time series of turbine 

power up to 500 s of real time are shown in Figures 16 and 17. For all downstream located turbines 

(Turbines 2 and 3 in the main diagonal and Turbine 5 in the sub-diagonal), the wakes of upstream 

turbines take approximately 150 s to reach the downstream turbines and interact with the former, 

Turbines 1 and 4 respectively. It should be noted that this time is less than that for NBL flow because 

of faster wake recovery. For Turbine 1, part of a large low-speed eddy of time scale t* in Table 1 

passes through the rotor disk between 200 s and 300 s. The power loss within the upper array (main 

diagonal) is apparent from Figure 16b,c. The power suffers a dip at around 150 s when the wake from 

the upstream turbine starts affecting the former. Furthermore, it can be seen that Turbines 2 and 3 

appear to have similar mean power. This is further substantiated in Figure 18, which shows the mean 

and standard deviation in power from 150 s to 500 s. It is also interesting to observe in Figure 16 how 

a portion of the low-speed eddy passing through Turbine 1 between 200 s and 300 s affects Turbine 2 

at approximately 350 s and Turbine 3 around 400 s. The dip in power of Turbine 3 is due to the 

combined effects of wakes from Turbines 1 and 2 and the large eddy due to atmospheric turbulence. 

These correlations can be of importance for future strategies in controlling wind farms as the apparent 

eddy passage through Turbine 1 can be detected on time to alleviate some of the additional power drop 

in Turbines 2 and 3. As for the lower array (sub-diagonal) of turbines in Figure 17, it is interesting to 

note that the time series of power is overall less fluctuating than in the upper array in Figure 16. This 

can be attributed to the possibility that the sub-diagonal does not interact with the same low-speed 

atmospheric eddy. 

 

(a) (b) (c) 

Figure 16. Time series of turbine power (5-Turbine Wind Farm, VWind = 8 m/s). (a) Turbine 1; 

(b) Turbine 2; (c) Turbine 3.  
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(a) (b) 

Figure 17. Time series of turbine power (5-Turbine Wind Farm, VWind = 8 m/s).  

(a) Turbine 4; (b) Turbine 5.  

(a) (b) 

Figure 18. Mean and standard deviation of turbine power (5-Turbine Wind Farm,  

VWind = 8 m/s). (a) Mean; (b) Std. Deviation.  

Figure 18 shows the mean and standard deviation in turbine power for the 5-turbine array. It can be 

seen in Figure 18a that the power has leveled at Turbine 3 in the main diagonal. This is a typical 

behavior observed in many wind farms to date and one of the remaining “mysteries”. As far as the  

sub-diagonal (Turbines 4 and 5) is concerned, the staggered arrangement with respect to the main 

diagonal supports the hypothesis that the wake of Turbine 1, which is more upstream, does affect the 

power production of a staggered downstream array of wind turbines. Indeed, Turbines 4 and 5 produce 

less power than Turbines 1 and 2; however, a relatively larger drop can be seen in the standard 

deviation of turbine power in Figure 18b. Here it is apparent that power fluctuations are less for 

Turbines 4 and 5 (sub-diagonal) than for Turbines 1–3 (main diagonal). This is consistent with the time 

series of turbine power in Figures 16 and 17. This suggests that there may be an adverse effect in mean 

power when staggering turbine arrays too close to one another. The smaller fluctuations (or standard 

deviation) are likely because of different eddying structures interacting with the sub-diagonal, and this 

can be substantiated only by further correlation between the passage of atmospheric eddies through the 

wind farm and the time series of power beyond the recorded 500 s of real time. 
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3.3.2. Dynamic Surface Clipping for Flux Analysis  

As described in Section 3.2.3., correlations resulting from distributions of Reynolds stresses and 

TKE are useful in providing directional information on momentum transport and wake meandering; 

however, they do not provide integral values of total fluxes needed to quantify the subtleties of 

observed phenomena in the wake recovery process. It is here that the “Dynamic Surface Clipping” 

feature in FieldView enables efficient data extractions on surface planes combined with integrative  

post-processing methods. Figure 19 shows one of the extracted planar surfaces upstream of Turbine 4 

in the sub-diagonal after “dynamic clipping” was applied. All “clipped” surface integration cutting 

planes are 2.5D wide and 1.4D high, allowing for equal areas, A, above/below turbine hub height at 

0.7D. Figure 20 shows more examples of “clipped” surface integration cutting planes orthogonal to the 

primary flow direction. A total of 18 wake cutting planes were used in both the main diagonal and  

sub-diagonal of the considered 5-Turbine wind farm; not all are shown in Figure 20 for clarity. 

 

Figure 19. Example of “clipped” integration surface cutting plane. (Cutting plane is 

divided into equal areas, A, above/below hub height). 

 

Figure 20. Locations of “clipped” integration surface cutting planes in 5-Turbine Wind Farm. 

(For clarity, not all integration planes are shown). 

3.3.3. Integrated Quantities along “Dynamic Surface Clips” of Wake Surface Cutting Planes 

Detailed analyses of mass and momentum fluxes, power density, and TKE were integrated along  

a total of 18 wake surface cutting planes along both the main diagonal (3-Turbine array) and  
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sub-diagonal (2-Turbine array). Data were extracted for 10 rotor revolutions using the approach 

described for XDB workflow (Section 2.4). In addition, all wake surface cutting planes were split at 

turbine hub height into equal areas, A, to quantify separately the various integrated quantities above 

and below turbine hub height. Integrated fluxes are shown in Figures 21–24 with the respective flux 

integral equations. By integrating mass and momentum fluxes as well as power density and TKE over 

these wake surface cutting planes, the mechanisms of the wake recovery process can be better understood. 

Figures 21–24 below present integrations along the wake surface cutting planes for the different 

quantities and above hub height, below hub height, the mean of the two, and for uniform flow,  

with reference to the reference wind speed at hub height. 

(a) (b) 

Figure 21. Mass flux across clipped wake surface cutting planes above/below hub height. 

(5-Turbine Wind Farm, VWind = 8 m/s). (a) Main diagonal (T1–T3); (b) Sub-diagonal  
(T4–T5).         d  

A

Mass Flux m U n A  
  . 

(a) (b) 

Figure 22. Momentum flux across clipped wake surface cutting planes above/below hub 

height. (5-Turbine Wind Farm, VWind = 8 m/s). (a) Main diagonal (T1–T3);  
(b) Sub-diagonal (T4–T5).       (  )  d  

A

Momentum Flux p U U n A  
   . 
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(a) (b) 

Figure 23. Power density across clipped wake surface cutting planes above/below hub 

height. (5-Turbine Wind Farm, VWind = 8 m/s). (a) Main diagonal (T1–T3);  
(b) Sub-diagonal (T4–T5).  d )( ρ 2/1  /1       3 

A

AnUAPDensityPower


. 

(a) (b) 

Figure 24. Averaged TKE across clipped wake surface cutting planes above/below hub 

height. (5-Turbine Wind Farm, VWind = 8 m/s). (a) Main diagonal (T1–T3);  
(b) Sub-diagonal (T4–T5).  d )w'v'(u' 2/1  /1           222 

A
Avg AATKETKEAveragedArea . 

Integrated mass flux averaged over 10 rotor revolutions is plotted in Figure 21 for both the main 

diagonal and sub-diagonal of the 5-turbine wind farm. Turbine locations are indicated in Figure 21 

(0D, 6D, and 12D in the main diagonal; 3D and 9D in the sub-diagonal). As expected, the turbines 

reduce the mass flux through the wake surface cutting planes as momentum and energy are being 

extracted by the turbines. Here we can interpret the reduction in mass flux as an effective streamtube 

expansion with mass leaving to the sides and top, i.e., away from the clipped wake surface cutting 

planes under consideration. It can be seen in Figure 21 that the mass flux through the clipped wake 

surface cutting planes recovers with downstream distance. An interesting observation in Figure 21a is 

that the mass flux below hub height recovers very slowly downstream of Turbine 3 while, up to that 

point, the mass fluxes above/below hub height changed approximately by the same magnitude. This is 

consistent with the observation for wake velocity deficit presented in Figure 10. Downstream of 
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Turbine 5 in Figure 21b, the recovery patterns for above and below hub height are similar, indicating 

that a two-turbine array and a three-turbine array have different recovery pattern over the 10 

revolutions that have been considered. 

Figure 22 shows the momentum flux across clipped wake surface cutting planes in the main 

diagonal and sub-diagonal. It can be observed that the momentum below hub height downstream of 

Turbine 1 in Figure 22a and downstream of Turbine 4 in Figure 22b does not recover but continues to 

decrease, while the corresponding momentum above hub height does recover. This changes, though, in 

both diagonals after the respective second turbine, i.e., the wake momentum deficit below hub height 

does not recover until after the second turbine in a respective array (here diagonal) of wind turbines. 

This is attributed to turbulent transport from the outer energetic ABL surface layer above the wind 

turbines that has not yet energized the rotor disk area below hub height. 

This is a very interesting discovery in the complex wake physics pertinent to wind turbines in the 

atmosphere. It is further hypothesized that this behavior is a contributor to the observed fact that 

turbine power levels at the third turbine within an array, as shown in Figure 18a. The observation 

regarding the lagging of momentum recovery in the wake surface cutting planes below hub height and 

downstream of the first turbine in an array is further substantiated by analyzing the actual power 

density (W/m2) through different clipped wake surface cutting planes. This is presented in Figure 23. It 

is apparent that above hub height, the recovery in power density is fairly shallow after Turbine 1 in 

Figure 23a but progressively increases downstream of Turbine 2 and Turbine 3. This is similar in 

Figure 23b for the sub-diagonal array. This supports the thought that downward momentum transport 

into the rotor disk area requires a long spatial distance in the ABL to develop. Comparing  

Figure 23a,b, it can be seen that Figure 23b shows a nearly parallel recovery of power density after the 

second turbine in the sub-diagonal, while this is not the case for the main diagonal in Figure 23a. This 

might support an idea of not placing a third turbine in an array but instead letting the wake recover 

evenly for a longer distance before placing an additional turbine. 

Figure 24 presents area averages of Turbulent Kinetic Energy (TKE) through the clipped wake 

surface cutting planes. The values shown in Figure 24 were averaged over 10 rotor revolutions. It is best 

to interpret the plots shown in Figure 24 by looking at the mean (black line) and differences between 

sub-areas above/below hub height. It is apparent that wind turbines add TKE to the flow field. Unlike 

the observation in Figures 21–23, it is interesting to note, though, that the addition of TKE is similar 

above and below hub height, in contrast to the momentum recovery in Figure 23, for example. 

Furthermore, addition of TKE increases progressively for downstream turbines, though the peak values 

in Figure 24a,b are almost identical. This means that there seems to be a maximum TKE in a wind 

turbine array. 

4. Conclusions 

This work presented a number of turbulence phenomena in the wakes of wind turbines arranged in 

different arrays and subject to different ABL stability states. The actuator line method (ALM) was 

used in an ALM OpenFOAM-LES solver for all computations. The turbine model was that of the 

notional NREL 5-MW baseline turbine developed by NREL. The analyses included time series of 

turbine power, spectra of turbine power, wake momentum (velocity) deficits, Reynolds stresses and 
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turbulent kinetic energy (TKE) signifying wake turbulence and wake meandering, and integrated 

surface fluxes enabled through post-processing. The analyses presented in this work lead to the 

following conclusions: 

 The ABL stability state defines the shear in the atmospheric boundary layer (ABL) and has a 

profound effect on the wake recovery and power production of wind turbine arrays. 

 Array efficiency increases in a moderately-convective boundary layer (MCBL) compared to a 

neutral boundary layer (NBL), thus leading to a faster recovery of the wake momentum 

deficit. This is supported by R13 distributions along vertical lines. 

 Higher turbulence levels in MCBL compared to NBL conditions also lead to higher fatigue 

loads, in particular for the downstream turbine in a turbine-turbine interaction problem,  

as supported by higher standard deviation of turbine power. 

 The peak TKE occurs at the upper edge of the wake and on the sides of the wake at hub 

height due to the presence of a developing shear layer and tip vortices. 

 The shear due to the wake is far more pronounced than the shear due to ABL. 

 The TKE distribution is broadened due to wake rotation and ensuing turbulent mixing. 

 For wind farms arranged in staggered arrays, the downstream array is affected by the wake of 

the upstream array, even for perfectly aligned wind conditions (zero yaw). This leads to a 

small power loss in the (downstream) staggered array; however, the standard deviation in 

power, and most probably fatigue loads, are reduced at a higher rate compared to the power 

loss. This may be of interest for future array planning. 

 The observed fact from many wind farms that power production has leveled out by the third 

turbine in an array has been confirmed in the computations of this work in the example of a  

5-turbine wind farm. 

 The use of the “dynamic surface clipping” method in FieldView allowed to separate 

integrated fluxes of mass, momentum, power density, and TKE in wake surface cutting 

planes above and below hub height. It was discovered that the lower portion of a wake 

surface cutting plane lags in its recovery process by about one turbine spacing. 

There are still many questions that are unanswered about the complex flow physics in atmospheric 

flows and their interaction with wind turbines. This work showed how state-of-the-art flow 

visualization combined with quantitative analyses is a promising means of unraveling the remaining 

mysteries of wind turbine wakes. 
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