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Abstract: Image compression is one of the most important fields of image processing. Because of
the rapid development of image acquisition which will increase the image size, and in turn requires
bigger storage space. JPEG has been considered as the most famous and applicable algorithm for
image compression; however, it has shortfalls for some image types. Hence, new techniques are
required to improve the quality of reconstructed images as well as to increase the compression ratio.
The work in this paper introduces a scheme to enhance the JPEG algorithm. The proposed scheme
is a new method which shrinks and stretches images using a smooth filter. In order to remove the
blurring artifact which would be developed from shrinking and stretching the image, a hyperbolic
function (tanh) is used to enhance the quality of the reconstructed image. Furthermore, the new
approach achieves higher compression ratio for the same image quality, and/or better image quality
for the same compression ratio than ordinary JPEG with respect to large size and more complex
content images. However, it is an application for optimization to enhance the quality (PSNR and
SSIM), of the reconstructed image and to reduce the size of the compressed image, especially for large
size images.
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1. Introduction

In recent years, image compression has been considered as an attractive research field. Frequently,
data are represented using large size images such as wallpaper and high quality media, which in turn
need to be stored and transmitted without requiring large storage space or increased transmission rate
of the communication channel [1]. In general, image compression with better quality reconstructed
images is the main goal of any compression technique. This involves removing the redundancy and
minimizing the loss in the image [2].

Image compression algorithms can be categorized into either lossless or lossy [1,3]. While lossless
compression methods conserve the original image to be recovered completely after the decompression
process [4], lossy compression uses the inherent redundancies found in an image, such as inter-pixel
redundancy, psycho–visual redundancy, or coding redundancy, to decrease the data amount needed to
represent the image [5–7]. Accordingly, lossless methods produce low compression ratio and error-free
images; meanwhile, lossy methods produce high compression ratio with additional error (PSNR) [8].

Image compression is implemented into spatial domain and frequency domain. In spatial domain,
image compression techniques aim to reduce the number of pixels representing the image without
influencing the quality of the resulted image [9–11]. In frequency domain, Discrete Cosine Transform
(DCT) [12,13], Discrete Fourier transform, or Discrete Wavelet Transform [5,14,15] are used to represent
the energy of the image into a few number of coefficients.
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JPEG is the most widely used method for lossy compression of digital photographs.
Other sophisticated popular standards are JPEG2000, WebP, and Better Portable Graphics (BPG) [16].
In the JPEG process, an image is divided into several 8× 8 blocks. Then, two-dimensional Discrete
Cosine Transform (2D DCT) is applied for encoding each block. After performing DCT, most energy
is concentrated in the low frequency region, which is very beneficial for compression as the human
eye is sensitive to it. Subsequently, quantization is carried out for each block, where all 64 coefficients
are quantized according to the desired image quality. Certain lossless compression operations are
performed on the quantized data, consisting of a zig-zag scan of coefficients and entropy coding.
The results of this process are rounded to integers. As a result of this step, some of the image
information is lost. Finally, the Huffman method is used to encode the reduced coefficients using
Huffman codes [17].

Although JPEG is a very widely used standard for image compression, it is still not applicable
for many types of images like hyperspectral, radar, and medical images. Most objects are irregularly
shaped and are not well approximated by the combination of rectangular blocks. In the block encoding
process, a number of undesirable artifacts are introduced in the image, such as blocking artifacts
(caused by discontinuities at the block boundaries) and ringing artifacts (caused by oscillations due
to the Gibbs phenomenon). These problems become more apparent with increasing compression
ratio [17,18].

Various studies have been carried out to improve and outperform well-known lossy compression
methods, especially JPEG [19,20]. The aim is to make degraded images perceived better visually. This is
a fundamental problem in the image processing field and is a subjective issue, as the quality of an
image is decided by Human Visual System (HVS). In terms of the decompressed image, these studies
aim to achieve better brightness and contrast, good color consistency, reduced noise, and better
resolution than well-known lossy image compression methods. One way to improve the compression
quality is to denoise the image as a pre-processing step using smoothing filters and median filters [19].
Another method is to reapply JPEG by associating the image database [17,18,20]. In [17], shape adaptive
image compression algorithms were addressed. Here, the Shape-Adaptive Discrete Cosine Transform
(SA-DCT) is used for transforming and encoding each block. The paper generalizes the JPEG algorithm
and divides an image into trapezoid and triangular blocks according to the shapes of objects to achieve
higher compression ratio. As it had replaced the use of 8 × 8 blocks adaptively with triangular,
trapezoid, and polygonal blocks, the JPEG algorithm is made more flexible. The boundaries of these
polygonal blocks matched the boundaries of objects and allowed the resulting object-orient image
compression to achieve higher compression ratio [17].

In [18], a new method is proposed for post-processing of JPEG-encoded images in order to reduce
coding artifacts and enhance visual quality. This method simply re-applies JPEG to the shifted versions
of the already compressed image. However, the approach does not specifically count the discontinuities
in the block boundaries, neither does it make direct use of the smoothness criteria. It uses the JPEG
process itself to reduce the compression artifacts of the JPEG encoded image.

On the other hand, the work in [15] presents a computationally efficient framework for color image
enhancement in the compressed wavelet domain. It proposes a fast image enhancement framework
in the compressed wavelet domain, especially for JPEG2000. The proposed approach introduces
enhancements in both global and local contrast and brightness as well as preserving color consistency.
In this framework, inverse transform is shown to be unneeded for image enhancement since linear
scale factors were directly applied to both scaling and wavelet coefficients in the compressed domain,
which resulted in high computational efficiency.

Furthermore, deep neural networks are effectively used in solving lossy image compression
problems since the late 1980s [21]. In these methods, the basic autoencoder structure is used,
and a binary representation for an image is introduced by quantizing either the bottleneck layer
or the corresponding variables. In [16], a method for lossy image compression based on recurrent,
convolutional neural networks is proposed, while, in [7], Fuzzy C-mean clustering for priority mapping
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has also been used as an adaptive quantization mask in order to improve encoding efficiency of JPEG
method by keeping possession of image data. As a result, the blocking artefacts and encoding bit rates
were reduced, while the compression efficiency for acceptable image quality was enhanced.

The work in [6] presented a modified JPEG image compression method useful for simulation
in industry and biomedical applications by utilizing a region-based variable quantization scheme.
It uses three masks that are step, linear, and raised cosine interpolated for controlling the quantization
granularity which appear in transitions between regions. Meanwhile, image compression using JPEG
algorithm results in an unwanted blocking effect in smooth areas, which is generated due to the
coarse quantization of DCT coefficients. Singh proposed a deblocking algorithm for filtering those
blocked boundaries by making use of smoothening, detection of blocked edges, and filtering only the
difference between the pixels that contain the blocked edge [2]. Finally, Hopkins et al. improved JPEG
compression quality through searching for new quantization tables that have the ability to decrease the
FSIM (feature Similarity Index Measure) error and increase CR (Compression Ratio) at certain quality
levels [22].

In this paper, a new scheme is implemented to enhance the JPEG compression algorithm to have
better compression ratios compared to JPEG in the case of large images. The paper is organized as
follows; Section 2 explains the methodology for the proposed method where image compression and
decompression algorithms are given in detail, and Section 3 provides the experimental results for
implementing the algorithm explained in Section 2. Here, many cases and tests are examined. Finally,
Section 4 concludes the work done in this paper.

2. Methodology

The proposed scheme in this paper represents a simple, yet powerful technique for image
compression where the JPEG algorithm is enhanced to achieve better compression ratio (CR),
and higher Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index (SSIM) for large size
images. This scheme is described in the following:

2.1. Pre-Processing

In this step, we have:

1. The image size is adjusted to make it divisible to 4× 4 blocks. Let R and C be the image width
and length, respectively, then R and C are changed to:

Rnew = R−mod(R, 4)

Cnew = C−mod(C, 4)

where Rnew and Cnew are divisible by 4, and the image size is adjusted to a Rnew × Cnew blocks.
2. To soften the boundaries of the image, padding is added to the image borders with replicated

values of the nearest points.
3. Next, the image is divided into a non-overlapping 4× 4 blocks.

2.2. Image Compression

In the image compression, the following procedure is undertaken:

1. The four corner points of each 4× 4 non-overlapped blocks of an image are selected.
2. The average value for each edge point with the edge points of neighbor blocks is found as shown

in Figure 1. Each 4× 4 block is represented by this average value and accordingly a 512× 512
image is compressed to a 128× 128 image.
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Figure 1. Averaging the values for edge points of neighbor blocks.

3. The JPEG compression method is carried out for the resultant image from the previous step and
further compression is performed.

4. The compressed image is stored.

The details of the proposed image compression framework are described in Algorithm 1.

Algorithm 1: Image Compression
Input: Image I of dimensions R× C
Output: Compressed Image W of dimension Rnew/4× Cnew/4

1 Preprocessing make the dimensions of the image divisible by 4 (Rnew × Cnew), using repeated
padding.

2 For each 4× 4 non-overlapping block Bij
Read each block and select only the four corner values.
Save these four values to create a new image called F.

3 F is the resultant image of dimensions Rnew/2× Cnew/2
4 For each 2× 2 non-overlapping block Kij

Calculate the average of these 4 pixel values.
Save this value (average of pixel values) to create a new image called G.

5 G is the resultant image of dimensions Rnew/4× Cnew/4
6 Save G as JPEG format to get output image called W.

2.3. Image Decompression

Using the compressed image, the following steps can be performed to reconstruct the principal
content for the original image:

1. The JPEG decompression method is implemented for the compressed image.
2. For each four points, construct a 2× 2 matrix, then the tanh function presented in [11] is used to

estimate a 2× 4 matrix from the resulting image in step 1 as shown in Figure 2b:
x(1, j) = a + (b− a)× (tanh(2× (j− 1)/4)),
x(4, j) = c + (d− c)× (tanh(2× (j− 1)/4)).

3. For each column of the 2× 4 matrix, the tanh function presented in [11] is reimplemented to
estimate the other points for constructing the decompressed 4× 4 blocks as shown in Figure 2c:
x(i, j) = x(1, j) + [x(4, j)− x(1, j)]× (tanh(2× (i− 1)/4)).

4. Let g be the original image, and c be the decompressed image; if (g− c) 6= 0, then c is scaled up
or down to match g.

5. To determine the quality of the decompressed image, PSNR and SSIM have to be calculated.
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Figure 2. Constructing the decompressed block. (a) 2× 2 points block, (b) 2× 4 row stretch block,
(c) 4× 4 reconstructed block.

The details of the proposed image decompression framework are described in Algorithm 2.

Algorithm 2: Image Decompression
Input: Image W of dimensions Rnew/4× Cnew/4
Output: Reconstructed image Î of dimensions R× C

1 Convert the image W to a numerical array.
2 For each 2× 2 overlapped block.
3 Stretch each row to 1× 4 as follows:

Let a, b, c and d are the input points of the 2× 2 block.
for k3 = 1 to 5 do

4 x(1, k3) = a + (b− a)× (tanh(2× (k3 − 1)/4));
5 x(4, k3) = c + (d− c)× (tanh(2× (k3 − 1)/4));

6 end
7 Stretch each column to 4× 1 as follows:

for k1 = 1 to 5 do
8 for k2 = 1 to 5 do
9 x(k1, k2) = x(1, k2) + [x(4, k2)− x(1, k2)]× (tanh(2× (k1 − 1)/4));

10 end
11 end
12 The resulted 4× 4 block is saved in a new image called T with dimensions R× C.
13 Compare the corners values of each 4× 4 overlapped block with the original 2× 2 values to

remove any expected blocking effect using Algorithm 3.
14 Save the reconstructed image called Î.

Algorithm 3: Blocking Effect Removal
Input: Original 2× 2 block, reconstructed 4× 4 block.
Output: Reconstructed 4× 4 corrected block.

1 Calculate the correction factor r.
let (a, b, c and d) are the input points of the original 2× 2 block and (a1, b1, c1 and d1) are the
corners of the 4× 4 reconstructed block.
r = a

a1
+ b

b1
+ c

c1
+ d

d1
.

2 Multiply all the points of the 4× 4 block by r/4.
3 Save the result as 4× 4 corrected block.
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2.4. Quality Analysis of the Proposed Approach

In general, the proposed approach can be used to compress images of large size and high quality.
It can reduce the size of the image to 1/16 of the original size. Then, apply the JPEG algorithm. As a
result, the proposed approach reduces the total size up to 15%–25% of the size of the JPEG for the same
quality. The proposed approach also minimizes the total number of mathematical operations (number
of multiplications) by up to 10% on the compression side and by up to 20% on the decompression side.

The disadvantage of the proposed approach is the additional error (offset error as mentioned in test
1). This error is considered as a fixed value for the image at any CR. However, the produced error in the
proposed approach could be increased slowly with CR (see Test 4). Therefore, the proposed approach
becomes efficient for high CR values, but it is not suitable for low CR values. As a result, we need to
add a simple optimization block in the compression system to switch between the traditional JPEG
method and the proposed method at a suitable point to increase the quality of the reconstructed image.

3. Experimental Results

The proposed scheme explained in Section 2 has been conducted on gray scale images, 2 sized
(512 × 512), one sized (1024 × 1024), and three sized (1920 × 1080). These images are shown in
Figure 3a–f, respectively.

(a) (b) (c)

(d) (e) (f)
Figure 3. Images used in this paper work with their sizes as follows: (a) (512× 512); (b) (512× 512);
(c) (1024× 1024); (d) (1920× 1080); (e) (1920× 1080); (f) (1920× 1080).

To provide objective judgment of the proposed method, two major quality measurements are
used. These measurements are the compression ratio (CR), defined as dividing the file size of the
original uncompressed image by that of the compressed image [8].

The other measurement is the peak signal to noise ratio (PSNR) given as [8,23]:

PSNR = 10 log10
(2552XY)

∑x ∑y(g(x, y)− ĝ(x, y))2 , (1)

where g and ĝ are the original and reconstructed image pixel value, respectively, x = 1, . . . X and
y = 1, . . . Y, where X and Y are image dimensions. In addition, Structural Similarity Index (SSIM) is
used as a subjective quality measurement for the test images besides the PSNR, SSIM value ranges
between 0.0–1.0, where low value means large structural variation, and vice versa [11,22].

Four tests are carried out to show the improvements of the proposed method compared to JPEG
compression. In tests (2–4), the standard JPEG algorithm and the proposed compression method are
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applied to the images given in Figure 3, and different simulations are run. The simulation results
for these tests are given in Tables 1–3, respectively. Three measurements are considered in each test,
these measurements are the image size, PSNR, and CR, for both JPEG and the proposed algorithms.
The four tests are organized as:

3.1. Test 1: Tanh Function Effect

This test shows the performance of the proposed compression method; however, its procedure
steps are done without the JPEG compression part to show the advantage of using the smooth filter
with the tanh function to enhance the quality of the constructed image. In this process, noise is added
to the original image. Generally, the obtained CR equals 16, while PSNR value is between 28.5–34.5
and SSIM value is between 0.89–0.97. This illustrates that the proposed steps have good PSNR values
with improved CR.

3.2. Test 2: Fixing PSNR

In this test, the standard JPEG method and the proposed method are applied to the images shown in
Figure 3, and the simulation results are given in Table 1. Here, PSNR values for the six images are adjusted
to approximately the same value for the two algorithms, CR and SSIM values are measured and compared.

Table 1. Results of Test 2.

Image (a) Image (b) Image (c) Image (d) Image (e) Image (f)

Original size 257 K 1 257 K 1 M 2 1.97 M 1.97 M 1.97 M
PSNR of JPEG method 28.86 26.95 26.52 29.04 26.95 28.69

PSNR of proposed method 28.84 27.39 26.92 29.13 27.00 28.70
SSIM of JPEG method 0.7957 0.7455 0.6783 0.8135 0.6932 0.8232

SSIM of proposed method 0.8246 0.8200 0.7241 0.8371 0.6771 0.8411
Size using JPEG method 4.87 k 4.99 k 18.6 k 31.5 k 30.6 k 30.5 k

Size using proposed method 2.41 k 2.91 k 10.2 k 10.9 k 5.49 k 5.88 k
CR using JPEG method 53 52 54 63 66 66

CR using proposed method 107 88 98 181 367 343
1 Kilo Byte, 2 Mega Byte.

We observe an improvement in CR in terms of using the proposed algorithm by factor more than
1 (from 1.7 for low quality images to 5.6 for high quality images). Furthermore, the quality of the
images is enhanced using the proposed method over JPEG method as listed in Table 1.

3.3. Test 3: Fixing the Size of the Images

In this test, the standard JPEG method and the proposed method are applied to the images shown
in Figure 3 and the simulations results are given in Table 2 and are shown in Figure 4. Here, the sizes
for the six images are adjusted to approximately the same value for the two algorithms; PSNR and
SSIM values are measured and compared.

Table 2. Results of Test 3.

Image (a) Image (b) Image (c) Image (d) Image (e) Image (f)

Original size 257 K 257 K 1 M 1.97 M 1.97 M 1.97 M
PSNR of JPEG 25.66 24.93 24.65 26.14 24.93 26.66

PSNR of proposed method 29.71 28.15 27.59 30.15 29.60 33.19
SSIM of JPEG 0.7228 0.6923 0.5911 0.7708 0.6138 0.7851

SSIM of proposed method 0.8588 0.8529 0.7638 0.8722 0.7789 0.9301
Size using JPEG 3.93 k 4.27 k 15.4 k 26.8 k 26.8 k 27.7 k

Size using proposed 3.93 k 4.23 k 15.4 k 26.7 k 26.6 k 27.8 k
CR using JPEG 76 60 65 73 73 71

CR using proposed 76 60 65 74 74 71
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

(k) (l)
Figure 4. Simulation Results of test 3, left-hand column (a,c,e,g,i,k): results of standard JPEG method,
right-hand column (b,d,f,h,j,l): results of our proposed method.
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We observe an improvement in PSNR in terms of the proposed algorithm by 3 dB to 4 dB and 0.1
to 0.17 in SSIM value for the same size. Furthermore, the quality of the images is enhanced using the
proposed method over JPEG method as listed in Table 2.

3.4. Test 4

The standard JPEG method and the proposed method are applied to the high quality image
shown in Figure 3d to show the advantages of the proposed method in this test, and the simulation
results are given in Table 3.

Table 3. Results of Test 3.

Image (d) Simulation A Simulation B

Original size 1.97 M 1.97 M
PSNR of JPEG 26.45 26.14

PSNR of proposed method 30.17 28.15
SSIM of JPEG 0.7797 0.7708

SSIM of proposed method 0.8736 0.8147
Size using JPEG 27.8 k 26.6 k

Size using proposed 28.1 k 6.47 k
CR using JPEG 71 74

CR using proposed 70 304

Here, two simulations are considered, these are:

A When Q for the proposed method is high (=88), then the proposed method is +3.7 dB higher than
JPEG with the same CR value.

B When Q for the proposed method is low (=20), then the proposed method is +2 dB higher than
JPEG and the CR value for the proposed method is more than four times that for JPEG.

Table 3 shows these two simulations, showing that the proposed method is more efficient for high
CR and high quality images. Generally, the standard JPEG has CR < 64 (with PSNR = 29 as in the
image in Figure 3d in Test-2 while the proposed method has CR < 300 (with PSNR = 28 as in the image
in Figure 3d in Test-4.

The curves shown in Figure 5 represent the relationship between the PSNR and CR for JPEG and
the proposed algorithm measured for the image given in Figure 3d and used in Test-4. The curves
show that, for this large image, the new approach achieves better compression ratio than ordinary
JPEG. Figure 6 shows the result at CR (=74) with magnification for the original image, image of JPEG
method, and our method image, respectively. It is obvious that the features of the reconstructed image
using our proposed method show less blocking effects and blurring artifacts in comparison with the
JPEG method for the same image size.
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Figure 5. PSNR vs. CR for JPEG only and the proposed algorithm.

(a) original (Size = 1.97 MB) (b) Zoomed

(c) JPEG Method (PSNR = 26 dB, SSIM =
0.77, Size = 26.8 k) (d) Zoomed

(e) Our Method (PSNR = 30 dB, SSIM =
0.87, Size = 26.7 k) (f) Zoomed

Figure 6. Simulation results for the same CR (=74), and the image magnification for the same part. (a)
original Image, (b) zoom of selected of a, (c) JPEG method result, (d) zoom of selected part of c, (e) our
method result, (f) zoom of selected part of e.
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4. Conclusions

This paper presents a novel approach which enables the JPEG method to compress large
monochrome images. This approach improves the PSNR, SSIM, and CR values for the compressed
images. Furthermore, for high quality images, it can provide very high CR value as illustrated in
Test-4. The proposed scheme uses a smooth filter with the hyperbolic (tanh) function to enhance the
quality of the reconstructed image. The proposed method is considered as a stand-alone compression
method as shown in Test-1, where CR equals 16. Adding the proposed method to JPEG improved the
overall CR value. Furthermore, it improves the edges of the reconstructed images over the standard
JPEG approach.

The experimental results show that better performance can be achieved in terms of PSNR, SSIM,
CR and visual quality using the proposed method. The CR limit of JPEG is up to 100 times while the
limit of the proposed method is higher than 1000 times. For future work, our proposed method could
be applied with other image or data compression methods by substituting the JPEG approach with
other compression approaches.
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CR Compression Ratio
PSNR Peak Signal-to-Noise Ratio
bpp bits per pixel
Q Image Quality
SSIM Structural Similarity Index
JPEG Joint Photographic Experts Group
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