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Abstract:

 The multiobjective evolutionary algorithm based on decomposition (MOEA/D) has received attention from researchers in recent years. This paper presents a new multiobjective algorithm based on decomposition and the cloud model called multiobjective decomposition evolutionary algorithm based on Cloud Particle Differential Evolution (MOEA/D-CPDE). In the proposed method, the best solution found so far acts as a seed in each generation and evolves two individuals by cloud generator. A new individual is produced by updating the current individual with the position vector difference of these two individuals. The performance of the proposed algorithm is carried on 16 well-known multi-objective problems. The experimental results indicate that MOEA/D-CPDE is competitive.
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1. Introduction

Over the last two decades, multi-objective problems (MOPs) have received growing attention because of their wide applications [1,2,3,4,5,6,7]. Many multi-objective evolutionary algorithms (MOEAs) are designed to solve real-world applications. As is well known, however, objective functions of MOPs, often conflict with each other and improvement of one objective may lead to deterioration of another. Therefore, it is difficult to find an optimal solution that can satisfy all optimization objectives. To solve MOPs, researchers usually look for not only a single solution but a set of Pareto optimal solutions [8].

Many researchers apply Evolutionary Algorithms (EAs) for the MOPs because of the significant advantages of EAs [9,10,11,12,13,14]. The most popular MOEAs can be classified into three categories [15]: pareto dominance-based MOEAs, decomposition-based MOEAs, and indicator-based MOEAs. The distinctive features of methods based on pareto dominance, such as the strength Pareto evolutionary algorithm (SPEA)-II, Pareto Envelope-Based Selection Algorithm (PESA)-II and the Fast Non-Dominated Sorting Genetic Algorithm (NSGA-II), are the individual selection method, population diversity preservation mechanism based on fitness sharing, and elite reserved strategy. M. Tadahiko et al. [16] proposed a proportional weight specification method to solve multi-objective problems. Later, Zhang et al. proposed the multi-objective evolutionary algorithm based on decomposition (MOEA/D) [17]. The algorithm decomposes a continuous MOP into several single-objective optimization problems. The population of each subproblem is composed of the best solution found so far. Each subproblem has several neighbors that are defined based on the distances between their corresponding weight vectors. MOEA/D aroused many researchers interest as soon as it was proposed. Several improvements on MOEA/D have been made recently [18,19,20,21,22]. At the same time, MOEA/D has been successfully applied to a number of application areas [15,23,24,25]. The classic methods of indicator-based are the multiobjective selection based on dominated hypervolume (SMS-EMOA) [26] and the algorithm for fast hypervolume-based many-objective optimization (HypE) [27].

Inspired by the cloud model, this paper presents a novel evolution approach. We employ cloud particles’ evolution in the framework of MOEA based on decomposition (MOEA/D) called multiobjective decomposition evolutionary algorithm based on Cloud Particle Differential Evolution (MOEA/D-CPDE). At each generation, the individual that is the best solution found so far acts as a seed. The seed can be seen as the parent. Every seed evolves into two individuals by a cloud generator. Each of them not only has the characteristics of the seed but also has its own characteristics. Then, the algorithm updates the current individual with the position vector difference of these two individuals. The strategy can improve the diversity of the population and improve the performance of the algorithm.

The rest of the paper is organized as follows. Section 2 presents the related background including the framework of MOEA/D. Section 3 presents the cloud generator and MOEA/D-CPDE. Section 4 describes the benchmark problems, the parameter settings, performance metrics, and experimental results. Section 5 concludes the paper and points out some further studies.



2. Related Backgrounds


2.1. Problem Definition

A multiobjective optimization problem [28] (MOP) that is to optimize a set of functions synchronously can be described as follows:



[image: there is no content]



(1)




subject to [image: there is no content]

where [image: there is no content] is the feasible region of decision variable space, [image: there is no content] is the decision vector, and F: [image: there is no content] is a function that consists of m real-valued objective functions. [image: there is no content] is called the objective space. If and only if [image: there is no content], [image: there is no content] and [image: there is no content], we say that [image: there is no content] dominates [image: there is no content]. If there is no x which can dominate x’, we say that x’ is a Pareto optimal solution. The set of all the Pareto optimal solutions is called the Pareto set (PS). The corresponding mapping of the Pareto-optimal set on the objective function space is called the Pareto optimal front PF.



2.2. Multiobjective Evolutionary Algorithm Based on Decomposition

MOEA/D [17] is a new framework for solving multi-objective optimization problems. It decomposes a multiobjective optimization problem into a number of scalar optimization subproblems and optimizes them simultaneously. In MOEA/D, the weighted sum approach, the Tchebycheff approach, and the boundary intersection approach are used to convert the problem of approximation of the PF into a number of scalar optimization problems. The description of MOEA/D is as follows.




	Algorithm 1. The procedure of MOEA/D



	 Input: MOP, the multiobjective optimization problem; NP, population size; GEN, maximum generations; FES, the maximal number of function evaluations; NB, the number of weight vectors in the neighborhood of each weight vector;



	 Output: X, the non-dominated population; Approximation to the PF, {F(x1), … ,F(xN)}



	 1: Randomly initial population Xn



	 2:  Compute the Euclidian distances between any two weight vectors and define neighborhood of each subproblem. For the ith subproblem, set B(i) = {i1,i2,…im}, where [image: there is no content], [image: there is no content], …, [image: there is no content] are the m closest weight vectors to [image: there is no content]



	 3: Initialize z=(z1,…, zm)T by problem-specific method



	 4: while t < FES do



	 5:  for i = 1:NP do



	 6:   Produce y by DE-mutation strategies



	 7:   polynomial mutation



	 8:   Evaluation y



	 9:   for each j = 1 to m do



	 10:    if zj > fj(y) then zj = fj(y)



	 11:    endfor



	 12:    for each j∈B(i) do



	 13:    if gte(y|[image: there is no content],z) < gte(xj|[image: there is no content],z)then



	 14:     xj = y and F(xj) = F(y)



	 15:    endif



	 16:   endfor



	 17:  endfor



	 18: endwhile








3. Frameworks of MOEA/D-CPDE

In MOEA/D, the new individual is produced by combining differential mutation with polynomial mutation, which is conducive to maintain the population diversity and improve the exploration ability. However, the convergence speed of MOEA/D may be slower. Inspired by the cloud model, a new evolution mechanism is proposed for solving the problem. Firstly, two individuals are produced by the parent with the cloud generator. Then, the search direction of the offspring is guided by the two individuals and differential operation. Finally, the new individual is updated by cloud particles mutation or polynomial mutation for improving the population diversity. In this way, the proposed algorithm can not only accelerate convergence speed but also improve the local exploitation.


3.1. Cloud Generator

The cloud model is proposed by Li [29] and has three parameters, including Expectation (Ex), Entropy (En) and Hyper-entropy (He), in which Ex is the expectation value of the distribution for all cloud particles in the domain, and En is the range of domain which can be accepted by linguistic values (qualitative concept). In other words, En is ambiguity and He is the dispersion degree of entropy (En). That is to say, He is the entropy of entropy. The cloud generator works according to (2) and (3), Φ(µ, δ) is the normal random variable that has an expectation µ and a variance δ; N is the number of cloud particle; C is the cloud particle generated by the cloud generator.



S = {si|Φ(En, He), i=1,2,…N}



(2)






C = {ci|Φ(Ex, si), si∈S, i=1,2,…N}



(3)






3.2. Cloud Particle Differential Evolution

First, the best solution found so far acts as a seed. Then, each seed produces two individuals (c1 and c2) by cloud generator. The indices r1 and r2 are mutually exclusive integers randomly chosen within [1, N]. F is a mutation factor that controls the balance between exploration and exploitation. [image: there is no content] is a uniformly random number. Let yi be the decision variable to be evolved. Then yi is computed as follows:



[image: there is no content]



(4)






3.3 Cloud Particle Mutation Operator



[image: there is no content]



(5)




where [image: there is no content] and [image: there is no content] are the upper bound and lower bound of the kth decision vector respectively. D is the dimension of decision space. [image: there is no content] is a uniformly random number.




	Algorithm 2. The procedure of MOEA/D-CPDE.



	 Input: MOP, the multiobjective optimization problem; NP, population size; GEN, maximum generations; FES, the maximal number of function evaluations; NB, the number of weight vectors in the neighborhood of each weight vector;



	 Output: X, the non-dominated population; Approximation to the PF, {F(x1), … ,F(xN)}



	 1: Generate initial population Xn by cloud generator



	 2: Compute the Euclidian distances between any two weight vectors and define neighborhood of each subproblem. For the ith subproblem, set B(i)={i1,i2,…im}, where [image: there is no content], [image: there is no content], …, [image: there is no content] are the m closest weight vectors to [image: there is no content].



	 3: Initialize z = (z1,…, zm)T by problem-specific method



	 4: while t < FES do



	 5:  for i = 1:NP do



	 6:   Exi = xi



	 7:   Eni = |Exi|/10



	 8:   Hei = Eni/1000



	 9:    generate c1 and c2 by cloud generator



	 10:    Produce yi by Cloud Particle Differential Evolution



	 11:    if rand ≥ 0.5



	 12:     Cloud Particle Mutation Operator



	 13:     else



	 14:     polynomial mutation



	 15:    end



	 16:    Evaluation y



	 17:    for each j=1 to m do



	 18:     if zj > fj(y) then zj = fj(y)



	 19:    endfor



	 20:    for each j∈B(i) do



	 21:     if gte(y| [image: there is no content] ,z)<gte(xj| [image: there is no content] ,z)then



	 22:      xj = y and F(xj) = F(y)



	 23:     endif



	 24:    endfor



	 25:   endfor



	 26:  endwhile








4. Experimental and Discussions

In this section, we test MOEA/D, multiobjective memetic algorithm based on the decomposition approach and the particle swarm optimization (PSO) algorithm (MOEA/D-DE+PSO)and multiobjective decomposition evolutionary algorithm based on Cloud Particle Differential Evolution (MOEA/D-CPDE) on DEB, ZDT problems [30] and IEEE Congress on Evolutionary Computation 2009 (CEC’09) test instances [31], in which DEB, ZDT, unconstrained problem 1 to unconstrained problem 7 (UF1–UF7) are two objective problems and UF8-UF10 are three objective problems. All of them are unconstraint problems.


4.1. Parameter Settings

For all experiments, 30 independent runs are carried out on the same machine with Matlab R2009b, and conducted with the maximum number of function evaluations as the termination criterion. The goal is to ensure a fair comparison and reduce the statistical error.

In the numerical experiments, the dimension of all test problems is set as 30 for ZDT problems and UF1–UF10, and 2 for DEB. The population size is set to 100, and the maximum number of function evaluation is set as 100,000 for DEB and ZDT problems, and 300,000 for UF1-UF10 for each algorithm.

For MOEA/D-CPDE, there are four other control parameters: CR = 1, F = 0.5, En = |Ex|/10, He = En/1000.

The number of neighbors for each subproblem is set as 0.1 × Np, where Np is the population size.



4.2. Performance Metrics

In this paper, we use the Inverted Generational Distance (IGD) metric, which is a comprehensive index of convergence and diversity [32] to assess the performance of the proposed algorithm. The smaller the value of the IGD metric, the better is the obtained set of Pareto optimal solutions.

Let P* be a set of uniformly distributed points in the objective space along the Pareto-optimal front (PF). Let P be an approximate solution to the PF, then the average distance from P* to P can be defined as follows [33].



[image: there is no content]



(6)




where d(v, P) is the Euclidean distance of v to P. The lower value of IGD means that P is much closer to the PF.


4.3. Experimental Results

This section presents the numerical results obtained by MOEA/D, MOEA/D-DE+PSO [34] and MOEA/D-CPDE on DEB, ZDT problems and the CEC’09 test instances (UF1-UF10).

Table 1 shows the results obtained by MOEA/D, MOEA/D-DE+PSO and MOEA/D-CPDE. The results of MOEA/D-DE+PSO are taken from literature [34]. It records the IGD-metric values after 100,000 function evaluations in 30 runs. There are five columns in Table 1. The columns refer to best (i.e., minimum), mean, standard deviation (std) and worst (i.e., maximum) of the IGD values obtained by the algorithms for DEB and ZDT problems. The experimental results indicate that MOEA/D-CPDE performs better than MOEA/D and MOEA/D-DE+PSO on ZDT1, ZDT2, ZDT4 and ZDT6. The minimum of MOEA/D is the smallest on ZDT3. Table 1 concludes that the cloud differential evolution strategy plays an important role in guiding the population evolution and accelerating the convergence rate of MOEA/D-CPDE for DEB and ZDT problems.


Table 1. The Inverted Generational Distance (IGD) values for DEB, ZDT1~ZDT4 and ZDT6 approximated by multiobjective evolutionary algorithm based on decomposition (MOEA/D), MOEA/D-DE+PSO and MOEA/D-CPDE in 30 independent runs.



	
Function

	
Min

	
Mean

	
Std

	
Max

	
Algorithms






	
DEB

	
0.005354

	
0.005355

	
4.7946e-7

	
0.005355

	
MOEA/D




	
-

	
-

	
-

	
-

	
MOEA/D-DE+PSO




	
0.005354

	
0.005354

	
5.0741e-7

	
0.005355

	
MOEA/D-CPDE




	
ZDT1

	
0.003988

	
0.004054

	
5.1587e-5

	
0.004165

	
MOEA/D




	
0.004012

	
0.004142

	
7.1000e-5

	
0.004359

	
MOEA/D-DE+PSO




	
0.003966

	
0.004036

	
4.7909e-5

	
0.004088

	
MOEA/D-CPDE




	
ZDT2

	
0.003799

	
0.003819

	
1.5762e-5

	
0.003864

	
MOEA/D




	
0.003811

	
0.003874

	
4.2400e-5

	
0.003992

	
MOEA/D-DE+PSO




	
0.003784

	
0.003808

	
1.1640e-5

	
0.003831

	
MOEA/D-CPDE




	
ZDT3

	
0.007041

	
0.007084

	
3.4618e-5

	
0.007200

	
MOEA/D




	
0.008400

	
0.009025

	
5.9532e-4

	
0.012406

	
MOEA/D-DE+PSO




	
0.007049

	
0.007081

	
2.8241e-5

	
0.007171

	
MOEA/D-CPDE




	
ZDT4

	
0.125709

	
0.195898

	
6.7636e-2

	
0.256064

	
MOEA/D




	
0.004141

	
0.007550

	
1.9710e-3

	
0.011584

	
MOEA/D-DE+PSO




	
0.003953

	
0.003954

	
8.0301e-7

	
0.003956

	
MOEA/D-CPDE




	
ZDT6

	
0.008892

	
0.013408

	
3.6559e-3

	
0.017854

	
MOEA/D




	
0.006977

	
0.014575

	
4.0370e-3

	
0.022697

	
MOEA/D-DE+PSO




	
0.005087

	
0.005970

	
6.5858e-4

	
0.006620

	
MOEA/D-CPDE









Table 2 shows the IGD in terms of minimum, mean, standard deviation and maximum values obtained by MOEA/D, MOEA/D-DE+PSO and MOEA/D-CPDE for 30 independent times. The results of MOEA/D-DE+PSO are taken from literature [34]. Table 2 shows that, in terms of IGD-metric, MOEA/D-CPDE performs better on UF1, UF4-UF7. MOEA/D-DE+PSO performs better on UF2, UF3, UF8 and UF10. MOEA/D-CPDE performs better in terms of the standard deviation and maximum on UF9. MOEA/D-DE+PSO performs better in terms of the minimum and mean best solution on UF9. It may be noted that MOEA/D-CPDE has not performed well on a few functions. UF8–UF10 are three objective functions with complicated PS shapes. The population diversity mechanism in MOEA/D-CPDE is worse for the complicated functions. Therefore, the complicated functions may be very challenging for MOEA/D-CPDE. Because of the poor convergence speed, MOEA/D performs worse for some complicated problems with the given number of function evaluations as the termination criterion. The dynamic use of DE and PSO enable MOEA/D-DE+PSO to get better approximate solutions for some problems. However, the individual produced by DE and PSO comes from two randomly divided subsets. Therefore, MOEA/D-DE+PSO performs worse for some problems.


Table 2. The IGD values statistics of the non-dominated solutions found by MOEA/D, MOEA/D-DE+PSO and MOEA/D-CPDE on UF1-UF10 in 30 independent runs.



	
Function

	
Min

	
Mean

	
Std

	
Max

	
Algorithms






	
UF1

	
0.004711

	
0.023042

	
0.053302

	
0.259563

	
MOEA/D




	
0.004466

	
0.028572

	
0.023609

	
0.071182

	
MOEA/D-DE+PSO




	
0.004594

	
0.005203

	
0.000248

	
0.006144

	
MOEA/D-CPDE




	
UF2

	
0.009082

	
0.014285

	
0.007173

	
0.049397

	
MOEA/D




	
0.010218

	
0.011737

	
0.000756

	
0.013261

	
MOEA/D-DE+PSO




	
0.008998

	
0.011877

	
0.001714

	
0.015334

	
MOEA/D-CPDE




	
UF3

	
0.016796

	
0.062967

	
0.028005

	
0.142894

	
MOEA/D




	
0.003940

	
0.006039

	
0.001826

	
0.010494

	
MOEA/D-DE+PSO




	
0.008435

	
0.044706

	
0.029862

	
0.114730

	
MOEA/D-CPDE




	
UF4

	
0.061278

	
0.069968

	
0.006585

	
0.089038

	
MOEA/D




	
0.047843

	
0.054604

	
0.004053

	
0.071241

	
MOEA/D-DE+PSO




	
0.043632

	
0.045344

	
0.001319

	
0.049677

	
MOEA/D-CPDE




	
UF5

	
0.208215

	
0.422297

	
0.128282

	
0.729846

	
MOEA/D




	
0.282111

	
0.490882

	
0.118561

	
0.708999

	
MOEA/D-DE+PSO




	
0.115859

	
0.203445

	
0.045309

	
0.258254

	
MOEA/D-CPDE




	
UF6

	
0.162838

	
0.495739

	
0.199592

	
0.824257

	
MOEA/D




	
0.186140

	
0.243517

	
0.237355

	
0.674953

	
MOEA/D-DE+PSO




	
0.073819

	
0.091573

	
0.030068

	
0.210588

	
MOEA/D-CPDE




	
UF7

	
0.005013

	
0.147765

	
0.219858

	
0.598471

	
MOEA/D




	
0.006726

	
0.243517

	
0.237355

	
0.674953

	
MOEA/D-DE+PSO




	
0.005112

	
0.006067

	
0.000640

	
0.007461

	
MOEA/D-CPDE




	
UF8

	
0.090851

	
0.145518

	
0.031061

	
0.229571

	
MOEA/D




	
0.057600

	
0.078455

	
0.006532

	
0.101902

	
MOEA/D-DE+PSO




	
0.112641

	
0.123347

	
0.006231

	
0.139016

	
MOEA/D-CPDE




	
UF9

	
0.087260

	
0.166323

	
0.033758

	
0.194023

	
MOEA/D




	
0.035499

	
0.071131

	
0.035008

	
0.149478

	
MOEA/D-DE+PSO




	
0.074763

	
0.080028

	
0.002555

	
0.083058

	
MOEA/D-CPDE




	
UF10

	
0.231245

	
0.431299

	
0.084250

	
0.637907

	
MOEA/D




	
0.184050

	
0.187158

	
0.001552

	
0.190097

	
MOEA/D-DE+PSO




	
0.369133

	
0.499921

	
0.078278

	
0.688156

	
MOEA/D-CPDE
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Figure 1. Plots of the final non-dominated solutions in the objective space of DEB, ZDT1~ZDT4, and ZDT6. 
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Figure 2. Plots of the all 30 PFs for DEB, ZDT1~ZDT4, and ZDT6. 
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Figure 3. Average IGD values versus number of function evaluations over DEB, ZDT1~ZDT4, and ZDT6 
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Figure 4. Plots of the best PF in the objective space of the UF1-UF10 in 30 independent runs. 
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Figure 5. Plots of the all 30 PFs in the objective space of the UF1-UF10 in 30 independent runs 
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Figure 6. Evolution of the average IGD-metric values versus function evaluations for UF1-UF10. 
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5. Conclusion

In this paper, we proposed an MOEA/D-CPDE algorithm based on MOEA/D. In MOEA/D-CPDE, two individuals are generated by the cloud generator guidance mechanism. Furthermore, the cloud particles mutation operator is introduced to maintain the population diversity. The performance of MOEA/D, MOEA/D-DE+PSO and MOEA/D-CPDE are compared on several continuous multiobjective optimization problems. The experiments conclude that the MOEA/D-CPDE generally offers better performance than those of other algorithms in the paper for some functions. However, the performance of MOEA/D-CPDE is worse for some functions with complicated PS shapes. The reason is that the misleading effect of two individuals generated by the cloud generator may cause the premature convergence. How to effectively guide the population to evolve will be considered in the future.
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