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Abstract: The convergence of cyber and physical systems through cyber–physical systems (CPSs) has
been integrated into cyber–physical production systems (CPPSs), leading to a paradigm shift toward
intelligent manufacturing. Despite the transformative benefits that CPPS provides, its increased
connectivity exposes manufacturers to cyber-attacks through exploitable vulnerabilities. This paper
presents a novel approach to CPPS security protection by leveraging digital twin (DT) technology
to develop a comprehensive security model. This model enhances asset visibility and supports
prioritization in mitigating vulnerable components through DT-based virtual tuning, providing
quantitative assessment results for effective mitigation. Our proposed DT security model also serves
as an advanced simulation environment, facilitating the evaluation of CPPS vulnerabilities across
diverse attack scenarios without disrupting physical operations. The practicality and effectiveness of
our approach are illustrated through its application in a human–robot collaborative assembly system,
demonstrating the potential of DT technology.

Keywords: cybersecurity; asset visibility; dependence analysis; mitigation prioritization; cyber–physical
system (CPS); digital twin (DT); manufacturing system

1. Introduction

The integration of cyber and physical systems has profoundly transformed the manu-
facturing sector, leading to the development of cyber–physical production systems (CPPSs)
and driving a shift toward intelligent manufacturing [1]. CPPSs, renowned for their adap-
tive capabilities to varying operational contexts, have yielded substantial enhancements in
production processes, thereby augmenting efficiency and productivity [1]. Nonetheless,
this integration also introduces increasing cybersecurity vulnerabilities, as underlined by
incidents such as the “WannaCry” ransomware attack in 2017 [2]. Moreover, vulnerabili-
ties often remain undetected until they are exploited in such environments. Even when
vulnerabilities are identified and reported in databases like the common vulnerabilities
and exposures (CVE), they may not be promptly addressed due to various operational
constraints [3,4].

Cybersecurity challenges in information technology (IT) and smart manufacturing
share some similarities but exhibit distinct approaches due to the unique nature of the
systems they protect and the threats they encounter [5]. While IT security primarily focuses
on safeguarding digital assets such as data and cloud services, smart manufacturing
security extends its scope to protect operational technology (OT) systems, such as industrial
control systems and physical machinery [6]. The convergence of IT and OT systems
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presents significant complexities in asset management and dependence analysis, posing
significant challenges to vulnerability mitigation [7,8]. A primary concern in IT security
is the identification and prioritization of vulnerable assets, which is complicated by the
sheer volume of components and their intricate interconnections. This challenge is further
magnified in the OT domain, where maintaining continuous production often takes higher
priority over asset scanning and vulnerability patching, as the latter may pose operational
disruption risks [9,10]. This difficulty is heightened in IT and OT converged environments,
like CPPSs, where gaining a comprehensive understanding is crucial for systematically
assessing vulnerabilities [11,12]. Moreover, the threat landscapes faced by IT security and
smart manufacturing security differ significantly. IT security contends with cyber threats,
like malware, phishing, and data breaches, while smart manufacturing security faces unique
challenges such as sabotage, physical tampering, and supply chain attacks. Consequently,
IT security emphasizes data confidentiality, integrity, and compliance with regulations,
while smart manufacturing prioritizes operational continuity, safety, and reliability [13].

Digital twin (DT) [14]-based methods emerge as a solution to address the gaps of asset
management complexities [9,10] and vulnerable component patch prioritization [15], while
protecting the monitoring of industrial assets [16,17]. DT methods, by functioning as virtual
replicas of physical components, offer critical insights by aggregating asset-specific data and
enabling analytics [18,19], or act as service providers through additive manufacturing [20].
Furthermore, they support enterprise security efforts by simulating attacks and evaluating
potential impacts on virtual counterparts [21]. However, the adoption of DT security
simulations within broader enterprise security frameworks, typically overseen by security
operations centers, remains largely unexplored and underutilized [22].

This paper contributes to the field by presenting a DT-centered security framework tai-
lored to enhance asset visibility and prioritize mitigation in CPPS. Our framework-oriented
methodology consists of three key modules: a reference architecture that represents var-
ious unique CPPS assets; dependence rules within cyber–physical layers that facilitate
component criticality analysis; and a virtual patch tuning and component vulnerability
score calculation algorithm that enables patch prioritization. The framework enhances
collaboration between the manufacturing and cybersecurity domains and bridges various
organizational departments to ensure comprehensive monitoring and prediction of po-
tential cybersecurity threats. Our approach leverages the capabilities of DT technology to
support a simulation environment for vulnerability assessment across various attack scenar-
ios without compromising the integrity of the physical system. Note that this paper follows
a DT framework methodology as adopted in [16,23,24] to allow flexibility and modularity.

The practicality efficacy of our proposed framework is substantiated through its
application in a human–robot collaborative (HRC) assembly system, illustrating how DT
can strengthen the cybersecurity posture of CPPS. This study emphasizes the utility of
DT in component criticality analysis, vulnerability retrieval, and attack simulation, thus
positioning DT technology as a pivotal instrument in advancing cybersecurity measures
within the manufacturing sector. Our methods also show a capability of being integrated
with existing solutions in practical settings. Our contributions are summarized as follows:

• We present a flexible DT-centered framework that supports security assessment such
as vulnerable component mitigation prioritization in CPPS without compromising
operations.

• We identify critical assets through comprehensive dependence rules within the cyber–
physical layers.

• We validate the framework’s utility and effectiveness through an industrial case
study involving an HRC assembly system, showcasing DT’s potential to enhance
CPPS cybersecurity.

The structure of this paper is organized as follows: Section 2 firstly introduces CPPSs,
outlines the threats these systems encounter, and then presents related works while high-
lighting existing research gaps. Section 3 details the proposed DT design and the associated
dependency rules. Section 4 delves into a case study that demonstrates the applicability
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of the DT within an HRC system. The results of the case study are analyzed in Section 5.
Finally, Section 6 concludes the paper, summarizing our findings and contributions.

2. Background and Related Works

The integration of information and communication technology highlights the im-
portance of cybersecurity for manufacturing systems. This critical issue has received
considerable attention from academics and industry, emphasizing the urgent need for
strong cybersecurity measures in modern manufacturing environments [3,4,25].

2.1. Common Vulnerabilities in CPPSs

CPPSs encounter distinct security challenges that set them apart from traditional IT
systems, stemming from their intricate networks and heterogeneous embedded compo-
nents [26]. We conducted a static analysis of existing vulnerabilities affecting common
CPPS assets (i.e., human–machine interface (HMI), programmable logic controller (PLC),
remote terminal units (RTUs), and intelligent electronic devices (IEDs)). For this analysis,
we primarily utilized two data sources: NVD, and Shodan. We then summarized the
vulnerabilities commonly exploited in CPPSs, classifying them according to the common
weakness enumeration (CWE) [27]:

• Software and firmware vulnerabilities: Flaws in application software and operating
systems are prevalent yet challenging to mitigate. Vulnerabilities such as outdated
firmware (e.g., CWE-1277) open back doors for attackers. Programming errors leading
to buffer overflow can enable unauthorized code injection and elevated system access.

• Data communication security: The use of unencrypted protocols for data transmission
risks, exposing sensitive information to unauthorized interception; vulnerable to
man-in-the-middle (MiTM) attacks, as exemplified by the deployment of HTTP basic
authentication for sensitive data (CWE-319).

• Access control issues: Inadequate access control mechanisms, such as improperly
granting administrative permissions to guest accounts, can compromise critical system
files. This encompasses flaws in identity management (e.g., CWE-1294), resource
isolation (e.g., CWE-1189), authentication (e.g., CWE-261), and authorization (e.g.,
CWE-732). The integration of IoT devices introduces further hardware-targeted threats,
including improper resource control (e.g., CWE-125 and CWE-787).

• Cybersecurity awareness and training: Insufficient cybersecurity training and aware-
ness among employees can facilitate phishing attacks and internal breaches. Weak
password policies (e.g., CWE-521) and communication gaps within organizations
heighten the risk of data leaks and spoofing attacks.

• Cloud and edge computing vulnerabilities: Transitioning to cloud services brings forth
vulnerabilities in edge computing and cloud architectures. Application programming
interface (API) with insecure default configurations can inadvertently expose critical
databases to the public internet, as highlighted by CWE-648, indicating the incorrect
use of privileged APIs.

2.2. Advanced Persistent Threats in CPPS

The vulnerabilities detailed in the previous section can be sequentially exploited,
leading to the formation of advanced persistent threats (APTs) [28].

Figure 1 illustrates the vulnerability chain within CPPS, where V-x denotes various
vulnerabilities and A-x signifies stages of an advanced attack. An attacker could exploit the
default password setting (V-1) of a design engineer’s account, leading to account compro-
mise (A-1). This breach could enable the attacker to target a related designer workstation
in a follow-up attack (A-2). The likelihood of success for this follow-up attack (A-2) in-
creases if the designer workstation suffers from poor authentication management (V-2).
Furthermore, the attacker might launch an additional attack (A-3) to gain entry into a
database server via the compromised workstation. This entry could be facilitated by weak
access control (V-3), paving the way for another attack (A-4) aimed at altering geometry
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computer-aided manufacturing (CAM) programs on the control server, especially if the
database lacks encryption (V-4). The absence of effective communication between CAM
engineers and security personnel (V-5) might allow such alterations to CAM program
codes to remain unnoticed. Communication barriers between IT and OT staff, exacerbated
by their physical separation, could result in the modified CAM file being used without
correction. This oversight could lead to numerical control (NC) machines operating incor-
rectly, potentially causing significant disruptions in the manufacturing process due to these
communication failures.

Figure 1. A scenario of advanced persistent threats in the manufacturing system. (Note that the
numbers with circles indicate different vulnerabilities).

The chained vulnerabilities discussed can be pinpointed either through the insights
of security experts or by tracing the interrelations among CWE, common attack pattern
enumeration and classification (CAPEC) [29], and MITRE adversarial tactics, techniques,
and common knowledge (ATT&CK) [30] attributes associated with specific vulnerabilities.
The sequence of vulnerabilities illustrated in Figure 1 is effectively represented using these
standardized enumerations, as depicted in Figure 2. Particularly, CAPEC-560 is capable of
advancing beyond both CAPEC-49 and CAPEC-70, showcasing a complex attack graph that
evolves along the vulnerability chain. Recognizing such sequences is crucial for conducting
a comprehensive vulnerability assessment at the system level.

2.3. Cybersecurity Research on Manufacturing System

Research studies in this domain primarily focus on exploring potential attack scenarios,
illustrating the tangible risks posed to manufacturing integrity and security. For instance,
Wells et al. [31] demonstrated how NC files could be altered in an attack, leading to the
production of defective parts. Similarly, Sturm et al. [32] examined the implications of
tampering with STL files, which is crucial for additive manufacturing processes, while
Desmit et al. [33] introduced a qualitative approach for assessing vulnerabilities in cyber–
physical manufacturing systems, using compromised CAD files as a case study.

Moving beyond isolated incident analysis, some researchers have concentrated on de-
veloping comprehensive taxonomies of attacks within manufacturing systems. Elhabashy
et al. [34] proposed an attack taxonomy centered around quality control systems, sug-
gesting that securing these systems could mitigate a broad spectrum of potential attacks.
Yampolskiy et al. [12] focused on creating an attack taxonomy for the additive manufac-
turing process. These contributions showcase the perspective of manufacturing engineers,
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highlighting the operational impact of cyber security threats. However, from a cyber secu-
rity engineering standpoint, these scenarios represent specific instances of broader attack
methodologies, such as unauthorized database access leading to information tampering.
This inconsistency underscores the need for a unified approach that enables both manu-
facturing and cyber security professionals to collaboratively address and mitigate cyber
security challenges within manufacturing systems.

Figure 2. Example of vulnerability chains in CPPS.

Assessing the risk within manufacturing systems necessitates a comprehensive anal-
ysis of vulnerabilities that span the intricately linked IT and OT components. The mere
identification of isolated vulnerabilities and threats falls short of addressing the multi-
faceted nature of contemporary systems [35]. Efforts to model these systems are aimed at
identifying both discrete vulnerabilities, like outdated software, and systemic weaknesses,
such as inadequate network segmentation. Techniques like tree structures, directed graphs,
and logic diagrams have become prevalent for conducting overarching cybersecurity as-
sessments or modeling potential exploits [36,37]. Nonetheless, many existing models,
often tailored to specific system architectures or network setups, focus on assessing the
probability or impact of particular vulnerabilities, including denial-of-service (DoS) attacks.
These models typically lack flexibility and scalability and do not prioritize these aspects
during their design phase [36]. Consequently, adapting the current cybersecurity assess-
ment frameworks to new types of vulnerabilities often requires significant modifications,
rendering them neither cost-effective nor efficient [38].

2.4. Digital Twin Applications in Cybersecurity

While DTs have yet to be extensively applied to cybersecurity challenges, existing
research underscores their potential as an effective method [21,39]. Originating from the
manufacturing sector, DTs offer a familiar framework for manufacturing engineers to
address cybersecurity issues, while the insights generated by DT models provide actionable
intelligence for cybersecurity engineers [40].

Eckhart and Ekelhart [41] pioneered the integration of DTs into information security,
proposing a CPS twinning model that leverages standardized data formats like Automation
ML for efficient simulation environment construction. This approach facilitates automatic
acquisition of the data necessary for generating DT models, while also incorporating safety
and security rules to detect potential intrusions by comparing commands between senders
and receivers. Building on this foundation, subsequent work by Eckhart and Ekelhart [42]
enhanced the model to include real-time data from physical systems, enabling accurate
virtual mirroring and state transition monitoring. This extended model proved effective in
detecting intrusions, including man-in-the-middle and insider attacks, demonstrating DT’s
potential as a robust platform for intrusion detection.
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Lou et al. [43] further applied AML to model cyber–physical systems and conducted
functional safety and cybersecurity analyses using DTs.

In the ‘CyberFactory#1’ project, Bécue et al. [44] explored DT’s application in assessing
production system responses to cyber-attacks and predicting potential damages, although
detailed outcomes were not disclosed.

Bitton et al. [45] investigated the development of cost-effective, reliable, and security-
oriented DT models, suggesting the value of creating purpose-specific multi-view DTs.

Suhail et al. [46] introduced the concept of gamification for DT security, adopting
an offensive security stance. This innovative approach transforms DT into a versatile
platform that not only facilitates a learning environment geared toward enhancing security
awareness but also supports automated security evaluations and offers transparent DT
assessments for security analysts. This is achieved by seamlessly incorporating machine
learning technologies.

Additionally, DTs have been utilized beyond production systems, such as in safeguard-
ing user privacy in smart automotive systems. Damjanovic-Behrendt [47] developed a
DT model for smart cars to analyze operational, safety, and privacy data, employing data
anonymization to mitigate privacy risks.

Although interactions across the physical, digital, and human domains are increasing,
research exploring the application of DT technology across diverse architectural archetypes,
particularly for managing numerous unique assets, remains limited [20]. Thus, developing
a comprehensive reference architecture for leveraging DT to support smart manufacturing
is necessary. Toward this direction, Sellitto et al. [48] redefined their enterprise architecture
approach to depict a cooperative intelligent transport system scenario, evolving it into a
threat-focused DT. This innovative shift was guided by the reference architecture model for
Industry 4.0 (RAMI 4.0), facilitating a comprehensive depiction of the system’s lifecycle.

Lu et al. [49] introduced a DT-based reference model that incorporates an information
framework to depict the physical specifications and a data processing module to generate
real-time representations of physical objects.

Balta et al. [16] proposed a framework-oriented DT architecture to support cyber-attack
detection in CPPS. Additionally, an experimental case study is conducted on off-the-shelf
3D printers to illustrate the effectiveness of the proposed DT framework in detecting
cyber-attacks.

Nevertheless, there is a limited effort in integrating DTs into cybersecurity assessments,
especially in the area of mitigation prioritization [15]. In this paper, we focus on using
DT in vulnerability analysis and virtual patches to support the prioritization of potential
mitigation strategies.

3. Digital Twin-Based Security Assessment for CPPS

This section introduces the proposed methodology that integrates DT technology
to support comprehensive security assessment through enhanced component visibility
and vulnerability analysis. We introduce the framework and the reference architecture
proposed for CPPS, followed by a detailed discussion on the defined dependence rules and
vulnerability assessment methods for vulnerable component prioritization.

3.1. Framework Architecture

The proposed framework illustrated in Figure 3 consists of three key modules: the
CPPS data layer, which collects both static system configuration and real-time network
data such as streaming and machining data; a security database, which collects security
instances from online sources such as the National Vulnerability Database (NVD) and
Microsoft Security Database, correlating with standard enumerations, such as CWE and
CAPEC; and a DT layer, which processes data from the above two modules to support
vulnerability retrieval, risk calculation, and virtual patch, enabling patch prioritization.
In this paper, the DT model integrates real-time data from the security database to reflect
current vulnerability instances and existing exploits, but it has not yet been integrated
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with real-time network data. Full integration is planned for future work, as discussed in
Section 6. Next, we introduce each module in detail.

Figure 3. Leveraging Digital twin in security assessment and virtual patching.

3.2. Reference Architecture for CPPS

A DT reference model was developed to simulate the structure of a standard CPPS [50].
This foundational knowledge facilitated the construction of accurate and representative
models. We engaged in collaboration with two industrial production experts and two
operators from a manufacturing firm, conducting interviews to gather in-depth knowledge
about the structure of manufacturing networks. Initially, we established a reference model
based on the Purdue model [51] and prevailing industrial standards. Subsequently, we
refined and expanded this model in an iterative manner, incorporating feedback from the
interview participants to ensure a comprehensive and accurate representation.

Lee Edward A. characterizes cyber–physical systems (CPSs) as the nexus between
the physical and cyber realms [52]. However, this work adopts a more expansive view of
CPPSs, conceptualizing them as the amalgamation of physical elements, cyber components,
and the control mechanisms that bridge these two domains.

3.2.1. Physical Layer of CPPS

The physical layer includes critical components such as the PLC Gripper system for
controlling grippers, a robotic system for automation, a Worker Operation system for oper-
ational verification by local operators via mobile devices, and a workstation set up with
cameras for tracking worker activities, as illustrated in Figure 4. Physical components are
responsible for executing tangible processes, such as production and machining operations.
The purpose of including Worker Operation and Worker Identification is to align our reference
model with a focus on Industry 5.0 [53], particularly on human-central dynamics and
human factors in manufacturing.

3.2.2. Control Layer of CPPS

The control layer introduces a critical distinction between IT and OT components,
enriching the CPPS framework [54]. OT components directly impact physical processes and
include devices such as HMI, IED, PLC, and RTU. HMIs serve as control panels, enabling
human operators to interact with PLCs and IEDs, which are integral to automating and
monitoring physical tasks. PLCs, which are specialized computers within the OT spectrum,
execute programs to automate tasks based on sensor inputs, while IEDs, connected to
sensors and actuators, facilitate automatic actuation, showcasing the intricate interplay
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between cyber and physical components. For example, the control layer empowers hu-
man operators to oversee assembly operations through the PLCController, with dedicated
computers in the control center collecting and displaying production data, as presented in
Figure 5. Other important components of this layer include a historian server for historical
data retrieval, an application server for data analysis and software support, and supervisory
control and data acquisition (SCADA) server and timer for CPPS monitoring and control.

Figure 4. Instantiated cyber–physical production system.

Figure 5. Control layer of the CPPS reference model.

3.2.3. Cyber Layer of CPPS

Cyber components encompass not only software, operating systems, and data storage
and transfer but also the networks that facilitate visibility among these elements, as shown
in Figure 6. IT components, including devices like routers and switches, are pivotal for
information-processing tasks. Specifically, the cyber layer facilitates an enterprise network
for internal data sharing and financial transactions, interconnected with the external internet
through secure routers and firewalls. This configuration encompasses servers for web and
email services, with communication protocols such as HTTPS ensuring the secure and
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efficient transfer of data. Additionally, designers and engineers may access the system
either onsite or remotely through remote desktop login. Other important components of
this layer include a domain controller to implement security measures as access control,
and vendor workstation accessed from public internet to maintain or upgrade CPPS.

Figure 6. Cyber layer of the CPPS reference model.

An instantiated reference model for the manufacturing system is illustrated in Figure 4
through a layered network diagram, distinguished by color-coded boxes.

3.3. Dependency Analysis and Criticality Calculation

In the proposed CPPS architecture, we pinpoint critical components integral to the
organization’s operational continuity and mission fulfillment. Our focus lies on data and
information components involved in production processes. This includes data stored on
memory and hardware disks, as well as data in transit between computing nodes. For
instance, programming instructions (e.g., G-code or M-code files) are transmitted from the
CAM server to the control server within the control center. Machining data are relayed
to the controllers such as the PLC controller for production execution. Simultaneously,
processed data and a copy of the machining data are stored in the historian server, which
maintains a time-tagged database of the production system’s data points. The PLC con-
troller is directly linked to the PLC gripper. Additionally, datasets such as product and
manufacturing information, tool condition data, and product inspection data are both
critical and confidential, essential for ensuring the system’s functionality.

To refine the criticality analysis process, we elaborated on the concept of functional
dependencies (FD), as Definition 1, builds upon our previous works [55,56].

Definition 1 (Function Dependence). If component Ci requires component Cj for its functional
operations, then Ci has a functional dependence on Cj, denoted as FD(i,j).

We introduce seven FD rules to elucidate the complexity of software component inter-
actions, utilizing these for system dependency mapping based on static configuration data.
Here, the embedding rule describes dependency arising from one component embedded
within another, which is a vertical relationship in the system’s architecture. The interaction
rule indicates that the dependency is based on the interaction or data exchange between
components, reflecting a horizontal relationship.

Consider a cyber component, such as Ci, an IT or OT component, such as Cj, a
hypervisor or operating system component, such as Ci, and a physical component, such
as Cj. The functional dependency of one component on another is represented by FD(i,j),
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indicating that component Ci is functionally dependent on component Cj. The rules can
then be formalized as follows:

1. FD Embedding Rule (ER):

• ER-1: FD(i,j) ← Ci ⊆ Cj, for Ci embedded in Cj.
• ER-2: FD(j,i) ← Cj ⊆ Ci, for Cj contained in Ci.

2. FD Interaction Rule (IR):

• IR-1: FD(k,j) ← Ck
data←−− Cj, for Ck receiving process data from Cj.

• IR-2: FD(j,i) ← Cj
control←−−− Ci, for Cj receiving control data from Ci.

3. FD Data Rule (DR):

• DR-1: FD(i,j) ← Ci
stream←−−− Cj, for Ci as data stream recipient from Cj.

• DR-2: FD(i,j) ← Ci
listen←−−− Cj, for Ci listening to the data stream from Cj.

4. FD Network Rule (NR):

• NR-1: FD(i,j) ← Ci ↪→ [network]Cj, for Ci connected to the network via Cj.

⊆ denotes an embedding relationship, data←−− and control←−−− represent data and control

flow dependencies, respectively, stream←−−− and listen←−−− indicate data stream relationships, and
↪→ [network] symbolizes network connectivity. These refined FD rules provide a structured
framework for identifying and analyzing functional dependencies within a system, thereby
enhancing the accuracy and comprehensiveness of vulnerability assessments. In doing
so, we establish dependency matrices FD(i,j) between component nodes Ci and Cj. These
matrices enable the analysis of centrality and influence levels of nodes.

We further define the criticality of components, and component criticality score (CCS),
considering their dependencies. Let C be the set of components in a system, and M be
the total number of components. For each component Ci ∈ C, we apply Equation (1) to
calculate the criticality scores, NFD

i , of these components. A component Ci with a higher
value of NFD

i is considered a critical function point, indicating its higher criticality in
the system.

CCSi = NFD
i , (0 < i < M) (1)

3.4. Vulnerability Virtual Patch and Risk Analysis

To further refine our vulnerability assessment, we gather detailed system configura-
tion and component information, enabling us to query a localized vulnerability database
introduced in our previous work [57]. Specifically, we integrated cybersecurity data from
diverse open-source repositories, such as NVD and Shodan into a localized database using
MongoDB. This integration process also includes the correlation of vulnerability instances
to standard enumerations and categorizations such as CWE and CAPEC.

The vulnerabilities are documented up to the investigation date and are analyzed with
the average severity scores associated with each component calculated to reflect the vulnerable
levels. The idea of a vulnerability score calculation considering different severity scales is
inspired by [58]. We calculate the average score of vulnerabilities under different severity
scales according to the Common Vulnerability Scoring System (CVSS) [59], including none
([0]), low ([0.1–3.9]), medium ([4.0–6.9]), high ([7.0–8.9]), and critical ([9.0–10.0]).

We define the component risk score as CRS, considering multiple contributing factors,
including CCS, and the weighted average score of vulnerabilities across different severity
scales for each component, such as CVS, as shown in Equations (2) and (3).

CRS = CCS× CVS (2)
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CVS =

 ∑
i∈{C,H,M,L}

wi · Sum(Si)

 · 1
∑i∈{C,H,M,L} Ni

(3)

where

• wi: Weighing factor for each severity level i.
• Sum(Si): Sum of vulnerability scores across different severity scales i.
• Ni: The number of vulnerabilities under each scale.

Using CRS, we define the patch prioritization rule in Definition 2.

Definition 2 (Patch Prioritization Rule). Let Ci denote a component with a set of vulnerability
instances, V, existing within it. For each vulnerability instance, vj ∈ V, the application of a patch
influences the component risk score, CRSj. The prioritization of patches is determined by ranking
the component risk scores, CRSj, in ascending order, from the lowest to the highest.

Our DT-centered framework also includes pre-defined rules such as the cascading
failures rule in Definition 3 to support the attack simulation. Such capability will enable us
to further integrate attack simulation-based virtual patching in future works.

Definition 3 (Propagation Rule for Cascading Failure). If there exists a failure or a component,
Ci, where Cj is functionally dependent on (FD(i,j) = 1), then the failure is likely to propagate to
Cj with a probability, pij. The propagation probability, pij, is influenced by system configurations,
network structures, and security compliance measures.

4. Case Study

We evaluated the proposed theoretical framework within a practical setting by imple-
menting an HRC assembly system. This application was instrumental in validating our
proposed approach, providing empirical evidence of its efficacy and relevance within the
context of contemporary manufacturing practices.

4.1. Human–Robot Collaborative Assembly System

In this study, we employed an HRC assembly system, which involves humans and
robots performing concurrent tasks within a shared space. This setup underscores the
imperative of robust cybersecurity measures to safeguard human workers from potential
harm resulting from compromised robot operations [60].

The HRC assembly system comprises three workstations: a tool-changing station,
an ABB IRB 2600-20(12)/1.65 robot with a PLC gripper, and a conveyor. The system’s
layout is depicted in Figure 7, while Figure 8 illustrates the physical arrangement of these
components. Human operators interact with the robot across these workstations, monitored
by cameras (Microsoft Kinect) for planning and scheduling the assembly process. Various
systems facilitate data flow and command transmission between workstations and the
robot: a UnitController for assembly data analysis and command issuance, a Cockpit for
process planning, a CollisionAvoidance system for analyzing human–robot movement, and a
WorkerIdentification system for tracking worker movements.

We refined our reference model by gathering data from three primary sources: outputs
from the SYMBIO-TIC project, a field study at the ASSAR venue, and interviews with
former SYMBIO-TIC project participants. More detailed insights into the HRC system can
be found in the [61] project, especially the third demonstration at the ASSAR Industrial
Innovation Arena in Sweden. The digital-twin model for HRC is presented in Figure 9.

The WorkerIdentification and UnitController systems independently evaluate the posi-
tions and availability of workers and the robot. Utilizing these data, the Cockpit system
orchestrates the assembly process planning and scheduling for product batches, subse-
quently relaying these plans to the UnitController. The UnitController then gathers detailed
assembly operation instructions, such as robot movements from graphical robot program-
ming software (e.g., [62]) and gripper commands from robot simulation software (e.g., [63]).
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These instructions are converted into executable codes and I/O signals by the UnitController,
directing both the robot’s actions via controllers (e.g., IRC [64]) and the gripper’s operations
through PLC.

Figure 7. Layout of HRC assembly workstations.

Figure 8. Physical setup of HRC assembly workstations.

Furthermore, the UnitController communicates task instructions to workers and work-
stations via the HMIC, typically accessed through mobile devices. To enhance the HRC
system’s resilience, assembly process data are duplicated and synchronized across the
UnitController, CollisionAvoidance, and Cockpit systems. The CollisionAvoidance system, upon
detecting potential human–robot collisions, adjusts the robot’s trajectory and communicates
updated instructions to the UnitController to prevent accidents.
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Figure 9. Human–robot collaborative system that integrates SYMBIO-TIC.

Simulation and programming tools such as RobotStudio, Drag&Bot, and others are
consolidated within a workstation running Windows 10 for ×64 systems, as shown in
Figure 9. The CollisionAvoidance operates on a separate Windows 10 workstation, while
WorkerIdentification runs on another Windows 10 computer. HMIC applications are hosted
on Android devices. Among these software components, only Drag&Bot supports direct
remote access. Others, like Cockpit, are encapsulated in software containers (e.g., doc [65])
to enhance security and minimize data exposure risks, with strict process communication,
memory allocation controls, and role-based access policies.

The network, protected by a password, employs an ASUS router with SSH encryption
and software firewalls for IP-specific connections, ensuring secure communication and
service connectivity.

4.2. Model-Based Vulnerability Assessment for the Human–Robot Collaborative Assembly System

Our criticality study consists of two steps: (i) a criticality calculation using defined
dependence rules and Equation (1), and (ii) a conversation with stakeholders to determine
the weighting of criticality.

In alignment with the US-CERT [66] asset management guidelines, We first iden-
tified assets and then evaluated the critical components within the HRC assembly sys-
tem. We rank these components by their criticality, determined by how functionally
dependent other components are on them. The top five critical components identified
include HRC_MainController_UnitController with a functional dependency (FD) score of
6, HRC_Router and HRC_MainController_OperatingSystem, each with an FD score of 5,
HRC_MainController_DockerEngine with an FD score of 4, and HRC_MainController_Drag&Bot
with an FD score of 2. To validate and further refine the criticality of these components, we
consulted with project members from SYMBIO-TIC. In addition to the initially identified
components, they emphasized the significance of the physical PLC gripper and robot, as
well as the data components exchanged among RobotStudio, Drag&Bot, UnitController, and
Cockpit, underscoring a comprehensive view of system criticality.

We collected configuration and component information for the HRC assembly system
and subsequently formulated queries for our localized vulnerability database, focusing on
14 essential components as illustrated in Figure 9. This process yielded 41 documented
vulnerability instances up to 24 February 2024, categorized into 5 critical, 30 high, and
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6 medium severity vulnerabilities. Note that, here, we count vulnerabilities by their unified
(CVE)-IDs.

Table 1 presents the criticality levels, incorporating factors such as functional depen-
dencies, the total number of identified vulnerabilities, and their average severity scores.

In the APP layer, Docker containers bundle program codes and dependencies. A
container is reasonably separated from other containers and its host system. Therefore,
databases are not shared between computers. Nonetheless, several known Docker vulnera-
bilities, such as the container breakout vulnerability, allow an attacker to further exploit
confined software through a backdoor. Table 1 suggests that the operating system of the
MainController can be given the highest prioritization.

Table 1. Vulnerability patch decision-making considering criticality and severity.

Component Criticality Number of Vulnerability Average Severity

HRC_MainController_UnitController 6 N/A N/A

HRC_MainController_RobotStudio 1 1 7.4

HRC_MainController_Cockpit 2 N/A N/A

HRC_MainController_Drag&Bot 2 N/A N/A

HRC_MainController_DockerEngine 4 8 7.23

HRC_MainController_OperatingSystem 5 19 7.74

HRC_WorkerIdentification_OperatingSystem 1 19 7.74

HRC_WorkerIdentification_WorkerIdentification 1 N/A N/A

HRC_CollisionAvoidance_OperatingSystem 2 19 7.74

HRC_CollisionAvoidance_CollisionAvoidance 2 N/A N/A

HRC_HMIC_OperatingSystem 1 2 7.3

HRC_Router 5 4 8.08

HRC_IRC5 2 2 9.8

HRC_PLC 2 5 7.2

4.3. Attack Simulation Using Digital-Twin Model

Utilizing our DT model and particularly Definition 3, we can effectively simulate a
range of vulnerabilities and attack scenarios, assessing their overall impact on the system.
This allows us to virtually patch the system and evaluate the impact of such a patch on
component risk scores using Definition 2.

We seamlessly integrated our DT security model with a combination of open-source
and commercialized tools to facilitate comprehensive attack simulations. One tool uti-
lized is securiCAD. Through this integration, the HRC model encompasses an average of
630 components and approximately 885 dependencies, spanning both physical and cyber
aspects. Physical dependencies are organized by zones, while cyber dependencies rely on
configuration settings and data connections. This model enables detailed simulation of
attack scenarios by establishing specific entry points for attackers, which are assumed to
occur with certainty. For instance, a phishing attack might involve tricking an internal user
into initiating unauthorized data flow to a malicious host, identified as the primary entry
point for the attack.

The model introduces vulnerabilities through configurations of deficient defense
mechanisms, assigning probabilities to evaluate the risk level of each vulnerability. For
example, the minimal likelihood of a firewall’s presence indicates a significant risk of access
control vulnerabilities. Subsequent analysis examines how attacks spread and their ripple
effects, comparing the severity of different scenarios. Key metrics for evaluation encompass
the probability of an attack’s success, its ramifications on production and safety, and the
financial implications of defense measures, as determined by expert assessments.
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In this analysis, we evaluate the cascading effects of two models subjected to the same
phishing attack, using attack graphs to trace the paths and vulnerability chains, as shown
in Figures 10 and 11.

In these graphs, lines with arrows denote attack trajectories, with red lines highlighting
the primary path and orange lines indicating secondary or alternative paths. The model
depicted in Figure 10, which employs more robust access control measures, demonstrates an
average time-to-compromise (TTC) of 110 days for an attacker targeting the robot network.
Conversely, the model illustrated in Figure 11, compromised by vulnerabilities such as
default password settings, presents an easier target for attackers, reducing the average TTC
to 68 days and thereby indicating a significantly higher risk level. Clearly, the configuration
represented in Figure 10 emerges as the more secure and preferable option.

Figure 10. Phishing attack scenario with more secure access control. (Note that the numbers with
circles indicate time-to-compromise for each attack path).

Figure 11. Phishing attack scenario with less secure access control. (Note that the numbers with
circles indicate time-to-compromise for each attack path).

5. Discussion

During our model-based evaluation, we identified a structural weakness in the HRC
system. Even though all databases (such as Cockpit, HMIC, and Drag&Bot databases) are
password-protected, passwords are saved in plain text in configuration files. For instance,
the configuration file stores the RobotStudio password to enable data connection with
Drag&Bot. This vulnerability is classified as CWE-260 and may allow an attacker to obtain
privileges or assume identity. Once adversaries obtain access to the RobotStudio system,
they may alter robot production procedures and damage the entire HRC system.
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Additionally, we acknowledge that this static analysis only covers a subset of the sys-
tem’s components, potentially leaving some vulnerabilities unaddressed. Nevertheless, the
proposed taxonomy and instantiated models lay the groundwork for further development
with more complex systems and elucidated rules for query-based vulnerability analysis.

Through our modeling process and iterative interviews to refine the reference models,
we derived insights that highlight the limitations of the Purdue model as a foundational
framework. While it served as a starting point, its origins predate the Industry 4.0 era,
posing challenges in aligning with the dynamic and interconnected nature of contemporary
industrial settings. Its focus on conventional systems may not fully address the security
challenges posed by emerging technologies, potentially leaving gaps in cyber resilience.
Additionally, we incorporated insights from the challenges posed by Industry 5.0 [53]
regarding human-centric dynamics [67,68]. Consequently, we carefully considered worker
factors in our reference model and included a human–machine collaborative system in our
case study to account for the intricate interplay between humans and automated systems
in modern industrial environments.

The instantiated reference models for manufacturing can also function as a knowledge
base for IT/OT convergent CI models, which are analyzed by external tools for risk analysis
or attack simulations, as illustrated in the previous section.

6. Conclusions

This paper introduces a framework based on DT technology for comprehensive system
dependence analysis and support for vulnerability assessment within CPPS. The proposed
approach offers a collaborative platform for manufacturing and cybersecurity engineers to
collaboratively address cybersecurity issues from a unified standpoint. Through the utiliza-
tion of DT architecture, the framework enables systematic identification and prioritization of
critical components, subsequently subjecting them to vulnerability analysis, attack simulation,
and virtual patching. The outcomes of this assessment are quantitatively presented, providing
a structured approach for evaluating and ranking vulnerable component mitigation priori-
tization in CPPS. To exemplify the applicability of the proposed method, an HRC assembly
system is scrutinized as a practical case study. Through this case study, we illustrate the
effectiveness of our digital twin architecture in identifying critical components and assessing
vulnerabilities in an operational context. The instantiated HRC assembly model not only
facilitates model-based vulnerability assessment but also aids in the identification of structural
vulnerabilities within the system. A significant vulnerability identified was the unencrypted
storage of passwords in configuration files, posing a substantial risk if exploited.

Looking ahead, we plan to incorporate simulation-based optimization techniques
to explore more efficient configurations across diverse objectives. Another direction of
future studies includes employing explainable artificial intelligence techniques [69] for
conducting multi-level vulnerability assessments. The goal is to produce fine-grained
vulnerability indicators that incorporate environmental and temporal factors, tailoring the
granularity of information for stakeholders at various hierarchical levels to ensure optimal
situational awareness [70]. We also plan to build on the current virtual patch and mitigation
prioritization method from the component level to the asset and system levels.
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Abbreviations Definitions
ATT&CK adversarial tactics, techniques, and common knowledge
APT advanced persistent threat
DT digital twin
CAM computer-aided manufacturing
CVE common vulnerability exposures
CWE common weakness enumeration
CAPEC common attack pattern enumeration and classification
CPS cyber–physical system
CPPS cyber–physical production system
CRS component risk score
CCS component criticality score
CVS component vulnerability score
FD functional dependence
HRC human–robot collaborative
HMI human–machine interface
IED intelligent electronic device
IT information technology
NC numerical control
OT operational technology
PLC programmable logic controller
TTC time to compromise
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