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Abstract:

 The public-oriented goals of the open government movement promise increased transparency and accountability of governments, enhanced citizen engagement and participation, improved service delivery, economic development and the stimulation of innovation. In part, these goals are to be achieved by making more and more government information public in reusable formats and under open licences. This paper identifies three broad privacy challenges raised by open government. The first is how to balance privacy with transparency and accountability in the context of “public” personal information. The second challenge flows from the disruption of traditional approaches to privacy based on a collapse of the distinctions between public and private sector actors. The third challenge is that of the potential for open government data—even if anonymized—to contribute to the big data environment in which citizens and their activities are increasingly monitored and profiled.
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1. Introduction

The global Open Government movement places the transparency and accountability of governments at its core. Other objectives include increased citizen participation and engagement with government, economic development, and the stimulation of innovation [1]. While these goals are all of indisputable importance, their pursuit may have unanticipated consequences for citizen privacy, especially in the oft-promoted open-by-default approach to the management of government data. The privacy implications are rooted in some core realities: governments collect a vast range of data, including the personal information of individuals; the large volume of data already available in our “big data” environment means that even apparently innocuous or anonymized government data sets can contribute to the identification of individuals when matched with other available data; and, in some cases, the very technologies increasingly used by governments to interact with citizens generate new layers of personal information. Thus although the Open Government movement is not meant to displace privacy as an important social value, its implementation does raise privacy challenges.

This paper begins by identifying and outlining three core components of open government. Section 3 situates the open government movement within the broader global information context. Section 4 identifies and discusses certain privacy challenges raised by open government. These include the difficulty in balancing the goals of transparency and accountability with privacy in the context of “public” personal information, the collapse of public and private distinctions, and the role of government data in big data. While the issues discussed in this paper have a broad application, specific examples are drawn primarily from the Canadian and U.S. contexts.



2. Open Government

Yu and Robinson [2] situate the roots of the Open Government movement in the post-World War II era, although pressure for greater government transparency and accountability may well have a much longer history [3]. Nevertheless, the contemporary Open Government movement combines values of transparency and accountability with modern information technologies and the economic value of data [2,4]. This version of Open Government has taken the world by storm within a relatively short period of time [2], and has enlisted the commitment of a significant number of the world’s countries [5]. Many of the world’s major democracies—and some emerging democracies as well—have subscribed to the Open Government Partnership (OGP), an international multi-stakeholder movement dedicated to advancing open government. States that are members of the OGP commit to establishing and meeting goals within the framework established by that organization. Other commitments to open government are also seen in the recent signing of the Open Data Charter by G8 leaders [6], and in the work being done by the Organisation for Economic Co-operation and Development (OECD) on open government [7].

The goals of the contemporary Open Government movement go beyond transparency and accountability, although these are still central objectives [3,5] In addition to transparency and accountability, open government seeks to increase citizen participation in governance through a variety of new forms of engagement, some of which may include social media. In addition, open government seeks to promote innovation and economic growth through the release by governments of large amounts of data in reusable digital formats and with few or no restrictions on reuse [4]. At the municipal level this can include real-time GPS transit data feeds, restaurant inspection reports, and permit data. At other levels of government it may include geospatial data, statistical data, public health information—the possibilities are virtually limitless.

These goals of open government can be loosely organized into three core components: open access, open data and open engagement. Although there is some overlap between these three components, they each have distinct features that are important to a consideration of privacy issues. Open access builds upon the “right to information” movement, which emphasizes the fundamental rights of citizens to government transparency and accountability [3]. Access to information regimes have been traditionally based upon individual requests for access to government information, and privacy considerations have long been built into the processes regarding the disclosure of information through these mechanisms. Such regimes are premised upon evaluation by data custodians of the potential privacy implications of the release of the sought-after data, as well as decision-making processes that may permit partial release of information with redaction of personal information. While open access can be enhanced by streamlining access to information procedures, improving response times and reducing costs for access [8], one of the ways in which the open government movement seeks to enhance access to government information is by encouraging its proactive release [1]. This is sometimes called “open by default”. For example, in its 2012 Open Government Directive, the Obama administration in the US set targets and guidelines for the proactive release of data in the hands of government departments and agencies [8]. Similar targets have recently been adopted in the UK [9] and in Canada [10]. The proactive release of some categories of data can further the goals of access to information, particularly where it is the kind of data that is regularly sought by civil society groups through access to information requests. The open access dimension of open government responds to the needs of civil society groups that seek to hold government accountable [3]. It is also linked to citizen engagement in society, as an informed public is better placed to give input on policy questions. In spite of the overlaps, proactive disclosure will not result in a complete conflation of open access with open data. Access to information regimes will still be necessary for those seeking the release of data that is not selected for proactive disclosure, and they will also be important for enabling individuals to access their own personal information in the hands of government. From a privacy perspective, what is significant is the shift from a case-by-case assessment of the privacy impacts of the release of certain types of data towards a single upfront assessment of data sets that are designated to be open by default.

Open data overlaps to some extent with the proactive release of data under “open access”, but it encompasses much more than the proactive release of data sought by civil society groups with a view to greater government transparency and accountability [2]. Janssen notes that there are many similarities between open access (or the right to information) and open data, but she emphasizes as well the fact that open data embraces goals that go beyond transparency and accountability, and include those related to innovation and efficiency [3] (p. 4). Open data is thus the component of open government that best serves the goals of supporting innovation and economic development.

Open data involves the publication of non-personal, non-confidential government data in reusable electronic formats and under an open licence [11]. Openness has been defined in this context, as arising where “[a] piece of data or content is open if anyone is free to use, reuse, and redistribute it—subject only, at most, to the requirement to attribute and/or share-alike” [12]. While some open data sets may be important to civil society groups seeking to hold the government to account, the open data movement has a strong innovation orientation [4], and thus it frequently includes important sets of base geographical or geospatial data, as well as other data sets with significant potential for commercial application. Ideally, the data sets are released in formats that have been developed according to standards that will facilitate their reuse in conjunction with data from other sources. The open data movement also encourages the making of data sets available through a single portal and in a way that makes them easy to locate [11]. The goal of open data is not just to make government information public; it is to make it as useful as possible. To some extent, it is also to push for reuse of government data by the private sector [4,13]. Governments may use competitions (app contests, hackathons) and other incentives to encourage individuals to find innovative uses for the data sets that they release [5,11,14]. From a privacy perspective, it is important to note that the inclusion of data sets in an open data portal generally means that the sets have been judged to be free of protected personal information. Whether this is actually the case is, as will be discussed below, sometimes contestable.

The third component of open government is open engagement. Open engagement has several dimensions, some of which overlap with open access and open data. For example, the Open Government Declaration [1] includes holding governments to account and monitoring their activities as one element of citizen engagement; this form of engagement is dependent upon the ability to access information and government data. At the same time, open engagement can involve greater citizen participation in government decision-making and planning, using novel methods [15]. Some governments have experimented with the use of social media such as Facebook, Twitter and Google Plus, for interactive citizen participation in consultations and in providing feedback on government initiatives [16]. On a more practical and day-to-day level, open engagement may also involve the use of online tools to facilitate the reporting by citizens of problems in their neighborhoods, or to engage citizens creatively in planning or other processes [16,17]. As will be discussed in greater detail in Section 4.2, these new forms of citizen engagement, particularly where mediated by private sector companies, can have privacy implications.



3. Open Government in Its Broader Context

The same influences which have radically changed the manner in which information is generated and communicated in other spheres have also been driving forces in moving forward the Open Government agenda [18]. Powerful technologies for gathering and processing information are now in the hands of ordinary individuals, leading to new forms of creative and collaborative engagement across a broad range of fields. There has been a stunning growth in user-generated content of all kinds [19,20]. The crowd-sourcing of information, citizen science, and the crowd-funding of innovative, entrepreneurial and creative activities are also blossoming. Contemporary culture has embraced digital openness and sharing through open licensing, open source software, and open data standards. These developments have led to a so-called “democratization” of knowledge creation and dissemination [19,21,22]. The generation and processing of information can now be carried out by any individual in possession of the powerful and relatively inexpensive software and hardware that is so readily available today. Easy access to the Internet also means that the dissemination of information need no longer be channelled through established and authoritative intermediaries [19]. These changes have implications for privacy, as they increase the number of potential publishers of information, while at the same time decreasing the levels of control over what information is disseminated. Data protection regimes have tended to exclude “private” activities in relation to personal information from their purview, leaving citizen-driven and “non-commercial” dissemination outside the reach of data protection laws.

This vibrant and disintermediated information context also means that open government is not exclusively under the direction or control of governments. Indeed, the difficulty of controlling information is one of the great challenges (and perhaps blessings) of the information age. As a result, open government can be said to have both its official and its “unofficial”—or even illicit—versions. In addition to the movement by governments towards the greater and more proactive disclosure of data prompted by the shift towards open government, the same digital technologies that facilitate (and even demand) open government, also permit citizens to “open” governments that otherwise seek to be closed. This can happen in a number of different ways. In some cases, where governments are seen to be too slow to react to particular problems or crises, citizens have used available technology to collect, compile and disseminate information in a manner that is essentially in competition with the government’s role as an information source. In Japan, for example, the tragic experience of the 2011 tsunami and nuclear disaster proved to be a driving force for open data after citizens and the private sector used crowdsourcing to create important disaster-related data tools for the public [23]. In Canada, the failure of the federal government to provide information about the decades-long problem of missing and murdered aboriginal women prompted the group Anonymous to establish its own interactive online map detailing cases of murder and abuse [24]. Wikileaks has been a thorn in the side of many governments as it has provided a forum for whistleblowers to publish government information about otherwise secret or non-transparent processes [2]. Similarly, intense U.S. government secrecy about its spying and surveillance practices was dealt a blow when Edward Snowden, in conjunction with the Guardian newspaper, began releasing highly sensitive information detailing the practices of not only U.S.-based agencies but also those of some of its allies [25].

Although the publication of confidential or secret government information may be illegal, these activities are also very much a product of the democratization and disintermediation of knowledge creation and dissemination. Just as traditional cultural industries have been challenged by the widespread adoption of the technologies of reproduction and dissemination, the traditional channels for holding governments accountable (or not) face stiff competition from citizens armed with cell phone cameras and data sticks. Even while governments struggle to appear more transparent and more accountable by embracing open government, individual and group actors are choosing their own routes to achieving those same goals. This contextualization of the open government movement is important because it underlines the fact that the driving forces are not all within government control. While this has important lessons for government, it is also significant from a privacy perspective [2]. While proponents of Open Government still maintain the importance of privacy and the need for governments to protect the personal information they gather from their citizens, a government’s ability to control the information it possesses may be considerably less robust than public sector data protection laws require. As a result, there may be significant risks to privacy from “opened” government.



4. Privacy and Open Government

Privacy is not an easy concept to define [26], and attempts at definition have ranged from the classic “right to be left alone” [27] to more nuanced concepts of privacy as integral to dignity, autonomy and integrity [28], or as consisting of “many different yet related things” [26] (p. 9). Although there are many theories and critiques of privacy, it is generally the case the contemporary data protection norms are based upon a liberal view of privacy premised both upon the autonomous individual who can make informed choices about the sharing of her personal information, and a certain separation between public and private—between the individual and the state [29]. In this view, individual privacy is seen as essential to a person’s ability to act autonomously and to be free from undue interference from the state.

Bennett and Raab argue that the enactment of public and private sector data protection laws in Western democracies over the last quarter of the twentieth century was a reaction to the “recognition of the power of new information and communication technologies in the hands of large public and private agencies” [29] (p. xviii). In liberal democracies these laws have tended to reflect a conception of privacy as an individual right, and one that is relatively subjective. The goal is to preserve autonomy by protecting privacy, but at the same time to leave room for autonomy by preserving choice in relation to one’s personal information. In other words, the legal framework for protecting privacy reflects a view that different individuals in different contexts may make different choices about the degree of privacy protection they want. It is no surprise, then, that data protection laws tend to be based on “control” models [29,30] that permit individuals some latitude in choosing whether and to what extent their personal information will be collected, used or disclosed. In the public sector context, where individuals may have fewer choices about whether and when the government will collect personal information, the obligations on government to protect this data tend to be more onerous.

Bennett and Raab [29] (p. 6) suggest that the protection of privacy in relation to information in the hands of government “is arguably related to wider attitudes about participation in public affairs and about trust in the authority of government agencies”. It is worth noting, therefore, that the protection of personal information in the hands of government may also serve some of the goals of open government, particularly those relating to the encouragement of citizen participation and engagement with government.

The privacy challenges brought about by the open government movement relate to an evolving technological context that increasingly blurs the boundaries between public and private, that sees a shift in relationships between governments and citizens, and that has created an increasingly democratized and disintermediated information environment. In this section, three particular privacy challenges for open government are discussed. The first relates to finding the appropriate balance between values of privacy and those of transparency and accountability in the context of public personal information, the second is the continuing collapse of public and private spheres and the implications for traditional models of data protection, and the third is the risk of disclosure of personally identifying information through open data.


4.1. Finding the Right Balance: Public Personal Information

The first privacy challenge is part of an overarching problem: how can the objectives of open government be balanced with privacy values? As noted earlier, data protection regimes are aimed, in part, at boosting citizen confidence or trust in government so as to enhance public participation. In this sense, at least, the protection of privacy would seem to match the goals of open government. Yet the transparency and accountability objectives of open government push towards greater disclosure of information in the hands of government, and it is here that there is the greatest tension between privacy and open government [31]. There is a large volume of personal information in the hands of government, and in some cases, principles of transparency and accountability require its disclosure. To what extent, though, do the demands for proactive disclosure of data in reusable formats create privacy risks for so-called “public” personal information. “Public personal information” is information about identifiable individuals that is in the hands of government, and that is mandated by law or regulation to be made public. It may include information about political campaign contributions, public servant salary information, building or renovation permits, land titles information, and so on.

Perhaps because they have long been required to operate under the public eye, and because courts have a very long history of publishing the reasons for their decisions—which often contain detailed personal information—the judicial branch of government has had considerable experience with the challenges of balancing privacy with transparency and accountability. It has been suggested that the principle of open justice dates back to the Magna Carta [32], and is reflected in the U.S. in the First Amendment right of the public to have access to court proceedings [33]. In state constitutions it exists in the form of an open courts rule [32]. Information related to court proceedings is presumptively public, notwithstanding the fact that much of it may involve highly sensitive and personal information. In Canada, the open courts principle plays a similar role, with the Supreme Court of Canada describing it as “necessary to maintaining the independence and impartiality of courts” and “integral to public confidence in the justice system and the public’s understanding of the administration of justice” [34] (paragraph 25). Because trials themselves are by default public, and because courts publish reasons for decisions that often contain a detailed recitation of key facts, in the context of the courts, we often see a level of disclosure of highly personal information that is not replicated elsewhere in government.

It is instructive to consider some of the challenges that courts and administrative tribunals have faced with respect to the balance they strike between openness and privacy, particularly in the Internet age. Thus, in the U.S. and Canada, although court and tribunal reasons for decisions have always been considered public in nature, the ability to make these documents publicly available over the Internet, through court and tribunal websites, for example, has sparked controversy over whether the nature and quantity of personal information available in these documents should be made available on such a large, public and readily searchable scale [35,36,37]. This has prompted consideration of whether Internet publication is necessary or desirable to achieve the goals of transparency. Others have debated what information in tribunal proceedings must be disclosed to ensure transparency, with some tribunals choosing to redact certain information before the online publication of decisions [35,38].

The experience of courts and tribunals will be instructive in considering the balance between privacy on the one hand and transparency/accountability on the other when considering how to deal with “public” personal information in the context of open government. There is a large body of personal information in the hands of governments that is “public” according to various laws or regulations. In many cases, decisions around the public nature of the information were made in an era before the Internet. Because this information is considered to be “public”, its availability under access to information regimes or through the consultation of public registers may seem self-evident. Yet these “public” access points contain their own limitations; an effort—sometimes even travel—is required to manually search public records. In an era of open government, it may seem self-evident that these records and registers be digitized and made available for a more open release; yet doing so may raise significant privacy concerns [39]. Digitized information can be rapidly copied, mined and matched, and can be used for a broad range of purposes that many would consider privacy invasive.

An example of a controversial use of public registry data is found in the publication by a newspaper of interactive, online maps showing the names and addresses of all registered gun owners in two New York counties following the tragic school shooting in Newtown Connecticut [40,41]. These maps, by combining public registry data obtained through an access to information request with a Google Maps interface, matched registry information with specific houses in a searchable and interactive format. The “public” personal information was thus published in a format that made it much more accessible both in terms of its presentation and its dissemination. It was also placed within a polemical context. When the maps were published online, citizens expressed outrage either at being identified as a household for which a gun permit had been issued, or at being identified as one for which one had not. There was a strong sense that this information, which had been acceptably public when contained in a register accessible only through a government office or an access to information request, was unacceptably public when it was represented on an interactive map and posted on the Internet. As an additional complicating factor, either the data was released by government with inadequate metadata, or its users did not take appropriate care in examining the metadata. Data that was accurate within the particular limitations of the gun registry was wildly inaccurate when mapped in this manner. The inaccuracies compounded the privacy problems associated with the release of the data [42].

There is precedent for the refusal to disclose public personal information in reusable digital formats. In Matter of New York Times Co. v. City of New York Police Dept. [43], the appellate division of the New York State Supreme Court considered a request filed by the New York Times for access to an electronic copy of a database of the names and addresses of all residents of New York City with handgun licences. The appellate division of the New York State Supreme Court denied disclosure of the database notwithstanding that the information it contained was a matter of public record. The court stated: “The fact that Penal Law §400.00 (5) makes the name and address of a handgun license holder “a public record” is not dispositive of whether respondent can assert the privacy and safety exemptions to FOIL [Freedom of Information Law] disclosure” [43]. The court went further, noting that this was so “especially when petitioners seek the names and addresses in electronic form” [43]. It also indicated that other case law supported the view that the disclosure of a person’s home address “implicates a heightened privacy concern.”

Another example of the conflict between public government data and privacy can be found in the Proposition 8 map [44]. Proposition 8 was a proposed amendment to the California constitution that sought to ban gay marriage. Because it was to be put to a referendum, and because election campaign contributions are a matter of public record, it was not difficult for opponents of the proposition to create an online interactive map that matched the name of each donor who supported Proposition 8, along with the amount of their donation to their street address. While the goal of public political campaign finance lists is transparency and accountability, this information can have significant privacy impacts depending on how it is disseminated publicly. The experience around Proposition 8 led to calls for changes to the laws around disclosure of campaign finance information in order to protect donor privacy [45]. The Proposition 8 map is a high-profile example of a major challenge in the context of public personal information. Although the problem of “public” personal information pre-dates the open government movement, it will only be exacerbated in the context of open data. If such personal information is considered “public”, should a government make the data available through proactive disclosure? How can the competing goals of privacy protection and transparency be appropriately balanced? As the experience of courts and tribunals shows, it may sometimes be necessary to place limits on the digital disclosure of some of the information in a “public” record in order to achieve this balance.

In theory, private sector data protection laws—where they exist—would apply to the collection, use and disclosure of publicly available personal information provided by government. However, such laws will generally only apply where there is a commercial dimension to the re-use of the information. Private or non-commercial activities generally fall outside the reach of data protection legislation. In addition, uses that serve freedom of expression goals, such as journalism (broadly defined) may also be exempt [46]. Even where there is a commercial use, data protection laws will generally require that such use be consistent with the purposes for which the information is made available to the public [47]. Yet these purposes may not always be entirely evident. For example, in the context of court or tribunal decisions, the reasons for publication may range from the promotion of transparency and accountability in the administration of justice to the provision of useful precedents to those who may engage in similar proceedings. It may also not be entirely clear what re-uses actually serve a stated purpose. In the Proposition 8 case, if the purpose for the disclosure of the information is to ensure transparency and accountability in the context of campaign financing, it might be possible to argue that being able to identify trends or patterns in financing by citizens based on particular geo-demographic considerations also serves the goals of transparency and accountability by revealing important information about patterns of contributions [45]. Ultimately, the open licences that would accompany data released as open data have no mechanism in them to limit the use of data to particular purposes, including those for which the data was originally collected.

These examples illustrate that the balance between privacy on the one hand and transparency and accountability on the other can be difficult to achieve. Certainly, the experience of courts and tribunals demonstrates that in some cases privacy interests must give way to transparency and accountability. In the government context, while some personal information is considered to be “public”, its reuse is limited to purposes consistent with the goals of its original collection. Not only are these purposes often ambiguous, they are likely impossible to police or enforce in the fast-moving data world. Yet a tighter control over this information would limit transparency and accountability. Thus one challenge for governments is to reconsider the nature and extent of “public” personal information that is disclosed in light of both privacy and transparency considerations. This may involve both a consideration of the potential harm (direct and indirect) to individuals that may flow from disclosure as well as the extent to which all of the personal information in the records at issue is necessary to achieving the goals of transparency. It may also require more explicit statements of the purposes for which the data was collected, and, by extension, the purposes for which its re-use is authorized.



4.2. A Collapse of Public and Private

A second privacy challenge lies in the fact that data protection has largely been structured along public and private lines [29]. Thus public and private sector actors tend to be governed by different regimes. Governments tend to be held to fairly strict standards with respect to personal information collected from individuals. By contrast, the regulation of privacy practices in the private sector may be relatively loose, with a focus on obtaining customer consent to increasingly complex and often largely unread privacy policies [48]. In Canada, private sector data protection laws set a flexible framework for the collection, use and disclosure of personal information; in the U.S., such norms tend either to be voluntary or sectoral, except in the case of the personal information of children [49].

This separation of public and private sectors may be increasingly difficult to manage. The extent of the problem is evident in recent controversies over government surveillance of citizens in both the U.S. and in Canada. In both countries, governments have tapped into the vast information resources of private sector companies—sometimes with the consent and cooperation of those companies [50,51,52]. Following public outcry over leaked information about the spying activities of the U.S. National Security Administration (NSA), the Center for Democracy and Technology in the U.S., in concert with major Internet companies, announced its support for bills that would permit corporations to publish data about requests they receive from state authorities for customer information [53]. This illustrates how the line between public and private sectors can dissolve in the context of privacy; it also suggests that transparency in relation to government activities may also require transparency on the part of private sector corporations.

The blurring between public and private occurs in other contexts as well. The open engagement component of open government involves governments finding new ways to engage citizens. This may involve the use of social media tools as platforms for discussion or exchange of views. In some instances, private sector companies also provide the digital infrastructure for online feedback or complaints mechanisms, or government information is shared with the public using the services of a private sector company. In these examples, the private sector company acts as an intermediary between citizen and government—sometimes as a client of the government, but other times simply as the provider of a platform chosen by the government as a medium for interaction.

In some cases, governments may choose to interact with citizens through social networking platforms such as Facebook, Twitter or Google Plus [15,54,55]. These companies collect, use and disclose consumer data in ways that are insulated from the stricter norms that would otherwise protect citizen data shared with government. In the case of Facebook, for example, there have been numerous high profile privacy concerns [56,57]. The common feature in all these cases is that citizens are encouraged to communicate information to governments via a private sector intermediary. Some of this information may include personal information—either directly (e.g., a named individual providing an opinion about an issue within the community) or indirectly (e.g., the individual providing information in text or photo format (or in a combination of the two) that can lead to her identification.) It may also be the case that the service requires users to register or create an account in order to participate. In these instances, although citizens may consider themselves to be directly engaging with government, they are doing so via a private sector intermediary that may (or may not) also be collecting and recording their personal information. The standards for data protection for private sector companies are typically quite different from those applicable to government, and there may be a gap between expectations and reality [58]. As Bertot et al. [59] (p. 32), observe, “[b]y adopting the use of specific social media tools, government agencies appear to be tacitly endorsing the privacy, security and other policies employed by these social media providers”. Further, this form of citizen engagement may also permit governments to gain access to an additional layer of personal information where the individuals making the contributions can be linked to social networking profiles [58]. The blurring of the separation between public and private sectors in the data protection context will create privacy challenges in the context of open government. More and more data will be generated by governments carrying out what appear to be traditional government functions (delivery of services, interaction with citizens). Yet the lines blur between the data that are collected, used or disclosed by the public sector and which is collected, used and disclosed by private sector actors. In a data protection environment that places different controls on government than it does on the private sector, both the inherent ambiguity and the drift towards the private sector should be matters of concern from a privacy perspective.



4.3. Big Data, Open Government and Privacy

A third privacy issue relates to the release of government data through open data programs within the broader big data context. “Big data” is a term used to refer to the massive and ever-expanding volume of digital data [60,61]. Although government data sets may, on their own be “small data” [62], when released as open data they enter the big data ecosphere. Such data sets, made publicly available in reusable digital formats, may appear to be free of personal information or may have been anonymized. Nevertheless, their use in combination with other available data, can pose real risks to privacy. Sophisticated algorithms can be used to match these different data sets and to re-identify specific individuals, contributing to widespread practices around profiling of individuals [63,64]. The oft-cited examples of the release of anonymized customer data by both AOL and by Netflix [64,65] illustrate how the many minds that are the engine of Web 2.0 can, working alone or in combination, quickly lead to the identification of specific individuals in anonymized data sets based upon pattern identification and data matching. Ironically, anonymization, while protecting privacy, may undercut the usefulness of the data. As Ohm notes, “Data can either be useful or perfectly anonymous but never both” [64] (p. 1704). Thus the objective of open data—the release of useful data sets in reusable formats—does not always sit easily with privacy principles.

Public sector data protection laws define personal information broadly, and most definitions will include information that does not directly identify an individual, but that may lead to such identification [66,67]. As a result, there is a real risk that open data initiatives may lead to breaches of data protection obligations. This has raised concerns that privacy laws may actually be in tension with the potential benefits of open data [31]. At the same time, the massive release of government data through open data programs may add further fuel to the insatiable engines of big data, and thus may further undermine the control that individuals are meant to have over their personal information.

While transparency and accountability are touted as prime motivators for open government, the language of entrepreneurship and innovation is also clearly present in the rhetoric around open government [4,18]. While many users of open data are interested in building apps and tools based on government data, there is nothing to prevent the use of open data in profiling, data mining, and other activities which have privacy implications for individuals. The re-identification and profiling risks related to open government data are only likely to intensify as governments at all levels diversify and amplify the information they collect. Popular concepts such as “smart cities” or “intelligent transportation” envisage an environment in which all manner of data about individual activities is collected and recorded either by government entities or by the private sector service suppliers with which they have contracted. Although the primary objectives may be to improve services or planning, the data will be highly sought after by the private sector and by researchers for a broad range of purposes. The release of such data, even if anonymized, may only serve to enhance privacy risks. Yet, as noted earlier, privacy restrictions on open data may undermine data quality, hampering re-use of the data, or blunting transparency and accountability.

This third consideration—the impact of big data on privacy in the context of open government—raises concerns about the extent to which government data will contribute to increased profiling of individuals or to the re-identification of specific individuals. These are clearly privacy risks; the challenge is to assess these risks in light of the benefits of potentially greater transparency and accountability, improved services, and increased innovation. In a sense, then, this returns us to the first issue considered—the need to recalibrate the balance between privacy interests and the competing interests present in the context of open government.




5. Conclusions

This paper has placed open government within the evolving and emerging Web 2.0 environment, and has identified a number of privacy challenges that arise in consequence. The discussion focussed on three particular issues: the balance between privacy protection and the goals of transparency and accountability in the context of public personal information; the collapse of the public/private framework for data protection; and the relationship of open data to big data. The diminishment of privacy generally may lead to harms such as the loss of dignity or autonomy, or may raise concerns about security or physical integrity.

In considering the balance between transparency and accountability on the one hand and privacy on the other, the challenge for governments is to achieve the desired transparency and accountability without exposing individuals to an unwarranted loss of privacy. In the case of public personal information, governments at all levels must consider whether the amount of personal information disclosed in the public records in the analog environment is appropriate and necessary in a digital and networked environment. In a sense, because public personal information has already been publicly accessible, it may require a reassessment of the degree of openness—a potential clawback, as it were, of some degree of transparency in the interests of privacy. It may require—additionally or alternatively—a greater focus on both data quality and meta data—as illustrated by the example of the gun permit map. More thoughtful approaches on how to effectively communicate meta data may mitigate some of the potential negative impacts of disclosure.

The blurring of public and private sectors in the collection, use and dissemination of personal information, is present as well in the context of open government. To the extent that engagement with government creates data trails in the private sector, and activities in the private sector create data trails that are shared with government, there is a risk not only to individual privacy, but also to the relationship of trust that is meant to exist between citizens and their government.

Finally, the release of government data sets through open government raises challenging questions about the extent to which individuals may be identifiable when this data is combined with other available data. Beyond the challenges for governments of complying with data protection norms, while also making data open, this raises questions about the balance between privacy interests and those of transparency and accountability. The innovation/entrepreneurship goals of open data—which may overshadow goals of transparency and accountability—are a complicating factor in this area.

Each of these areas raises difficult privacy issues, some of which can be linked to policy or privacy issues already encountered in earlier contexts. In the context of a very rapidly evolving environment for open government, where the pressure is on governments to proactively release data, and where the rhetoric is dominated by calls for transparency and accountability, it is important not to lose sight of privacy. In many cases, addressing privacy issues will require small focussed actions, rather than high level legislative change. Necessary action may include the development of guidance on when data sets considered for release may raise privacy issues, and guidance as well on when those privacy issues are overridden by the need for transparency and accountability. Improved approaches to meta data may also be necessary. Policies on use of social media should address privacy and may require additional notice to citizens invited to engage with government through these means. Overarching these smaller steps, however, is the much bigger question of whether, how, and to what extent privacy concerns can be reconciled with the goals of open government.
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