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Abstract: This paper presents a correction methodology for Long Short Term Memory (LSTM) based
speech recognition. A strategy that validates with a reference database was developed for LSTM. It is
conceptually simple but requires a large keyword database to match test templates. The correction
method is based on the “most matching method” that is finding the word in which the system output
is closest among the “Referenced Template Database”. Each LSTM model recognition output was
corrected with the proposed new concept. Thus, system recognition performance was improved by
correcting faulty outputs. The effectiveness, efficiency, and contribution of this approach to system
performance were demonstrated by experiments. Tests carried out using different speech-text datasets
and LSTM models yielded an average performance increase of 2.25%. With some advanced models,
this ratio rises to 3.84%.

Keywords: speech recognition; Long Short Term Memory (LSTM); speech output correction;
most-matching

1. Introduction

Speech is the most effective means of communication among people and is the most natural
way of exchanging information. Therefore, the desire of people to interact vocally with computers is
increasing day by day. To meet this desire, studies are being conducted in a number of fields intended
for the simulation of humans’ ability to talk, from carrying out of simple tasks by computers through
machine-human interaction, to turning speech to text through Automatic Speech Recognition (ASR)
systems [1]. In recent years, signal processing and recognition have been utilized in many areas such as
human activity tracking and detection [2,3], computer engineering [4], physical sciences, health-related
applications [5], and natural science and industrial [6]. Speech sounds may get mixed with another
speaker’s speech in the background, in a room with TV sound or with an external voice. All sounds
except the speech signal are called noise. Therefore, it is necessary to filter this noise in speech
recognition systems [7]. In order to reduce noise in the recording stage of speech, the environment
and the sensors are very important. Many different sensor-based technologies have been proposed for
signal capturing and processing [8–11].

Along with the developments in speech modelling, ASR systems have begun to be used in many
different areas such as voice processing at call centers, tasks requiring human-machine interface, travel
information, stock-exchange transactions, quotations, weather reports, data entry, speech dictation,
and access to information. Although there has been considerable progress in ASR systems over the last
60 years, there are still many problems that need to be solved and many particulars to be improved [12].
In the modelling of speech recognition systems, the flow-chart given in Figure 1 is generally followed.
Accordingly, after the input signal is received into the system via the microphone, extracting the
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samples of the sound, digitizing, putting through various filters, in some necessary cases, labelling
and transforming into a format that can be modelled are all carried out at pre-processing stage. Here,
the aim is to produce a state of sound that is less simple, and free of speech variations and noise.
In the next step, the parameters of the sampled audio signal obtained are captured and calculations are
made to extract the remaining properties of the sound at certain time intervals. Feature extraction
operations are used in many applications such as Real-time feature extraction of large size satellite
images [13], activity tracking applications [14], face recognition [15], real-time motion capture [16],
as well as human detection and activity tracking [17]. Therefore, the data obtained in feature extraction
are critical values for speech recognition and provide important clues. In the next step, the comparison
of the estimated word from the parameters with the language models is performed. The outputs
produced after the acoustic model is compared with the outputs of the language model and a search
is performed on the language model. Thus, it is aimed to find the right word to correct the acoustic
model outputs. A kind of forecasting process is operated. Therefore, the correct word is obtained by
making the most appropriate selection for the acoustic output from the text data that were created
with the help of the word log [2].
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Figure 1. Basic flow of speech recognition systems.

This is the most basic flow of voice recognition techniques. Differences arise from the approaches
used to create acoustic and language models.

In this study, a new method is proposed to improve the performance of Long Short Term Memory
(LSTM) based Recurrent Neural Network (RNN)-trained speech recognition systems. The system is
based on the principle of correcting recognition outputs with minimal increase in runtime.

Similar to the proposed method in this study, many different hybrid studies have been published in
recent years. In the study [18] in which the Gaussian model was used with LSTM, a performance increase
of approximately 0.5% to 0.2% was achieved compared to standard LSTM models. In the study [19],
where a talking facial expression was intended to contribute to speech recognition performance,
a certain increase was achieved for all situations. In the study by Kowari et al. [20], Deep Neural
Network (DNN), Recurrent Neural Network (RNN) and Convolutional Neural Network (CNN) were
used in combination. An increase in performance was achieved.

In Section 2 of this study, the working method of RNN-LSTM structure is explained, and,
the structure of the proposed model and the working process are explained in Section 3 in detail.
The comparative representation of the experiments performed to observe the contribution of the
model and its results are described in Section 4. The evaluation of the results, some of the problems
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encountered and the studies that can be carried out for on the solving of these issues are presented in
Sections 5 and 6.

2. Recurrent Neural Networks and Long Short Term Memory

Artificial neural network is a computation model based on the structure and functions of biological
neural networks. It is like an artificial nerve used to receive process and transmit information. It is
basically consists of 3 layers. The input layer communicates with the environment for values to be
input to the neural network. The output layer is used to provide information out of the network.
It collects and transmits the required information. The hidden layer is the layer that contains neurons
with the activation function located on the input and output layer. It extracts and uses the properties
of inputs coming from the previous layer. It can consist of multiple layers in itself. An artificial neural
network includes an input layer, a certain number of hidden layers depending on the problem and
an output layer. People produce new ideas by using their previous thoughts. Thus, the permanence
of information is provided. Traditional neural network models, the first systems in which this type
of thinking was model, cannot totally provide this idea. This forgotten old information constitutes a
serious problem in the training of the network. RNN models were proposed to produce a solution to
this problem. These models have loops that allow information to persist.

As shown in Figure 2, schema shows a chunk of neural network, Xn input value and yk output
value. A loop allows the information to be transmitted to the next step of the network.
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These loop system is not different from that of the classical neural network. It can be thought of
as an architecture that includes multiple copies of a neural segment and receives messages from the
previous step in each step. They work in the same way as arrays or lists. RNN structure has been
applied to many problems such as speech recognition, language modelling, translation and image
analysis in recent years and very successful results has been achieved.

The most important idea of RNN is that the previous data can be used in the next steps of the
network. The amount of previous data is an important consideration for RNN structures. This structure
is well suited for problems where recent information is sufficient to make prediction about the future.
However, more information may be needed to solve some problems. For example, consider a language
model that tries to predict the next word using previous words. This prediction requires subjects or
verb given previously than the last word of the sentence. RNN structures cannot provide learning
in cases where addiction is increased. The most important reason for this is the theoretically limited
number of nodes in the network.

LSTM based RNN networks have been proposed to solve this problem. Long Short Term Memory
(LSTM) is an RNN network that can learn long-term dependencies. This model was firstly proposed
by Hochriter and Schmidhuber in 1997 [4]. Its popularity has increased over time and achieved very
good results for many problems. It is well suited for avoiding long-term dependence problems. It is an
idea that long-term recall of knowledge is a natural behavior for people (Figure 3).
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A standard RNN network is very simple and each layer can contain only one “tanh” function.
However, in LSTM networks, this layer has a slightly different structure as shown in Figure 4.
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The key structure of the LSTM is the line that runs over the diagram and works with small linear
interactions. It is capable of adding and deleting information with the help of logic gates. LSTM works
in a structure consisting of 6 steps.

Forget Gate Activation ft = σ
(
W f . [ht−1, xt] + b f

)
(1)

Input Gate: it = σ(Wi . [ht−1, xt] + bi) (2)
Candid Memory Cell Value: Čt = tanh(Wc . [ht−1, xt] + bc) (3)

New Memory Cell Value Ct =
(

ft ∗Ct−1 + it ∗ Čt
)

(4)
Final Output Gate Values: ot = σ(Wo . [ht−1, xt] + bo) (5)
Final Output Gate Values: ht = (ot ∗ tan h(Ct) (6)

In the above formulas, each b is a bias vector, W is a weight matrix, and xt is the input to the
memory cell. i,c,f,o indices refer to input, cell memory, forget and output gates respectively.

The Step (1) is to decide which information is thrown away from the cell state. This decision is
made using the sigmoid layer called the forget gate layer. It looks at ht-1 and xt and generates an output
of 0–1 for each ct-1 cell state. If it is 1, it means to completely keep it and 0 is to completely get rid of it.

Step (2) is to decide what new information to be kept in memory. It has two steps. First one is,
decide which values to update with the sigmoid layer. Then, the tanh layer generates a vector for new
candidate values(C~) in step (3).

It is necessary to update the old Ct-1 status with the new Ct status. To forget the previous decision,
it is multiplied by the ft value and a new candidate value is created by it value in step (4).
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Finally, it is necessary to decide what the cell output will be. This output depends on the current
state of the cell but is a filtered version. Using the sigmoid function, the data to be extracted from the
cell is selected in step (5). Then, the data is normalized with the tanh function in step (6). So the values
between −1 and 1 are pushed. and multiplied by the output of the sigmoid function. Thus, only the
part of the data that is decided is produced as output [21,22].

Using LSTM with RNN, remarkable results were obtained for many different problems. The next
step from this stage is the structures that allow much larger data to be learned in each learning step.
Many studies were carried out in relation to LSTM and derivatives and successful results were obtained
on better learning systems [23–29]. Similar to LSTM structure, The Gated Recurrent Unit (GRU) is
preferable for this study, as well. In the study of [30], comparing the LSTM and GRU approach,
both models were compared and reported to produce similar results. When LSTM and GRU trainings
were performed for the model proposed in this study, it was observed that more successful results
could be obtained with LSTM. For this reason, the success of the hybrid model was demonstrated by
creating a model with LSTM structure.

3. Proposed Correction Approaches for LSTM Speech Recognition

The LSTM based RNN structure can perform speech recognition with a certain level of performance
on a test data. There are many factors such as dataset, model complexity, and the training time that
affects this recognition process. For this reason, it is generally not possible to maintain satisfactory
levels of system performance. Many different approaches have been proposed in the literature to
improve the level of performance [31–35]. In addition to speech signal, features of human activities
contribute to recognition processes. With these models, it is aimed to achieve significant increases such
as our proposed model.

Using the comparison method with reference words together with the LSTM structure, an increase
in performance can be achieved. Figure 5 shows the structure of proposed model.
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There are basically two phases in this model. The creation of a database of “Referenced Template
Words” is the first phase. Then, in the second phase, this database is compared with the LSTM system
outputs and the correction of the system outputs is performed.

3.1. Data Preparation Phase

In the data preparation phase of the model proposed, primarily Turkish data collection process
was performed. For this, 3 distributed datasets in Turkish were used. All of these datasets are created
for different purposes. Therefore, in order to be used in this model, data correction and filtering
operations are required. For instance, many editing procedures are needed, such as deleting schemas
showing the suffix and roots of the words or correcting Turkish character problems. After these
operations, 3 datasets were combined, the whole data were analyzed and the duplicated words were
deleted and the type conversions were made to keep them in the same database tables. As a result,
a “Referenced Template Words” database containing approximately 3 million unique Turkish words
was created.

After the preparation of the text dataset, it is necessary to prepare an audio dataset. In this study,
audio data of Middle East Technical University Microphone Speech v 1.0 [36,37] was used. It is a
dataset prepared in Turkish language. Turkish is a phoneme based agglutinative language. Each letter
is represented by a phoneme. However, in some cases, vowels and consonants may vary depending on
where they are produced. Twenty letters in Turkish alphabet are represented by 45 phonetic symbols.
In this dataset, a 193 speaker audio corpus and a pronunciation lexicon were developed. A new corpus
and audio tools were created to ensure the accuracy of phonetic alignment and phoneme recognition.
91.2% of the automatically labelled phoneme boundaries are placed within 20 ms of hand-labelled
locations for the Turkish audio corpus. The corpus is about the size of 600 Mbytes. The data has been
digitally recorded with a Sound Balaster sound card on a PC at a 16 KHz sampling rate. The first 2000
sentences of the TIMIT [38] dataset were translated into Turkish. Afterwards, some studies aimed to
improving the dataset yielded 2462 sentences with 9165 different words.

3.2. Testing Phase

In testing phase, an exemplary speech recognition model in RNN-LSTM structure was created.
METU 1.0 Turkish speech set, which was suggested in the studies [36,37] and distributed over
Linguistic Data Consortium (LDC) [39], was used for training of the model. The outputs of the standard
recognition model were subjected to the comparison model process, of which the details are in Figure 5,
and an increase in system performance was intended to be achieved.

The procedure for correcting the output of the LSTM speech recognition model within the proposed
new model is shown in Figure 6. Accordingly, all outputs are subjected to a verification and correction
process. Firstly, the outputs are checked for any corrections. If results are generated with 0% error rate,
recognition process is terminated and system output is generated. In addition, this output is added
into the database as a new “Referenced Template” if the word does not exist in the database. Moreover,
if the recognition output is produced with uncorrected characters, it is ensured that these outputs are
subjected to a correction process. “Referenced Template DB” that was previously prepared is used for
this correction. Each output is subjected to different string distance calculation algorithms, some tests
are subjected to 1 and some others to 11 different algorithms, in order to find the closest word in the
database. Each output is subjected to this search and distance calculation process without exception
and it is ensured that the closest reference word is found. This reference word is used as the system
output instead of the incorrectly generated word. That is, instead of the text output generated using
audio data, the new referenced word found by matching the incorrect outputs in the database is used.
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The purpose of this proposed model is to correct system outputs with a few character errors and
thereby improve system recognition performance. The pseudo code version of the algorithm is also
presented in Figure 7. In the first step of this method, it is very important to reset the output value
to be produced by LSTM model and the values that keep the distance of the words between LSTM
model output and reference words. The LSTM-based speech recognition system is then performed and
the output is produced. This output is checked for error rate is equal to 0%. This control has been
put in order to contribute to a faster operation. The results that have 0% error rate, are not included
the process. However, if recognition is performed incorrectly, all words in the reference table are
sequentially compared and the distance of each word to the LSTM model output is calculated. After
this calculation, an index with the minimum distance is determined and the related word is generated
as a system output. A type of output correction is performed.

There are many different distance calculation algorithms for finding the nearest word. Although
each algorithm has a different approach, the main goal is to make the correct estimation. At this stage,
the most accurate approach would be to calculate each word with more than one distance algorithm
and get the best value. However, it is natural that this is reflected in the process time as a significant
increase. Therefore, it this study, the most suitable distance algorithm for the dataset was determined
firstly by the tests and this method was used in the comparison process. The reference word closest to
the recognition output with some errors is found by searching with the code given above.
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3.3. Datasets, Tools and Algorithms Used For Testing Proposed Model

In order to test the model proposed in different ways, audio data, text data, database tools,
LSTM model and other libraries were needed.

LSTM models require audio data for training. In this study, audio data of “Middle East Technical
University Turkish Microphone Speech v. 1.0” [36,37] audio data, which contain a comprehensive
data that can be used in Turkish speech recognition studies, were used. 120 speakers (60 males
and 60 females) speak 40 sentences each (approximately 300 words per speaker), which makes
approximately 500 min of speech in total. The 40 sentences are selected randomly for each speaker
from a triphone-balanced set of 2,462 Turkish sentences. The ages range from 19 to 50 years, with an
average of 23.9 years.

It is essential to create a text data set that can be used as a template for the correction of LSTM
speech recognition outputs. It needs to be able to cover almost all words in Turkish. For this purpose,
3 commonly used Turkish data group were preferred. These are Zemberek [40], BOUN Corpus [41] and
METU 1.0 Speech Dataset [36,37]. Zemberek, published in 2010, is an open source library containing
grammatical features specific to Turkish language and can be used in Natural Language Processing
(NLP) studies. It contains approximately 1.15 million unique Turkish words. BOUN Corpus, published
in 2008, is a Project to create a Turkish language resource. It contains approximately 1.4 million unique
Turkish words. METU 1.0 audio data set was prepared for use in speech recognition studies and
published in 2002. This data set contains approximately 7 thousand unique Turkish words.

The PostGreSql database tool [42] was used to store “Referenced Template Words” and perform a
quick search. Python [43] programming language was used for training of LSTM speech recognition
system and Java libraries were used for testing. Dill [44], librosa [45], namedtupled [46], numpy [47],
python_speech_features [48], tensorflow [49] libraries were used for speech recognition with Python.

There are many algorithms available for string comparison of the model. In this work, 11 different
distance calculation algorithm were used to test the system performance in a different ways, which are
Levenshtein [50], Damerau Levenshtein [51], Jaro Winkler [52,53], Longest Common Subsequence [54],
Metric LCS [54], Normalized Levenshtein [50], Optimal String Alignment [51], Precomputed Cosine [55],



Sustainability 2019, 11, 4250 9 of 16

Qgram [56], Sift4 [57] and Weighted Levenshtein [24]. Thus, it was possible to observe the effects
of different algorithms on the proposed model and make comparison in order to contribute to
performance improvements.

4. Experiment and Results

In order to test the proposed data correction model, a medium scale Turkish training set was
prepared. An LSTM RNN based model was prepared using an acoustic model with using Connectionist
Temporal Classification (CTC) and deep learning. METU 1.0 audio dataset was used to test the
application. The audio data were recorded in a quiet studio. The speech signal was recorded as a single
channel at 16 Khz 16 bit resolution. The analysis frames are 20 ms wide and there is a 10 ms overlap.
Different sample sets were created and the model proposed was tested. Three different text set were
used for the tests. Zemberek Library [40], Boun Text Corpus [41] and Metu 1.0 text data [36,37] were
preferred. All these datasets were examined and a text dataset containing more than 2M different
Turkish words was obtained by combining them. For training and testing of the model, multiple
training and test sets were prepared from audio dataset and the results were observed comparatively.

Two different methods were used to evaluate the proposed model in this paper. Firstly, the method
was applied on more than one test, and as a result, the average contribution to system performance was
observed. In the second method, the original sentence was compared with the LSTM model output
and the model proposed output at each step of the 10000 Epoch tests, and the number of sentences
were closer to the original sentence was counted. Thus, although the average value of the increase is
important. How many sentences the proposed model had produced better results for in 10000 tests
was also evaluated. Figure 8 shows the process of second method as an example.Sustainability 2019, 11, x FOR PEER REVIEW 10 of 17 
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Table 1 shows the test results of different distance algorithms. These results were obtained
as a result of 10000 Epoch tests. When the results are examined, it is seen that different increase
values in performance are obtained when different algorithms are used. This is due to the fact that
distance algorithms produce different results for finding the closest words. The proposed model
achieved maximum 3.84% increase in overall system recognition performance. In addition, a significant
contribution is the before and after correction count when a comparison is made for each test in 10000
Epochs. Accordingly, after 10000 tests performed in the best condition, the model produced better
results in 7711 after correction and 2289 before correction. This shows that the correction process is
very useful not only for the overall performance of the system, but also in correcting inaccurate outputs
throughout the system. A proportional difference of 27.21% is achieved on average.
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Table 1. Recognition Results of LSTM Speech Recognition with Different Distance Algorithm.

Distance Algorithm
Error Rate

Before
Correction

Error Rate
After

Correction

Count of Better
Performance(Not

Corrected-
Corrected)

Difference
in Success
Count (%)

Overall
Performance
Increase (%)

NormalizedLevenstain 0.3062 0.2730 2390-7610 52.20% 3.32%
DamerauLevenstein 14.8955 14.8143 3831-6169 23.38% 0.54%

JaroWinkler 0.2315 0.2093 3499-6501 30.02% 2.22%
LongestCommonSubsequence 17.7432 17.1749 3476-6524 30.48% 3.20%

MetricLCS 0.2835 0.2558 2289-7711 54.22% 2.76%
OptimalStringAlignment 14.9061 14.8344 3831-6169 23.38% 0.46%

PrecomputedCosine 0.2860 0.2798 4397-5703 13.06% 0.6%
Qgram 27.5372 26.4720 3879-6121 22.42% 3.84%

Levensthein 14.9278 14.8536 3851-6149 22.98% 0.49%
Sift4 19.8155 19.8039 4402-5598 11.96% 0.58%

WeightedLevensthein 14.9278 14.8536 3851-6149 22.98% 0.43%

Table 2 shows the basic parameters of the test models. 10 test sets were created with these
parameters but working with different data. With the proposed model, Normalized Levensthein
algorithm, which is one of the distance algorithms that provide the best contribution to the overall
performance of the system, was kept constant and tests were performed for the increase in system
performance for 10 different test sets prepared differently from each other. The test results are presented
in Table 3.

Table 2. Experiment Parameters of Designed Model for LSTM.

Test Set Optimization
Algorithm

Learning
Rate

Standard
Deviation

Epoch
Number Batch Size NOE Mean

Set 1-10 GradientDescent 0.01 0.1 10000 1 1 0

NOE: Number of Examples.

Table 3. Recognition Results of LSTM Speech Recognition with Correction Method.

Test Set Error Rate
Before

Correction

Error Rate
After

Correction

Count of Better
Performance(Not

Corrected-Corrected)

Difference in
Success

Count (%)

Overall
Performance
Increase (%)

NL-Test Set1 0.3062 0.2734 2417-7583 51.66% 3.28%
NL-Test Set2 0.2717 0.2572 3504-6496 29.92% 1.45%
NL-Test Set3 0.1934 0.1677 1810-8190 63.80% 2.57%
NL-Test Set4 0.2516 0.2321 2713-7287 45.74% 2.04%
NL-Test Set5 0.3758 0.3602 3166-6834 36.68% 1.56%
NL-Test Set6 0.3074 0.2719 3040-6960 39.20% 3.55%
NL-Test Set7 0.0934 0.0789 2557-7443 48.86% 1.45%
NL-Test Set8 0.3149 0.3007 4138-5862 17.24% 1.42%
NL-Test Set9 0.4265 0.4097 3883-6117 22.34% 1.68%

NL-Test Set10 0.1461 0.1307 2463-7537 50.96% 1.54%

Average Difference in Success Count: 40.64%; Average Performance Increase: 2.25%; Maximum Performance
Increase: 3.55%; Minimum Performance Increase: 1.42%.

As shown in Table 3, the proposed model produced different results for different data sets.
The purpose of these tests is to observe the contribution of the proposed model to the system
performance in different test environments. According to this, the change of the test sets did not
cause any change in the contribution to the system, but there was a difference in the contribution rate.
An average system performance increase of 2.25% was achieved. The variability of the improvement
ratio is directly proportional to the output produced by the system before correction. The model offers
a contribution of more than 3% in cases where there are less character errors in a word but there are
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character errors in more than one word in a sentence. However, the improvement level drops to around
1.5% in cases where a word has more than one character errors.

Changes in the number of Epoch and the number of hidden layers of the model lead to changes in
the level of contribution.

It improves the performance of system in any case but acts at levels ranging from 0.5% to 3.55%
(Figure 9). Furthermore, the proportional difference in the number of recognition’s before and after
correction is much higher. On average, it produces more accurate outputs at 40.64%. It is seen
that it makes a significant contribution. The model makes visible corrections in each test sentence.
This process fixes many character errors. Numerical difference exceeds 50% indicates situations where
the LSTM model does not perform learning or overall recognition performance of model remains
below 20%. With the increase Epoch number, the differences in the numbers of successes decrease to
more reasonable levels. This is the case where real learning takes place and numerical success goes
down to average levels. In the case of realistic and good learning, both the contribution of the system
to the overall performance exceeds over 3% and the difference in the number of success reaches over
40%. This shows that the proposed model can contribute more with a good learning network.
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Figure 9. Effect of Epoch Number and Hidden Layer Count on Recognition Performance.

With the increase of performance, it is natural that the model proposed makes an increase in
system calculation time. Since, after the system output, an output correction process is performed.
After the output of the system was produced to observe how much the system was reflected as an
increase of the overall runtime, we observe how long the verification method completed its operations
and as a result we obtained the results as in Table 4. These results were achieved based on an Intel
i5 processor and 8 GB ram memory. Approximately 0.04 s is required to correct each word during
recognition. Assuming that an adult can speak an average of 200 words in 1 min, an extra 8 s is
needed for a recognition model using the model proposed for creating speech data containing 1 min of
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continuous speech. These times are slightly longer in multiple comparison models using multiple
distance calculation algorithms to find the closest word.

Table 4. Results of different recognition approach with METU 1.0.

Name of Authors Recognition Approach Vocabulary Error Rate

Keser and Edizkan [58] Common Vector
Approach(CVA) METU 1.0 Dataset 70 %

Aksoylar et al. [59] HMM METU 1.0 Dataset, SUVoice Sports News: 37 %
Salor et al. [37] HMM METU 1.0 Dataset 29.2%

Çiloğlu et al. [60] HMM, N-gram METU 1.0 Dataset 35.91%
Büyük et al. [61] HMM METU 1.0 Dataset-2151 Test Data 3% increase performance
Proposed Model LSTM METU 1.0 Dataset 24.82%

Acceleration of the given processing times is possible with the necessary optimization techniques
or faster computer infrastructure. However, we want to show here is that the proposed model requires
an extra time in a standard speech recognition systems. It is a method that can be applied to many
recognition systems with its effect on system result and run time comparison.

In this study, an LSTM based approach was preferred in speech recognition process and the
proposed new approach contributed to a standard model. In addition to LSTM, many different
algorithms such as Hidden Markov Model (HMM), Modified HMM, Embedded HMM, Gaussian
Mixture Model (GMM), and Support Vector Machines (SVM) can be used. There have been many
studies using these methods from past to present [58–65]. In order to compare the results obtained in
this study, the results of the studies using modelling approaches other than LSTM and performing
tests with METU 1.0 [36,37] dataset are shown in Table 4.

When the results shown in Table 4 are examined, the error rate is approximately 30%. However,
small differences in the text data used in language model had effects on the results. The LSTM based
model has an average error rate of 26.87%. In general, better results are produced than that of the
models using HMM, CVA or N-gram. But, with the proposed new approach to reduce error rate,
this performance level was further improved and reduced to 24.82%.

5. Conclusions

In this study, a viable output correction mechanism for speech recognition systems using LSTM
modelling is proposed. Thus, an increase in system performance is aimed.

This proposed hybrid model provides a performance increase of approximately 2.25% with small
increases in system runtime. Once the system requirements are established, it is very easy to implement.

The diversification of the audio data set and the enrichment of the word set will contribute to the
performance. In addition, optimization of the distance calculation algorithms and improving database
schemas would allow a considerable reduction in the processing times.

Nowadays, a speech recognition system that can operate in all situations, that has a 100% output
performance and that can be used for all languages has not yet been developed. So, the model proposed
can be used for many studies and structures to allow performance improvements at certain levels.

6. Future Works and Restriction

Although the new model proposed generally produces successful results, some limitations were
encountered during the tests. The most important reason why the system cannot contribute more to
the overall recognition performance is that the issue with the space character have not been resolved.
As shown in Figure 10, the output of the system, which was made with almost 100% accuracy,
is corrupted by the correction process. Solving this problem would reflect a significant increase in
overall recognition performance.
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