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Abstract: This paper proposes a new combined controller, the proportional integral derivative-second
derivative with a proportional derivative (PIDD2-PD), to improve the frequency response of a multi-
area interconnected power system with multiple generating units linked to it. The optimum gains of
the presented controller are well-tuned using a wild horse optimizer (WHO), a modern metaheuristic
optimization approach. The main study is a two-area-linked power system with varied conventional
and renewable generating units. The physical constraints of the speed turbines and governors are
considered. The WHO optimization algorithm is proven to outperform various other optimization
approaches, such as the whale optimization algorithms (WOA) and chimp optimization algorithms
(ChOA). The efficacy of the proposed WHO-based PIDD2-PD controller is evaluated by comparing
its performance to other controllers in the literature (cascaded proportional integral derivative-tilted
integral derivative (PID-TID), integral derivative-tilted (ID-T) controller). Multiple and varied scenar-
ios are applied in this work to test the proposed controller’s sturdiness to various load perturbations
(step, random, and multi-step), renewable energy source penetration, and system parameter varia-
tions. The results are provided as time-domain simulations run using MATLAB/SIMULINK. The
simulation results reveal that the suggested controller outperforms other structural controllers in
the dynamic response of the system in terms of settling time, maximum overshoot, and undershoot
values, with an improvement percentage of 70%, 73%, and 67%, respectively.

Keywords: combined PIDD2-PD proportional integral derivative-second derivative-proportional-
derivative controller; wild horse optimizer; multi-source power system; renewable sources; load
frequency control; two-area system

1. Introduction

Recent power systems have turned out to be more complicated because of the loads’
multiplicity and the renewable energy sources (RESs)’ penetration to mitigate the draw-
backs of traditional power sources. The rate of penetration of RESs, such as wind and
solar plants, into newly established power systems is deemed to be economically beneficial
and positive because it reduces the consumption of the oil, coal, and gas used to operate
traditional power plants, whereas the combustion of oil and coal results in the release of
carbon dioxide gas, which exacerbates the ozone hole and the global warming phenomenon.
Although the existence of RESs in electrical power networks cheapens the operating costs
and lessens the severity of pollution caused by conventional units, these renewable sources
lack system inertia, which affects system stability, and increases frequency deviations [1,2].
As a result, in addition to the challenges posed by mismatching between demand and
generation, modern power systems are exposed to new challenges because of RESs integra-
tion. These challenges have an impact on the power grid’s stability and security [3]. As a
result, load frequency control (LFC) is regarded as an important key for keeping system
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frequency under control and managing the tie-lines power transfer between the areas of
the power system.

1.1. Literature Review

For numerous power system architectures, the problem of frequency stability has been
addressed. Researchers in [4,5] investigated LFC for one-area systems, whereas [6–8] inves-
tigated a multi-area system with nonlinearities, while [9,10] examined a deregulated power
system. Several control methods have been used to solve the problem of load frequency control
in power systems. These include model predictive control (MPC) [11], artificial intelligence
control [12], robust control approaches [13], and fuzzy logic control [14,15]. Due to its simplicity
and cheapness, academic researchers have concentrated their studies on the conventional PID
controller. Despite this, the PID controller has a tough time adjusting its settings by trial and
error in the face of system nonlinearities and disturbances. As a result, research effort has been
expended in determining the best PID controller parameters. In this aspect, the appropriate
PID design methodology stemming from different optimization techniques has been applied to
the load frequency control (LFC) problem [16,17]. Fractional-order (FO) controller structures,
on the other hand, have been quickly expanding due to their flexibility and wider degree of
freedom. The fractional-order calculus (FOC) category also includes a tilted integral derivative
(TID) controller structure, which has been employed to overcome load frequency control dif-
ficulties. The benefits of a TID controller are that it is easier to tune, has a higher disturbance
rejection ratio, and has fewer plant effects. Consequently, the TID controller was introduced as
an alternative to the LFC issues in various research works [18–20]. In addition, refs. [21,22] offers
a composite controller based on integrating TID and fractional-order proportional derivative
(FOPID) controllers to receive the benefits of both. It has simpler tuning, a better disturbance
rejection ratio, and fewer effects on the plant.

The cascaded controller structure has lately been employed instead of the traditional
controller structure due to its efficacy and superior performance. As a result, many types
of cascaded controllers have been deployed to enhance frequency stability in power
systems [9,23–25]. In load frequency control research, another way was investigated
recently, which is focused on combining two controllers [26,27].

In addition, authors in [28] proposed an integral-proportional derivative I-PD con-
troller structure to minimize the frequency variations in a two-area interconnected power
system. The performance of the I-PD controller outperforms that of the PID controller. In
addition, for the load frequency control, refs. [29,30] proposed the integral-tilt derivative (I-
TD) controller. The ID-T controller provided in [31] outperforms the TID controller in terms
of system frequency performance. However, the proposed PIDD2-PD surpasses both the
ID-T and PID-TID controllers in [31,32], respectively. According to prior research, picking
the controller settings is just as important as choosing the controller type. The frequency
stability issue has benefited greatly from the evolutionary optimization methodologies
used to improve the controller parameters. As a consequence, choosing an appropriate
optimization technique in the design procedure of the controller is a basic and crucial chal-
lenge. Classical optimization procedures were previously utilized to find the best frequency
controller settings [18,33]. Additionally, ref. [34] presents a fuzzy gain scheduling (FGS)
controller for parameter selection. These algorithms, however, face several difficulties,
including slumps, deathtraps in local minimums, the demand for several iterations, and re-
liance on initial conditions for selecting the optimal settings. As a result, scholars overcame
these obstacles by improving meta-heuristic optimization methods, such as the grey wolf
optimizer [33], particle swarm optimization [35], ant lion optimization [36], chimp optimiza-
tion algorithm [5], teaching-learning-based optimization [37], moth-flame optimization [11],
equilibrium optimization [38], and atom search optimization [39]. Substantial emphasis
has been placed on the use of various optimization techniques to assist them in tackling
technical difficulties, particularly the load frequency control issue. Therefore, the author
chose to use the wild horse optimizer (WHO) [40] in this work to identify the best settings
for the proposed PIDD2-PD controller. The primary result from prior research is that LFC
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techniques that depend on the controller designer’s talents, such as fuzzy logic control, H-
infinite approaches, and MPC, meet the needed performance requirements but have many
design problems and take considerable time to choose the control settings. Additionally,
traditional PD, PI, and PID controllers struggle to cope with system uncertainties. Numer-
ous previous articles paid insufficient attention to robustness evaluations, such as system
nonlinearities and system parameter variations. Additionally, most previous assessments
failed to account for considerable renewable energy integration in the absence of system
parameter changes by including system uncertainties, nonlinearities, and simultaneous
load variations.

1.2. Contribution of Paper

This study proposes a novel combination PIDD2-PD controller that improves system
frequency stability considering renewable power perturbations. Additionally, the suggested
PIDD2-PD controller’s settings have been developed in line with the WHO to preserve both
frequency and system stability under abnormal situations. In contrast to other research on
related issues, the following is a summary of the paper’s key contribution:

• Using a reliable PIDD2-PD controller to enhance the frequency stability of a two-area
interconnected power system considering RESs;

• Using the WHO algorithm to optimize the parameters of the presented PIDD2-PD
controller, a novel and effective optimization approach for LFC design;

• Demonstrating the WHO’s superiority by comparisons to the performance of more
complex algorithms (e.g., the chimp optimization algorithm (ChOA) [41] and the
whale optimization algorithm (WOA) [42]);

• Validating the presented PIDD2-PD controller’s efficacy by comparing it to the per-
formance of various control strategies described in the literature (e.g., ID-T controller
and PID-TID in [31,32], respectively);

• Testing the effectiveness and stability of the proposed controller when the studied
two-area interconnected power system is subjected to various disturbances, such as
different step load disturbances (SLD), multi-step load disturbances (MSLD), random
load disturbances (RLD), RESs fluctuations, and communication time delay.

The remaining of the work is organized in the following manner: Section 2 details the
architecture of the investigated system, describing each component. Section 3 introduces the
suggested WHO algorithm, while Section 4 details the designed controller configuration.
Section 5 summarizes the outcomes of several situations and discusses them. Finally,
Section 6 contains the conclusion.

2. The Proposed Power System Modeling

The system under discussion is a connected hybrid power system with two areas.
Each area has three dynamic subsystems: a reheat-turbine thermal power plant, a hydraulic
power plant, and a gas unit, as illustrated in Figure 1. The system’s nonlinearity is con-
sidered in terms of the physical limits of the power system, such as the GDB and GRC.
Additionally, RESs are included (PV unit in the first area and a wind unit in the second
area), as shown in Figure 2. The nominal load for each area is 1740 MW, and the rated
power is 2000 MW. Details and system parameters for the system under study can be found
in [21,43].
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2.1. Models of Dynamic Subsystems
2.1.1. Thermal Power Plant Supplies 1000 MW and Includes

• Governor dead band (GDB): The GDB non-linearity formulas could be simplified as a
function of changes and change rates in speeds [21]. With the aid of the Fourier series,
the transfer function of a GDB with 0.5% backlash is derived as:

GDB =
N1 + N2·s
Tsg·s + 1

(1)

In which the Fourier coefficients of N1 = 0.8 and N2 = −0.2/π [19], and the time
constant of the steam turbine Tsg is 0.06 s.

• Reheat is modeled using the first-order transfer function:

Reheat =
krTr·s + 1
Tr·s + 1

(2)

with a steam turbine reheating constant Kr of 0.3 and a steam turbine reheating time
constant Tr of 10.2 s.

• Turbine with GRC

The generation rate constraint (GRC) for the thermal unit is set at 10% p.u/min
(0.0017 p.u. MW/s). For rising and decreasing rates and a steam turbine time constant Tt
of 0.3 s.

2.1.2. Hydraulic Power Plant Supplies 500 MW and Includes

• A Governor is modeled using the first-order transfer function, with a time constant for
a hydro turbine governor Tgh = 0.2 s.

Governor =
1

Tgh·s + 1
(3)

• Transient droop compensation is modeled using a first-order transfer function, with
hydro turbine speed governor reset time Trs and a time constant of transient droop Trh
of 4.9 and 28.749 s, respectively.

TDC =
Trs·s + 1
Trh·s + 1

(4)

• Penstock hydraulic turbine with GRC

The Penstock hydraulic turbine is modeled using the first-order transfer function with
a starting time of water in hydro turbine TW = 1.1 s.

Penstock =
−Tw·s + 1
0.5Tw·s + 1

(5)

The GRC of the hydropower station is 270% p.u/min = (0.045 p.u. MW/s) and 360%
p.u/min = (0.06 p.u. MW/s), respectively, for both rising and decreasing rates.

2.1.3. Gas Power Station Supplies 240 MW and Includes

• The valve positioner is modeled using the first-order transfer function with a time
constant of the valve positioner Bg and the gas turbine valve positioner Cg of 0.049
and 1 s, respectively.

Valve positioner =
1

Bg·s + Cg
(6)
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• The speed governor is modeled using the first-order transfer function with lead and a
lag time constant of the gas turbine governor Xg, Yg of 0.6 and 1.1 s, respectively.

speed governor =
Xg·s + 1
Yg·s + 1

(7)

• Fuel and combustion reactions are modeled using the first-order transfer function with
a gas turbine combustion reaction time delay Tcr and gas turbine fuel time constant Tf
of 0.01 and 0.239 s, respectively.

Fuel and combustion reaction =
−Tcr·s + 1

Tf ·s + 1
(8)

• Compressor discharge is modeled using the first-order transfer function with com-
pressor discharge volume time constant Tcd of 0.2 s.

Compressor discharge =
1

Tcd·s + 1
(9)

The governor speed regulation parameters of thermal, hydro, and gas units (Rhyd,
Rg, and RTh) of 2.4 and the participation factors for each unit (PFhyd, PFg, and PFTh) are
0.2873, 0.138, and 0.5747, respectively. Table 1 shows the transfer function and parameters
for power systems 1 and 2, as well as the T-line.

Table 1. System models and parameters.

Model Transfer
Function Parameter Value Description

Power system 1 Kps1
Tps1·s+1

Tps1= Tps2
Kps1= Kps2

11.49 s
68.9655

Power system time
constants

Power system gainsPower system 2 Kps2
Tps2·s+1

T-line 2πT12
s

T12 0.0433 Synchronization factor

B1, B2 0.4312 Coefficient values of
frequency bias

2.2. Wind Generation Model

The wind generating unit model was created in a MATLAB-Simulink environment
with a white noise block that behaves as a randomized speed that is boosted by wind flow
speed, as illustrated in Figure 3. Additionally, the participation factor of the wind system
generation unit PFWT = 0.025. Figure 4 depicts the wind turbine’s fluctuating power. The
wind generation unit’s output power may be calculated using the following equation [44]:

PW = 1/2ρATV3
WCP(λ, β) (10)

where PW is the output power of the wind turbine, ρ is the air density in kg/m3, AT is the
swept area by the rotor in m2, VW is the wind’s nominal speed in m/s, and CP denotes
the rotor’s blade parameter. CP is calculated from the Equation (11) and C1 to C7 are the
parameters of the turbine.

CP(λ, β) = C1·
(

C2

λI
− C3β− C4β2 − C5

)
·e

C6
λI + C7λT (11)

where β represents the pitch angle of the blade and λT indicates the optimal tip speed ratio
(TSR), which may be computed using Equation (12).

λT = λOP
T =

ωT · rT
VW

(12)
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where rT is the radius of the rotor, λI is intermittent tip speed ratio as determined by the
Equation (13). The nominal wind generation coefficients are displayed in Table 2.

1
λI

=
1

λT + 0.08 β
− 0.035

β3 + 1
(13)
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Table 2. The wind power plant coefficients.

Parameter Value Parameter Value

PW 750 kW C2 116
VW 15 m/s C3 0.4
rT 22.9 m C4 0
ρ 1.225 kg/m3 C5 5

AT 1684 m2 C6 21
λT 22.5 r.p.m C7 0.1405
C1 −0.6175

2.3. PV Generation Model

Weather conditions have a considerable influence on the performance of the PV
system’s production, causing it to be erratic. Therefore, significant frequency fluctuations
induced by PV output power, threaten the system frequency stability. As a result, power
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variations from the solar PV power units may be evaluated by taking the variation from
the uniform and non-uniform solar irradiance into account. The power variation of the
PV solar system in real life is captured by a white noise block in the MATLAB program,
as seen in Figure 5 in the PV solar power system from study [44]. To imitate the real
solar power variation, the PV system model’s fluctuating output power is calculated
using Equation (14) [44]. Figure 6 depicts the PV model’s output power. In addition, the
participation factor of the PV system generation unit is taken as PFWT = 0.015.

∆PSolar = 0.6
√

PSolar (14)
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3. Wild Horse Optimization Algorithm

The wild horse optimization (WHO) is a modern metaheuristic algorithm suggested
by Naruei et al. [40] that is based on wild horses’ social lives. Wild horses can represent a
variety of behaviors in this algorithm, including grazing, mating, hunting, leading, and
chasing. Horses are split into two social classes: territory and non-territory. The WHO
algorithm, on the other hand, concentrates on non-territorial groupings, which include
the group leader, known as the stallion, several mares, and their offspring, the stallion’s
function is to lead the group and converse with the mares, while the foals begin their life
grazing. Furthermore, as foals reach the age of puberty, they leave their groups and join
another. The WHO algorithm’s procedures can be summarized in the following steps [40].
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3.1. Population Initialization

The parameters required for the WHO algorithm are initialized in this stage to evaluate
the initial solutions and subsequently changed by the algorithm approach. Horses are
organized into groups, and each group has one stallion. Equation (15) can be used to
evaluate this division as follows [40]:

H = Q·SR (15)

where H represents the total number of groups, Q denotes the size of the population, and
SR denotes the number of stallions inside the population.

3.2. Grazing Behavior

This step depicts the grazing behavior of foals before they reach puberty. The stallion is
seen as being right in the center of the grazing area. In an instance in which the remainder
of the members of the group surround the area’s center, Equation (16) can be used to
represent this behavior [40]:

X j
i+1, H = 2Z·cos(2πRZ)·

(
Sj − X j

i,H

)
+ Sj (16)

where i is the group member’s number; j denotes the stallions’ numbers, X j
i+1,H and X j

i,H
represent the position of the group member in the next and current iteration, respectively;
Z is a randomly selected adaptive mechanism; R is a random value in the range of [−2, 2];
Sj denotes the stallion’s position; and Z is calculated from the following equation:

P =
→
R1 < TDR; IDX = (P == 0);

Z = R2ΘIDX +
→
R3 Θ (∼ IDX)

(17)

where P is a 0 to 1 vector,
→
R1 and

→
R3 are a random value between [0, 1], and IDX indexes of

the random vector
→
R1 returns that satisfy the condition (P = = 0). R2 is a uniform random

value that has a range of [0, 1]. TDR is an adaptive parameter that begins at 1 and declines
during the enforcement of the algorithm and reaches 0 at the end of the execution of the
algorithm, according to the following Equation [40]:

TDR = 1− it· 1
maxit

(18)

3.3. Behavior of Horse Mating

This stage demonstrates how foals act as they enter puberty. As previously mentioned,
foals leave their groups to join another to mate and to prevent fathers from mating with
their daughters and sisters. Furthermore, Equation (19) [40] can be used to express this
behavior:

Xt
H,l = Mean

(
Xu

H,i, Xw
H,j

)
and i 6= j 6= l (19)

where Xt
H,l represents the position of the horse t of group l; Xu

H,i denotes the foal u position
in group I; and Xw

H,j the foal w position in group j, in which foal u mates with foal w in the
group l. Hence, the necessary condition for mating is achieved.

3.4. Group Leadership

During this phase, the group stallion guides the members of the group to a waterhole
for feeding. In addition, the stallion fights with other stallions for dominance of the
waterhole. Equation (20) [40] can be used to depict this behavior:

Si+1,G =

{
2Z·cos(2πRZ)·(WP− Si,G) + WP i f r1 > 0.5
2Z·cos(2πRZ)·(WP− Si,G)−WP i f r1 ≤ 0.5

(20)
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where Si+1,G, Si,G represent the next and current position of the leader, respectively, WP is
the position of the waterhole and r1 is random vector between [0, 1].

3.5. Leaders Exchange and Selection

Finally, the group leader is selected considering the best fitness value. When the
algorithm procedure is completed, a group leader is chosen in each iteration, with the best
leader chosen from among the total leaders in the iterations. This phase can be represented
by Equation (21) as follows [40]:

Si,G =

{
Xi,G i f cos t(Xi,G) < cos t( Si,G)
Si,G i f cos t(Xi,G) > cos t( Si,G)

(21)

Table 3 also provides the WHO algorithm parameter setting values for this study. The
WHO algorithm flowchart is shown in Figure 7.

Table 3. Setting values for the WHO parameters [45].

WHO Parameter Value

SR 0.2
H 6
Q 30

Number of foals 24
R 0.2372

WP [2, 1.83, 0, 2, 2, 2, 0, 0, 0, 1, 0, 0, 0, 4.7, 20, 20, 3.19, 20, 20, 12.7]
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4. Structure of the Controller and Problem Formulation

The primary purpose of the new structure of the PIDD2-PD suggested controller is
to manage and improve the frequency response of a power system consisting of a multi-
source when it is confronted with sudden load variations and renewable energy source
fluctuations. The controller is proposed in both areas to decrease frequency deviations (∆F1,
∆F2) and the tie-line power deviation between both areas (∆Ptie−line) for different load
perturbations and renewable energy sources.

Figure 8 depicts the combined controller structure’s schematic diagram. It has the
potential to lessen the impact of disturbances d(s) on the performance of the control system.
Furthermore, the primary loop transfer function could be expressed by Equation (22).

Y(s) = G(s)U(s) + d(s) (22)

where G(s) indicates the operation and U(s) is the input signal to G(s). U(s) can be calculated
by Equation (23)

U(s) = C1(s)·C2(s) (23)
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In this hybrid power system case study, the controller utilized for both areas is a
PIDD2-PD controller. Researchers have commonly employed the traditional PID controller
because of its ease of design and operating efficiency. The PIDD2 structure is identical to
that of standard PID but also with the addition of second-order derivative gain [46]. The
transfer functions of the PIDD2 and PD controller can be represented using Equation (24),
and Equation (25), respectively, as follows:

C1(s) = KP +
KI
s

+ KD
[

Nd·s
s + Nd

]
+ KD

[
Nd·s

s + Nd

]
·KDD

[
Ndd·s

s + Ndd

]
(24)

C2(s) = kp + kd
[

n f ·s
s + n f

]
(25)

where (KP, KI, (KD, KDD) and (Nd, Ndd)) are the (proportional gain, integral gain, derivative
gains, filters’ coefficients) of the PIDD2 controller, in addition, ((kp) is the proportional gain,
(kd) is the derivative gain, and (nf ) is the filter coefficient) of the PD controller. The structure
of a PIDD2-PD is depicted in Figure 9.
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Using the WHO algorithm, the optimum PIDD2-PD controller parameters will be
determined by reducing the fitness function (FF). The integral of time multiplied by the
squared error (ITSE) is selected as the fitness function since it can minimize the settling
time and quickly suppress the high oscillation [31]:

ITSE =
∫ Tsim

0
t
[
∆F2

1 + ∆F2
2 + ∆P2

12

]
dt (26)

where Tsim stands for simulation time, the controller parameters are constrained as follows:

KPmin ≤ KP ≤ KPmax
KImin ≤ KI ≤ KImax

KDmin ≤ KD ≤ KDmax
KDDmin ≤ KDD ≤ KDDmax

kpmin ≤ kp ≤ kpmax
kdmin ≤ kd ≤ kdmax

Nd min ≤ Nd ≤ Nd max
Ndd min ≤ Ndd ≤ Ndd max

n fmin ≤ n f ≤ n fmax

(27)

For all scenarios, the lower limits are set [0, 0, 0, 0, 0, 0, 100, 100, 100] while the higher
limits are set [50, 50, 50, 0.8, 50, 50, 500, 500, 500].

5. Results of Simulation and Discussions

In this part, the performance of the hybrid power system is studied, consisting of
two areas tested in multiple scenarios, such as various load perturbations (step, random,
multi-step), renewable energy source penetration, and system parameter variations. The
evaluation of the suggested PIDD2-PD controller optimized by the WHO algorithm is
compared against the ID-T and PID-TID controllers optimized by the WHO and the ID-T
controller optimized by the AOA under different operating conditions.

5.1. Performance Analysis of the WHO

This section verifies the wild horse algorithm competency based on the load frequency
control (LFC) study. The verification of the proposed WHO optimization’s efficiency and
performance is assessed by contrasting it to the performance of different optimization
strategies from the literature, like ChOA [41] and WOA [42]. The comparison is performed
based on optimizing the designed controller settings to improving the frequency stability of
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the studied network power system, consisting of two areas fed by various energy sources,
considering the SLD is supplied to the first area with a 1% value. The maximum number of
iterations and the number of the population is specified to be 50 and 30, respectively.

As a result, Table 4 summarizes the optimal settings for the PIDD2-PD-constructed
controller as determined by the three optimization strategies employed in this study: WOA,
ChOA, and WHO.

Table 4. Optimum settings of the suggested PIDD2-PD controller are optimized by three optimization
algorithms (WOA, ChOA, WHO).

AREA 1

Algorithm
PD1 PIDD2

1

kp1 kd1 nf1 KP1 KI1 KD1 KDD1 Nd1 Ndd1

WOA 14.253 4.4785 500 50 50 1.7171 0.1 500 500
ChOA 14.564 0 500 50 0 6.3209 0.1228 401.6571 309.896
WHO 38.475 0.0144 431.882 41.1532 0.3835 5.6677 0.1 100 478.5245

AREA 2

Algorithm
PD2 PIDD2

2

kp2 kd2 nf2 KP2 KI2 KD2 KDD2 Nd2 Ndd2

WOA 50 50 500 50 12.451 4.1011 0.8 500 500
ChOA 0.008 0 496.631 0.0975 0.1436 0 0.2725 323.829 304.0149
WHO 0 17.32 334.76 50 7.8044 0.5505 0.1501 251.83 498.7457

Figure 10 depicts the convergence curve for the three algorithms. By comparing the
effectiveness of the WHO technique with that of ChOA and WOA, the WHO algorithm can
be demonstrated to have superior convergence to other algorithms. The dynamic response
of the system is shown in Figure 11. It can be deduced that the suggested controller
optimized by the WHO algorithm has the best performance in reducing undershoot,
overshoot, and settling time and the objective function ITSE as well as improving the
dynamic response compared to the attained from the suggested controller based on WOA
and ChOA algorithms, as shown in Table 5.
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Table 5. Dynamic system response using (WOA, ChOA, and WHO) optimization techniques.

Optimization
Techniques

∆F1 (Hz) ∆F2 (Hz) ∆Ptie (p.u)
ITSE

Max.
OS

Max.
US

Set-
Time

Max.
OS

Max.
US

Set-
Time

Max.
OS

Max.
US

Set-
Time

WOA 0.0055 0.0124 3.6 0.001 0.00137 15.1 0.00023 0.00106 12.8 0.0003082
ChOA 0.0042 0.0105 10.7 0.001 0.00261 20.8 0.00019 0.00085 28 0.0002264

WHO (proposed) 0.0024 0.0092 3.3 0 0.00149 7.2 0 0.00065 8.8 0.0001202

Figure 11 shows the system responses to (a) frequency deviation in Area-1 (∆F1),
(b) frequency deviation in Area-2 (∆F2), and (c) tie-line power deviation (∆Ptie) for load
disturbances in both areas using different optimization algorithms. The PIDD2-PD con-
troller based on the WHO response has the lowest undershoot and overshoot than the
other techniques, which are (9.2 × 10−3) Hz and (2.4 × 10−3) Hz for ∆F1, respectively (see
Figure 11a), and 1.49 × 10−3 Hz undershoot for ∆F2 with no overshoot (see Figure 11b).
Additionally, the WHO application has a lowest undershoot and overshoot than the other
cases when considering the tie-line power deviation (∆Ptie), which equals 6.5 × 10−4 p.u
for ∆Ptie (see Figure 11c). Moreover, the WHO response has the lowest settling time than
the other two techniques, which is 3.3 s for ∆F1 and 7.2 s for ∆F2. Additionally, the WHO
application has the lowest settling time than the other cases when considering the tie-line
power deviation (∆Ptie), which equals 8.8 s for ∆Ptie.

5.2. Simulation Results and Discussions

The simulation results for the studied power system with various power sources are
performed using the computer programming MATLAB-Simulation to verify the suggested
controller’s effectiveness in improving the studied system’s performance. The simulation
is arranged in the following manner:

• Scenario I: Evaluation of system dynamic response under load variation types;
• Scenario II: Evaluation of system dynamic response using RESs disturbances;
• Scenario III: Evaluation of system dynamic response with RESs disturbances, taking

into consideration the communication time delay (CTD), applied to the proposed
controller output;

• Scenario IV: Evaluation of system dynamic response based on RESs disturbances and
changes in system settings.

5.2.1. Scenario I: Evaluation of System Dynamic Response under Load Variation Types

This scenario included applied load variation types (i.e., SLD, MSLD, and RLD) to
the investigated power system (see Figure 1) all penetrations are applied in the first area.
Additionally, this scenario is subdivided into three sections.

Section A: Performance evaluation of the system under 1% SLD step load disturbances.
In this section, the testing of the power system studied is performed under 1% SLD

applied in the first area occurred after 5 s. SLD may be represented in the power system by
detaching certain generators, resulting in outages caused by the shutdown of all generators
at the stations. Furthermore, in this case, the performance efficiency of the proposed
PIDD2-PD controller optimized by the WHO algorithm is compared to the performance
efficiency of other controllers, such as WHO-optimized ID-T [31], PID-TID [32] controllers
and ID-T controller optimized by the AOA algorithm [31]. Table 6 displays the settings of
the controllers considered in this section.
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Table 6. The optimum settings of the controllers in Scenario I, Section A.

AREA 1

Algorithm PD1 PIDD2
1

kp1 kd1 nf1 KP1 KI1 KD1 KDD1 Nd1 Ndd1

PIDD2-PD (WHO)
(suggested)

38.475 0.0144 431.882 41.1532 0.3835 5.6677 0.1 100 478.5245

AREA 2

Algorithm PD2 PIDD2
2

kp2 kd2 nf2 KP2 KI2 KD2 KDD2 Nd2 Ndd2

PIDD2-PD (WHO)
(suggested)

0 17.32 334.76 50 7.8044 0.5505 0.1501 251.83 498.7457

AREA 1

Algorithm PID TID

kp1 ki1 kd1 nf1 KT1 n1 KI1 KD1

PID-TID (WHO) 6.1095 0 34.0678 489.8079 49.9998 2.5167 50 2.5459

AREA 2

Algorithm PID TID

kp2 ki2 kd2 nf2 KT2 n2 KI2 KD2

PID-TID (WHO) 25.6245 12.8848 3.2186 499.8395 49.2407 2.4475 14.9894 3.8772

AREA 1

Algorithm T ID

KT1 n1 KI1 KD1 NC1

ID-T (WHO) −31.4909 1.7755 39.3266 25.3455 499.3504

AREA 2

Algorithm T ID

KT2 n2 KI2 KD2 NC2

ID-T (WHO) −15.2490 2.8479 38.8390 12.0328 336.9504

AREA 1

Algorithm T ID

KT1 n1 KI1 KD1 NC1

ID-T (AOA) −4.9 2.17 −3.4 −3.6 496.9

AREA 2

Algorithm T ID

KT2 n2 KI2 KD2 NC2

ID-T (AOA) −0.002 6.07 −0.010 −2.390 469.2

From Table 7 and Figure 12, it can be seen that applied step load disturbances in the first
area initially result in a decrease in the system’s dynamic performance. Employing the ID-T
controller optimized by the WHO technique is better than using the ID-T controller and is
improved by the AOA technique for damping system oscillations. The proposed PIDD2-PD
controller optimized by the WHO algorithm has the lowest overshoot, undershoot, and
settling time of the other three controllers and provides the best objective function based
on ITSE, which is 1.202 × 10−4.
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Table 7. Dynamic system response under effect Scenario I, Section A.

Controller
∆F1 (Hz) ∆F2 (Hz) ∆Ptie (p.u)

ITSE
Max.
OS

Max.
US

Set-
Time

Max.
OS

Max.
US

Set-
Time

Max.
OS

Max.
US

Set-
Time

PIDD2-PD
(WHO)

(suggested)
0.0024 0.0092 3.3 0 0.00149 7.2 0 0.00065 8.7 0.0001202

PID-TID (WHO) 0.0013 0.0112 16.1 0.00021 0.00235 18.6 0.00009 0.00096 20.4 0.0002403
ID-T (AOA) 0.009 0.028 11 0.005 0.024 12 0.001 0.004 11 0.001
ID-T (WHO) 0.0042 0.0103 11.8 0.00098 0.00272 13.3 0.00017 0.00091 16 0.0002689
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Section B: Performance evaluation of the system under multi-step load disturbances MSLD.
In this section, an MSLD is used to mimic a realistic load variation in the analyzed two-

area power system, where the MSLD is shown in Figure 13a. MSLD is denoted as a series-
forced shutdown of generators or an unexpected switch of loading. The effectiveness of the
suggested PIDD2-PD controller based on the WHO algorithm has been tested and assessed
by applying a series of load changes in the first area and comparison with using several
control strategies (i.e., PID-TID and ID-T controllers based on the WHO). Figure 13 depicts
the dynamic system response. Table 8 also shows the dynamic response of the power system
in this part. As a result, the proposed PIDD2-PD controller has the lowest undershoot,
overshoot, settling time, and ITSE. The superiority of the proposed suggested PIDD2-PD
controller based on WHO over the other controllers optimized using the WHO algorithm
is that with the proposed PIDD2-PD controller it is possible to get a greater decrease in
system frequency variations and power flow in the tie line compared to other controllers in
this case. Therefore, the developed PIDD2-PD enhances the system’s reliability.

Table 8. Dynamic system response under effect Scenario I, Section B.

Controller
∆F1 (Hz) ∆F2 (Hz) ∆Ptie (p.u)

ITSE
Max.
OS

Max.
US

Max.
OS

Max.
US

Max.
OS

Max.
US

PIDD2-PD (WHO)
(suggested)

0.0060 0.0123 0.00076 0.00154 0.00033 0.00067 0.003442

PID-TID (WHO) 0.0095 0.0197 0.00146 0.00324 0.00059 0.00130 0.01051
ID-T (WHO) 0.0126 0.0210 0.0029 0.0049 0.00096 0.00161 0.02664
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Section C: Performance evaluation of the system under random load disturbances RLD.
After evaluating the efficiency of the suggested PIDD2-PD controller in the two prior

situations, RLD is a varied collection of series disturbances that may be represented by
industrial loads linked to a power system network. Random load disturbances are applied
to the first area shown in Figure 14a. Additionally, Figure 14 depicts the system reaction for
this section using several control strategies (i.e., PIDD2-PD, PID-TID, and ID-T controllers
based on the WHO). Table 9 summarizes the dynamic performance of the system in
this part. In comparison to the ID-T and PID-TID controllers, the suggested PIDD2-PD
controller based on the WHO has high performance in dealing with rapid and gradual load
fluctuations, and the suggested controller shows better performance. It is evident that it
dampens the oscillations very fast, with the lowest undershoot and overshoot, in addition
to better control quality. This shows that the PIDD2-PD based on the WHO technique is a
robust controller used to load frequency control LFC.
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Table 9. Dynamic system response under effect Scenario I, Section C.

Controller
∆F1 (Hz) ∆F2 (Hz) ∆Ptie (p.u)

ITSE
Max.
OS

Max.
US

Max.
OS

Max.
US

Max.
OS

Max.
US

PIDD2-PD (WHO)
(suggested)

0.0090 0.0091 0.00113 0.00115 0.00049 0.00050 0.01756

PID-TID (WHO) 0.0105 0.0105 0.00164 0.00163 0.00066 0.00065 0.02848
ID-T (WHO) 0.0168 0.0168 0.0040 0.0039 0.00131 0.00129 0.1063

Sustainability 2022, 14, x FOR PEER REVIEW 20 of 32 
 

Table 9. Dynamic system response under effect Scenario I, Section C. 

Controller 

ΔF1 (Hz) ΔF2 (Hz) ΔPtie (p.u) 

ITSE Max. 

OS 

Max. 

US 

Max. 

OS 

Max. 

US 

Max. 

OS 

Max. 

US 

PIDD2-PD (WHO) 

(suggested) 
0.0090 0.0091 0.00113 0.00115 0.00049 0.00050 0.01756 

PID-TID (WHO) 0.0105 0.0105 0.00164 0.00163 0.00066 0.00065 0.02848 

ID-T (WHO) 0.0168 0.0168 0.0040 0.0039 0.00131 0.00129 0.1063 

 

 
(a) 

 
(b) 

 
(c) 

Figure 14. Cont.



Sustainability 2022, 14, 8223 21 of 32Sustainability 2022, 14, x FOR PEER REVIEW 21 of 32 
 

 
(d) 

Figure 14. Dynamic power system response under scenario I, Section C: (a) RLD, (b) ΔF1, (c) ΔF2, 

and (d) ΔPtie. 

5.2.2. Scenario II: Performance Evaluation Based on RESs Penetration 

This scenario clarifies the dynamic response of the power system studied shown in 

Figure 2, considering RESs disturbances depicted in Figures 4 and 6, respectively, using 

several control strategies (i.e., PIDD2-PD, PID-TID, and ID-T controllers based on the 

WHO). Figure 15 shows the convergence characteristics of the three controllers. The eval-

uation by applying a series load of disturbances is shown in Figure 16a to the first area, 

the PV solar unit with 50 MW is linked to the first area at 250 s, and the wind farm unit 

with 70 MW rated power is linked to the second area at 100 s, with the note wind farm 

and the PV solar unit are illustrated in Figures 3 and 5, respectively. Furthermore, Table 

10 shows the PIDD2-PD, PID-TID, and ID-T parameters. The maximum number of itera-

tions and the number of the population are specified to be 50 and 30, respectively. Figure 

16 illustrates the dynamic power system response and the frequency deviation of the 

power system network (ΔF1, ΔF2), the tie-line power deviation because of the series load 

disturbances and the RESs penetration in this scenario. The severe fluctuations in fre-

quency and flow power in the tie-line power occur throughout the period the RESs are 

connected, as shown in Figure 16. Table 11 summarizes the dynamic performance of the 

power system. The proposed PIDD2-PD controller can effectively dampen fluctuations in 

frequency and the flow power in the tie-line power. Furthermore, it obtains the lowest 

values for both overshoot, undershoot, settling time, and ITSE compared to the PID-TID 

and ID-T controllers and it has the best convergence characteristics. Additionally, this can 

be concluded that the ID-T controller is the least effective at controlling RESs variations 

with the series load disturbances. 

 

Figure 14. Dynamic power system response under scenario I, Section C: (a) RLD, (b) ∆F1, (c) ∆F2,
and (d) ∆Ptie.

5.2.2. Scenario II: Performance Evaluation Based on RESs Penetration

This scenario clarifies the dynamic response of the power system studied shown in
Figure 2, considering RESs disturbances depicted in Figures 4 and 6, respectively, using
several control strategies (i.e., PIDD2-PD, PID-TID, and ID-T controllers based on the WHO).
Figure 15 shows the convergence characteristics of the three controllers. The evaluation
by applying a series load of disturbances is shown in Figure 16a to the first area, the PV
solar unit with 50 MW is linked to the first area at 250 s, and the wind farm unit with 70
MW rated power is linked to the second area at 100 s, with the note wind farm and the PV
solar unit are illustrated in Figures 3 and 5, respectively. Furthermore, Table 10 shows the
PIDD2-PD, PID-TID, and ID-T parameters. The maximum number of iterations and the
number of the population are specified to be 50 and 30, respectively. Figure 16 illustrates the
dynamic power system response and the frequency deviation of the power system network
(∆F1, ∆F2), the tie-line power deviation because of the series load disturbances and the RESs
penetration in this scenario. The severe fluctuations in frequency and flow power in the
tie-line power occur throughout the period the RESs are connected, as shown in Figure 16.
Table 11 summarizes the dynamic performance of the power system. The proposed PIDD2-
PD controller can effectively dampen fluctuations in frequency and the flow power in the
tie-line power. Furthermore, it obtains the lowest values for both overshoot, undershoot,
settling time, and ITSE compared to the PID-TID and ID-T controllers and it has the best
convergence characteristics. Additionally, this can be concluded that the ID-T controller is
the least effective at controlling RESs variations with the series load disturbances.
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Table 10. The Optimum settings of the controllers in Scenario II.

AREA 1

Algorithm PD1 PIDD2
1

kp1 kd1 nf1 KP1 KI1 KD1 KDD1 Nd1 Ndd1

PIDD2-PD (WHO)
(suggested)

48.2812 6.328 343.1941 40.63 2.5682 2.1527 0.0084 140.5213 421.9369

AREA 2

Algorithm PD2 PIDD2
2

kp2 kd2 nf2 KP2 KI2 KD2 KDD2 Nd2 Ndd2

PIDD2-PD (WHO)
(suggested)

49.9496 2.0937 301.5396 44.5887 9.9736 9.8294 0 420.2037 118.7231

AREA 1

Algorithm PID TID

kp1 ki1 kd1 nf1 KT1 n1 KI1 KD1

PID-TID (WHO) 23.4461 0 26.4650 300 45.3144 2.5099 14.3536 0.9136

AREA 2

Algorithm PID TID

kp2 ki2 kd2 nf2 KT2 n2 KI2 KD2

PID-TID (WHO) 33.2919 0.0947 3.9765 483.1653 40.6655 6.9517 0 2.4108

AREA 1

Algorithm T ID

KT1 n1 KI1 KD1 NC1

ID-T (WHO) −39.9993 1.8675 39.9995 40 500

AREA 2

Algorithm T ID

KT2 n2 KI2 KD2 NC2

ID-T (WHO) −25.3571 9.9994 39.9404 28.3108 495.5133
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Table 11. Dynamic system response under effect Scenario II.

Controller
∆F1 (Hz) ∆F2 (Hz) ∆Ptie (p.u)

ITSE
Max.
OS

Max.
US

Max.
OS

Max.
US

Max.
OS

Max.
US

PIDD2-PD (WHO)
(suggested)

0.0157 0.0157 0.0178 0.0024 0.00064 0.0015 0.01959

PID-TID (WHO) 0.0191 0.0192 0.0218 0.0105 0.00090 0.00217 0.04153
ID-T (WHO) 0.0205 0.0200 0.0249 0.0077 0.00152 0.00349 0.08325

5.2.3. Scenario III: Evaluation of Performance Using RESs Disturbances and
Communication Time Delay (CTD) on the Signal Output of the Controller

This scenario comprises an endurance test in which RESs are penetrated in two areas
of the analyzed power system. The PV solar system is linked at 80 s, while the wind farm is
linked at 220, and applying step load fluctuation to areas 1 and 2 with values of 0.01 p.u
at 10 s and 0.05 p.u at 150 s, respectively. Using CTD on the output controllers with the
duration set to 0.1 s, Table 12 summarizes the parameters of the three controllers (PIDD2-PD,
PID-TID, and ID-T) optimized by the WHO algorithm, and Table 13 depicts the dynamic
performance of the system in this scenario. Figure 17 clarifies the convergence curve of the
controllers. Figure 18 depicts the frequency fluctuation of both areas of the power system
network studied and flow power in the tie-line power. Due to RESs sources disturbances
and applying a communication time delay, the system’s response has severely oscillated.
The suggested PIDD2-PD controller, on the other hand, can achieve adequate stability of
the system power network and significantly reduce the impact of system fluctuation, and
obtained the lowest overshoot, undershoot, settling time, and ITSE values than the PID-TID
and ID-T controllers shown in Table 13 and Figure 18.

Table 12. The optimum settings of the controllers in Scenario III.

AREA 1

Algorithm PD1 PIDD2
1

kp1 kd1 nf1 KP1 KI1 KD1 KDD1 Nd1 Ndd1

PIDD2-PD (WHO)
(suggested)

2.7227 0.3027 195.6591 19.6364 6.3706 7.6158 0.0541 190.8568 130.8450

AREA 2

Algorithm PD2 PIDD2
2

kp2 kd2 nf2 KP2 KI2 KD2 KDD2 Nd2 Ndd2

PIDD2-PD (WHO)
(suggested)

7.4519 1.5539 148.7560 6.4190 12.1799 1.8329 0.0269 141.0946 100.4050

AREA 1

Algorithm PID TID

kp1 ki1 kd1 nf1 KT1 n1 KI1 KD1

PID-TID (WHO) 1.9950 0.0027 4.3505 375.0716 16.9318 1.738 3.4679 1.4928

AREA 2

Algorithm PID TID

kp2 ki2 kd2 nf2 KT2 n2 KI2 KD2

PID-TID (WHO) 7.3223 0.0140 3.2081 312.8155 7.5334 5.1325 3.9343 1.1741
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Table 12. Cont.

AREA 1

Algorithm T ID

KT1 n1 KI1 KD1 NC1

ID-T (WHO) −5.4107 9.5456 5.0845 6.6880 389.4373

AREA 2

Algorithm T ID

KT2 n2 KI2 KD2 NC2

ID-T (WHO) −17.4930 1.4958 4.5823 13.7478 480.3091

Table 13. Dynamic system response under effect Scenario III.

Controller
∆F1 (Hz) ∆F2 (Hz) ∆Ptie (p.u)

ITSE
Max.
OS

Max.
US

Max.
OS

Max.
US

Max.
OS

Max.
US

PIDD2-PD (WHO)
(suggested)

0.0148 0.0116 0.030 0.048 0.00308 0.00176 0.1488

PID-TID (WHO) 0.0222 0.0246 0.044 0.078 0.0075 0.0035 0.5603
ID-T (WHO) 0.0323 0.0307 0.052 0.080 0.0088 0.0055 0.9892
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5.2.4. Scenario IV: Performance Evaluation for RESs and Changes in System Parameters

This scenario comprises the PIDD2-PD performance being investigated when system
parameters, such as Tsg, Tt, Tgh, Xg, and Yg, are changed by 50%. Step load penetration
occurred in the first area at 10 s and the second area at 150 s, with values of 0.01 p.u and
0.03 p.u, respectively. The PV solar system and wind turbine are linked at 80 s and 220
s, respectively. Table 10 shows the settings of the suggested PIDD2-PD controller that
are employed in this scenario. Table 14 shows the dynamic performance of the power
system. Figures 19 and 20 clarify the frequency fluctuation of both areas of the power
system network studied and flow power in the tie-line power when changing system
settings by 50%. It can be concluded that changes of 50% in system settings, as well as step
load penetration, applied to both areas, have a negligible effect on the functioning of the
PIDD2-PD controller.

Table 14. Dynamic system response under effect Scenario IV.

Controller
∆F1 (Hz) ∆F2 (Hz) ∆Ptie (p.u)

ITSE
Max.
OS

Max.
US

Max.
OS

Max.
US

Max.
OS

Max.
US

PIDD2-PD (suggested) 0.0068 0.0033 0.0177 0.0158 0.00070 0.00078 0.0167
PIDD2-PD (suggested)

with +50%
0.0068 0.0033 0.0178 0.0159 0.00072 0.00081 0.0172

PIDD2-PD (suggested)
with −50%

0.0068 0.0033 0.0176 0.0157 0.00065 0.00074 0.01583
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6. Conclusions

In this paper, a new controller structure known as a combined PIDD2-PD controller is
developed for improving the frequency stability in the power system network understudied.
In a two-area hybrid power system, each area consists of multiple conventional power
stations and renewable energy sources. The suggested controller is implemented with
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WOA, ChOA, and WHO algorithms. The WHO algorithm provides better performance,
with a fast response. The effectiveness of the PIDD2-PD based on the WHO controller was
compared to the PID-TID and ID-T controllers based on the WHO and ID-T controllers
optimized for the AOA algorithm. A variety of different scenarios have been proposed to
study the effectiveness of performance for the combined PIDD2-PD controller in addressing
the issue of the two areas—load frequency control—by using different load patterns, RES
disturbances, communication time delay, and system settings variations. From the above,
it can be concluded the suggested controller achieves outstanding results in resolving
all obstacles, increasing system stability, and enhancing the frequency dynamic response
of the power system network. The PIDD2-PD controller has supremacy over the other
controllers’ performance. The suggested PIDD2-PD controller structure has been shown to
be an excellent solution to the LFC issue.
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Nomenclature

AOA Archimedes Optimization Algorithm
AT The rotor swept area (m2)
B1, B2 Frequency bias coefficients
ChOA Chimp Optimization Algorithm
CP The power coefficient of the rotor blades
CTD Communication time delay
FF Fitness function
FO Fractional order
FOC FO calculus
FOPID Fractional order proportional derivative
GDB Governor dead band
GRC Generation rate constraint, % (p.u)
H Total number of groups
ID-T Integral derivative—tilted
I-PD Integral-proportional derivative
it Iteration
I-TD Integral-tilted derivative
ITSE Integral time squared error
kd Derivative gain of PD
KD, KDD Derivative gains of PIDD2

KI Integral gain of PIDD2

KP Proportional gain of PIDD2

kp The proportional gain of PD
LFC Load frequency control
maxit Maximum number of iterations
Max.OS Maximum overshoot
MSLD Multi-step load disturbances
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Max.US Maximum undershoot
Nd, Ndd Filters’ coefficients of the PIDD2

nf Filters’ coefficients of the PD
PD Proportional derivative
PID Proportional integral derivative
PIDD2 Proportional integral derivative—second derivative
PV Photovoltaics
Q Population size
RESs Renewable energy sources
RLD Random load disturbances
rT The rotor radius
SLD Step load disturbances
SR Number of stallions in the population
Set-Time Settling time
TDC Transient droop compensation
TID Tilted integral derivative
Ts Simulation time
VW The rated wind speed (m/s)
WHO Wild Horse Optimization
WOA Whale Optimization Algorithm
Z Randomly selected adaptive mechanism
β The pitch angle
∆F1 The frequency deviation in Area 1 (Hz)
∆F2 The frequency deviation in Area 2 (Hz)
∆Ptie The tie-line power deviation (p.u)
λ The tip-speed ratio (TSR)
λI The intermittent TSR
ρ Air density (Kg/m3)
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