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Abstract: The Hetao Plain and Xing’an League are the major cultivated areas and main grain-
producing areas in Inner Mongolia, and their crop planting structure significantly affects the grain
output and economic development in Northern China. Timely and accurate identification, extraction,
and analysis of typical crops in Xing’an League and Hetao Plain can provide scientific guidance and
decision support for crop planting structure research and food security in ecological barrier areas
in Northern China. The pixel samples and the neighborhood information were fused to generate a
spectral spatial dataset based on single-phase Sentinel-2 images. Skcnn_Tabnet, a typical crop remote
sensing classification model, was built at the pixel scale by adding the channel attention mechanism,
and the corn, sunflower, and rice in the Hetao Plain were quickly identified and studied. The results
of this study suggest that the model exhibits high crop recognition ability, and the overall accuracy
of the three crops is 0.9270, which is 0.1121, 0.1004, and 0.0874 higher than the Deeplabv3+, UNet,
and RF methods, respectively. This study confirms the feasibility of the deep learning model in the
application research of large-scale crop classification and mapping and provides a technical reference
for achieving the automatic national crop census.

Keywords: crop identification; multispectral remote sensing; Sentinel-2; deep learning; attention
mechanism

1. Introduction

Food security lays a solid basis for national security. As the COVID-19 pandemic
rages through the whole world, the international situation is severe and complex, and food
security is at stake. During China’s “two sessions” in 2022, General Secretary Xi Jinping
once again mentioned that “food security is the bottom-line task of comprehensively
boosting rural revitalization, and it is imperative to keep the red line of 1.8 billion mu
of arable land”. As a vital granary in Northern China, Inner Mongolia has an area of
6.713 million hectares of arable land [1], and the per capita arable land area is 0.24 hectares,
ranking first in China [2]. Accordingly, research on the extraction and monitoring methods
of grain crops in Inner Mongolia, accurate and timely crop type mapping plays a vital role
in crop yield estimation, soil management, and food supply. Furthermore, it is of critical
significance to ensure national food security and prevent the tendency of “non-grain” [3].

In the past few decades, remote sensing has gradually become an effective tool for
crop identification due to its wide range and strong timeliness. With the enhancement
of earth observation ability, much research on crop remote sensing identification have
been spawned. Ibrahim et al. [4] used phenological and spectroscopic temporal metrics
obtained from Sentinel-2 images for crop type mapping and cropping system mapping
with an overall accuracy of 84%. You et al. [5] based on the long sequence Sentinel-2
image of the GEE platform and the Random Forest (RF) algorithm, produced three typical
crops in Northeast China for years of classification products. In brief, the existing research
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methods for crop classification and extraction primarily comprise a hierarchical decision
tree based on spectral features [6-8], threshold segmentation method based on time series
normalized difference vegetation index (NDVI) [9-11], as well as feature index-based RF
method [12-15], etc. The existing research scope is small and concentrated [16,17], and
the data source requires multi-temporal images of the entire crop growth period [18,19].
However, continuous multi-temporal images during the crop growth cycle are often missing
due to factors (e.g., cloud cover and rainy weather). In addition, data processing operations
(e.g., registration and fusion of multi-source and multi-temporal image data) have certain
technical thresholds, thus significantly affecting the accuracy of crop classification.

With the rapid development of remote sensing technology and the continuous expan-
sion of application fields, users have increasing requirements for the efficiency and accuracy
of crop mapping. Conventional crop identification methods are difficult to solve the data
redundancy problem caused by remote sensing of big data. Deep learning has provided a
novel idea for crop remote sensing identification for its powerful image feature extraction
ability. To be specific, semantic segmentation technology [20] is capable of analyzing the
deep semantic information of images and conducting pixel-level supervised classifica-
tion [21] quickly, which has been favored by many scholars. For instance, Du et al. [22]
extracted rice from Arkansas using a semantic segmentation model U-net based on time-
series Landsat imagery and the Cropland Data Layer (CDL). Rice could be identified in
the heading stage with an overall accuracy of 0.86. Der et al. [23] used drones to obtain
high spatial resolution drone images in experimental farms. As well, the SegNet seman-
tic segmentation network was used for crop extraction through the texture gap between
different crops. The study achieved an overall classification accuracy of 89.44%. Wang
et al. [24] adopted the optimized DeepLabV3+ network to efficiently identify glaciers, lakes,
grasslands, and bare land on Sentinel-2 remote sensing images at the source of the Yangtze
River, with mAP of 0.639, mloU of 0.778, and Kappa of 0.825. Since semantic segmentation
requires pixel-level sample labels, the production cost is high and the efficiency is difficult
to meet the requirements. Thus, reducing the complexity of sample production and using
more advanced deep learning methods to achieve rapid and accurate crop extraction is also
an urgent problem to be studied.

As an essential ecological barrier in Northern China, Inner Mongolia is vast and
sparsely populated. The cultivated land is concentrated in the Hetao Plain in the middle
and the Xing’an League in the east, among which sunflower, maize, and rice account for the
largest proportions, meeting the needs of crop monitoring based on remote sensing big data.
Accordingly, the Hetao Plain and the southwestern part of the Xing’an League were selected
as the study area in this study, and single-phase Sentinel-2 images and a small number
of samples were employed for automatic identification and analysis of sunflower, maize,
and rice based on the optimized Tabnet model. The aim is at solving the difficult problem
of capturing optical images in the crop growth cycle, maximizing the timeliness of crop
mapping, verifying the applicability of deep learning models in large-scale crop remote
sensing identification applications, and providing technical references for the automation
of national crop censuses.

2. Materials and Methods
2.1. Study Area

Xing’an League (Figure 1) is located in the transition zone between the Greater Xing’an
Mountains and Songnen Plain in the Northeastern part of Inner Mongolia (42°25'-47°65' N,
119°47'-123°62' E), with 909,490 hectares of arable land, taking up 13% of the total arable
land in the autonomous region [1]. The region exhibits a complex topography, with
dense hills in the northwest, flat and thick soil in the southern plain, and sufficient water
resources, thus providing convenience for water diversion and irrigation and agricultural
machinery operations [25]. The area abounds with rice, maize, and sunflower, and is a vital
agricultural production base in Inner Mongolia. Rice is sown in mid-April and harvested
at the end of September. Sunflowers are sown in late May, bloom in early July, and harvest
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in mid-September. Corn is sown in mid-May and matures in mid-to-late September. Two
counties in the southwest of Xing’an League (Horqin Right Wing Middle Banner and
Tuquan County) were selected as the typical experimental areas to build a crop remote
sensing classification model.
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Figure 1. Study area overview map. The location of Inner Mongolia Autonomous Region of China,
the study area in Inner Mongolia with two agroecological zones (Xing’an League (a) and Hetao
Plain (b)).

The Hetao Plain, a typical cultivated area in central Inner Mongolia, was selected for
model application to verify the applicability of the model. The Hetao Plain is located in the
south of Bayannaoer City, Inner Mongolia Autonomous Region of China (40°1'-40°4’ N,
106°1'-109°4" E), which belongs to a typical continental monsoon climate, with hot and
dry summers and cold winters, the annual rainfall is less than 250 mm, while the potential
evaporation is 2011 to 2300 mm per year [26]. Although the region has an arid climate, the
Yellow River that flows through the region provides valuable water resources for agricul-
tural development. The total arable land area of the region is nearly 733,000 hectares [25],
mainly planted with sunflower, maize, and rice. Sunflower and maize have the same
phenological period, and they are both sown in May and harvested in September-October.
In general, rice is one-season rice, sown in mid-May, and harvested at the end of September.

2.2. Data and Samples
2.2.1. Remote Sensing Data and Processing

This study was primarily based on Sentinel-2 L1C images for crop classification,
and the data originated from the European Space Agency (ESA) Copernicus Data Center
(https:/ /scihub.copernicus.eu/, accessed on 20 April 2022).

Sentinel-2 comprises two satellites equipped with a Multispectral Imager (MSI) with a
revisit period of 5 days and 13 bands (Table 1), including four 10 m resolution bands, six
20 m resolution bands, as well as three 60 m resolution bands. The Sen2Cor (http://step.
esa.int/main/third-party-plugins-2/sen2cor/, accessed on 25 April 2022) plugin released
by ESA was adopted to analyze the Sentinel-2 L1C raw images for radiometric calibration
and atmospheric correction processing since the L1C-level data are not atmospherically
corrected. Furthermore, the low-resolution band was resampled to 10 m resolution to
acquire the image data for deep learning classification.
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Table 1. Detailed information of 13 spectral bands of Sentinel-2.

B Central Wavelength Band Width Spatial

ands Name .
(nm) (nm) Resolution (m)

1 Coastal aerosol 442.7 21 60
2 Blue 4924 66 10
3 Green 559.8 36 10
4 Red 664.6 31 10
5 Vegetation red edge 704.1 15 20
6 Vegetation red edge 740.5 15 20
7 Vegetation red edge 782.8 20 20
8 NIR ! 832.8 106 10
8A Narrow NIR 864.7 21 20
9 Water vapor 945.1 20 60
10 SWIR 2 Cirrus 1373.5 31 60
11 SWIR 1613.7 91 20
12 SWIR 2202.4 175 20

1 Near-infrared band. 2 Shortwave-infrared band.

2.2.2. Samples

Real and reliable samples lay a basis for ensuring the accuracy of deep learning
model training and classification results. From July 20 to August 30, 2019, a crop planting
structure survey was carried out in the Xing’an League research area. A total of 60 corn
sampling points, 25 rice sampling points, and 41 sunflower sampling points were acquired
using the handheld Global Positioning System (GPS) (GARMIN ETREX 32 X). To avoid the
appearance of mixed pixels, the area of the sampling points was greater than 100 m x 100 m.
The spatial distribution of sampling points (Figure 3) suggests that sunflowers are largely
distributed in the northeastern part of the study area, summer maize is mainly distributed
in the southern part of the study area, and rice is distributed in the east along the river.

The optimal classification window was determined from 20 July to 25 August, 2019
in accordance with the phenological characteristics and NDVI index of local sunflower,
corn, and rice. Sentinel-2 L1C images with a cloud cover of less than 5% in the study area
were selected and downloaded, including five scenes in the Xing’an League study area
(T51TVL, T51TVK, T51TUL, T51TUK, T51TUM) and four scenes in the Hetao Plain study
area (T48TXK, T48TXL, T49TBE, T49TCF). In view of the problems of uneven distribution
and offset of samples collected in the field, the data collected in the field were superim-
posed and displayed with Sentinel-2 images of the same period in this study. False color
synthesis (band8, band11, and band4) of specific band combinations is used to enhance the
discrimination between different target features, so as to carry out sample correction. In
order to show clearer details, we use small tiles of 256 x 256 pixels for visual analysis of
the image. Figure 2 presents the texture and color characteristics of sunflower, maize, and
rice on false color images in the Xing’an League study area.

(a) Sunflower (b)Maize (c) Rice

Figure 2. Crop characteristics on false color synthesis Sentinel-2 images (band8, band11, and band4,
the stretch type is standard deviations). We use small tiles of 256 x 256 pixels, and the size of the
yellow box is 64 x 64.
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The detection and classification performance of a deep learning model is largely
dependent on the type and quantity of training samples. The richer the types and number
of samples, the better the performance of the model and the better the generalization
performance will be [27]. In this study, the regions with the same features were visually
interpreted, and the Region of Interest (ROI) was delineated to expand the samples based
on the texture, color, and other features of existing samples on false color Sentinel-2 images.
At the same time, the detailed information on the GF-1 images was used as auxiliary data,
so that the boundary of the ROI falls within a pure crop field. To avoid the interference of
the surrounding complex environment on the crop recognition effect, negative samples (e.g.,
water bodies and other crops) were added (Figure 3). In addition, manual plotting does
not require pixel-level sample labeling, but only the interior of typical crop planting areas,
and necessary negative samples are labeled with vector polygons. The expanded sample
distribution was more uniform, which is beneficial to increase the stability of the model.
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Figure 3. Sample spatial distribution. Original Sample represents samples collected in the field.
Supplementary Sample represents hand-plotted samples based on visual interpretation of cro features.

The number of ROIs and pixel points of a wide variety of samples is listed in Table 2.

Table 2. The number of selected regions of interest (ROI) and number of pixels.

Type Number of ROIs Number of Pixels
Maize 471 209,720
Sunflower 326 153,489
Rice 207 130,193
Waters 29 56,079
Other Crops 20 47,701

2.2.3. Auxiliary Data

This study selects Google Earth images (spatial resolution of 1 m) as the direct verifica-
tion data for the crop identification results in this study. Moreover, the 2019 Inner Mongolia
Autonomous Region Statistical Yearbook (http://tjnmg.gov.cn, accessed on 20 April 2022)
was collected, which included data on the sown area and crop yield of a wide variety of
crops at the county scale, which was used to indirectly verify the reliability of this study.


http://tj.nmg.gov.cn
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2.3. Methods and Models

The main ideas of this research mainly include the following three aspects: (1) The
dataset was constructed, including sample data extraction, cleaning, and equalization, and
the integration of neighborhood information into the sample; (2) Based on the divided
dataset, a classification model was built for three crops of maize, sunflower, and rice; (3) The
applicability of the crop extraction model was verified, the model was transferred to the
Hetao Plain to identify crops in the same period, the crop distribution map of the Hetao
Plain of 2019 was generated pixel by pixel, and Google Earth high-resolution images and
statistical yearbook data were adopted to verify crop identification precision.

2.3.1. Sample Data Cleaning and Division

To reduce the labeling cost, the sketched samples are polygon vectors, inconsistent
with the pixel-level samples required by the model. Thus, in this study, the ROI and the
image corresponded one by one through the sample vector polygon and the geographic
coordinates of the image. The ray method [28] was adopted to judge whether the pixel
is in the vector polygon; if so, the value of each band of the pixel and the corresponding
sample label value were recorded. Since there may be mixed pixels in remote sensing
images, quartile box plots (Figure 4) were drawn in this study for three crops (maize, rice,
sunflower) and water bodies to ensure the purity of the samples.
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Figure 4. Spectral features of sunflower (a), rice (b), maize (c), and water (d). The x-axis represents
bands. The y-axis represents the reflectance of each band.

To increase the separability among crops, the reasonable range of spectral values of

the respective band of crop samples was obtained, and abnormal samples (As long as one
of the IQR values of all bands is out of range, it will be discarded.) beyond this range were
deleted to reduce the classification complexity of the feature space. The specific operations
are elucidated as follows.
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The quartiles of each band of all samples were calculated, including the upper quantile
Q1, the median Q,, and the lower quantile Q3. The center points were sorted by the
numerical magnitude of each band to obtain the positions of the quartiles:

Q= 2
Q=11 (1)
Q3 = 3(n:1)

where 1 denotes the number of samples. The next step calculates the interquartile range:

IQR=Q3 - @

Subsequently, the reasonable range of each band of the sample is written as:

[Q1 — 1.5IQR ~ Q3 + 1.5IQR] 3)

For model training, sample imbalance will negatively affect the training effect. To
obtain the optimal model for crop identification, this study counts the number of samples
to obtain the proportion of different crop samples. Proportional replication was performed
for samples with a small proportion, and the samples were balanced before training.

To monitor the training situation of the model and verify the accuracy of the model,
the sample dataset was randomly divided into a training set and a verification set according
to 7:3. The training set was used to train the network, and the validation set was adopted
to monitor training and evaluate model performance.

2.3.2. Sample Neighborhood Information Acquisition

Xing’an League is located in the transition zone between the Greater Xing’an Moun-
tains and the Songnen Plain. The cultivated land is fragmented and the fields are scattered.
Crop identification faces many interference factors. The existing crop remote sensing
recognition algorithms often only employ the grayscale information of pixels without
considering the spatial information. Often due to the effect of factors such as noise, partial
volume effects, and artifacts, the classification results are inaccurate, and the “salt and
pepper phenomenon” occurs.

Existing research suggested that the high correlation between pixels and their neigh-
bors is an essential feature of images [29]. If the neighboring pixels around a pixel are
assumed to belong to the same class, the pixel also belongs to this class. Integrating neigh-
borhood information in the classification process can increase the separability between
crops for areas with complex crop types and large differences in coverage. Accordingly, in
this study, the spectral value and positional relationship of each pixel in the sample vector
polygon and its k x k neighborhood of k? pixels in total were saved as text in the order
from top to bottom and from left to right. A sample dataset rich in grayscale and spatial
information was generated, the anti-noise ability of image segmentation was enhanced,
and the effect of crop recognition was effectively improved.

2.3.3. Crop Classification Model Construction

To solve the problem of low accuracy and poor timeliness in large-area crop recogni-
tion, this study proposes a crop recognition strategy Skcnn_Tabnet, which uses the tabular
network Tabnet as a classifier. By adding the channel attention module to the Tabnet net-
work in the feature extraction stage, the network can pay attention to the spectral features
of crops, while placing more stress on the structure and texture of crops. With the use of
the soft feature selection mechanism of the Tabnet network, the crop extraction model has
a stronger generalization ability and a more reasonable classification effect at the feature
classification stage. Moreover, the Convolutional Neural Network (CNN) was used to
extract features of different scales, and they were fused with the features extracted by the
Tabnet network. The universality of the network was enhanced on remote sensing images
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of different scales. Compared with conventional machine learning, the complex feature
selection module was omitted, resulting in end-to-end training.

Tabnet was originally used to classify tabular data [30]. Based on the performance
of decision trees, the network constructed a process with a hyperplane decision manifold
similar to decision trees by determining the feature contribution coefficients in the decision-
making process. Compared with conventional methods based on Deep Neural Networks
(DNN), Tabnet has powerful soft feature selection capabilities in addition to controlling
sparsity through sequential attention. For instance, in hyperspectral remote sensing crop
classification, Tabnet considers multiple spectral features instead of only focusing on
several important red-edge band features. Tabnet’s soft feature selection mechanism can
avoid complex problems (e.g., “same substance, different spectrum, same spectrum foreign
matter”) to a certain extent. The basic encoder structure of Tabnet is presented in Figure 5:
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Figure 5. Structure of the Tabnet encoder.BN stands for batch normalization. FC stands for
fully connected.

The improvement in this study is mainly to add channel attention to the Attentive
transformer module (Figure 6). After the EntMax module, a channel attention module
composed of a Maximum Pooling layer (MaxPool), a convolutional layer (Conv2d), and a
Fully Connected layer (FC) was added respectively. Where the first convolution is used for
channel compression, and the second convolution expanded the channel to input channel C.
The sigmoid function was used to map the weights of the C channels between 0 and 1.
The channel attention feature map was obtained after multiplying the input feature map
with the weights. Lastly, the FC layer generates channel attention feature maps, which
were used as input to prior scales to update the abstract features generated by the FC and
BN layers within the Attentive transformer. The addition of channel attention reduces
the limitations of local perception of convolutional neural networks to a certain extent.
Extending single channel to multi-channel optimizes feature extraction and facilitates the
improvement of model efficiency and accuracy, which is suitable for hyperspectral remote
sensing crop extraction with complex spectral features.
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2.3.4. Accuracy Evaluation

A total of 30% of the sample data were adopted to examine the classification accuracy
of crop types. Four precision evaluation indicators could be obtained: F1 score, overall
classification accuracy (OA), precision rate (Precision), and recall rate (Recall). They were
adopted to evaluate the precision and compare the classification performance between
different models. The specific calculation method is expressed in Equation (4):

i1 Piji
0A = ==L Pii @)
Y1 Xit1 Pij

where p; ; represents the pixel that is classified into the i-th crop and belongs to the i-th crop;
pi; denotes the pixel that belongs to the i-th crop and is classified into the j-th crop. OA more
effectively represents the overall classification accuracy. By comparing with the sample
labels, the total number of correct extractions of crop classification pixels-true positive (TP),
total wrong extraction-false positive (FP) and total missing points-false negative (FN), Thus,
the precision and recall rates of a wide variety of crops are calculated as:

.. TP
Precision = TP L EP 5)
TP
Recall = ———
O = TPYFEN ©)

The F; score is an indicator adopted in statistics to measure the accuracy of the
classification model. This indicator considers the precision and recall of the classification
model simultaneously. It is a harmonious evaluation of the precision and recall. The F;
score is expressed as follows:

Precision x Recall
Precision + Recall

Pliiz* (n
3. Experiments and Results
3.1. Neighborhood Size Determination

The neighborhood information of an image has been found as a vital feature for crop
recognition. Moreover, the choice of neighborhood size takes on a critical significance
to the recognition effect. Excessive neighborhood information will reduce the effect of
the central pixel, which may negatively affect the extraction of small fields and boundary
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points. If the neighborhood information is too small, it cannot be ensured that sufficient
features are extracted. During the model building process, the neighborhood information
of 3 x 3 pixels, 5 x 5 pixels and 7 x 7 pixels was adopted for the test based on the MLP
network, and the model accuracy and the test effect were compared to select the most
suitable neighborhood size. Lastly, the optimal neighborhood size was determined as
5 x 5 pixels (Figure 7).

(a) image (b)region=0 (c) region=3 (d) region=5 (e) region=7

or : i5
[] Sunflower B Maize 0 0.5km

Figure 7. The segmentation effect of different neighborhood sizes based on the MLP network. The
region refers to the neighborhood size. The image is 512 x 512 pixels, and is composited with false
color of band8, band11, and band4.

The test results showed a considerable number of broken spots before the neighbor-
hood information was added. When the neighborhood size was set to 3 x 3 pixels, the salt
and pepper phenomenon was improved, whereas the boundary was still not significant.
When the neighborhood size was set to 7 x 7 pixels, numerous sunflowers were mistakenly
detected as maize, and the field boundary also showed a corrosion phenomenon. Only
when the neighborhood size was 5 x 5 pixels, the sunflowers and maize were accurately
distinguished, and the boundary information was effectively extracted.

3.2. Experiments

Three classification algorithms, including the common crop identification algorithm,
RF, and two mainstream deep learning segmentation algorithms (UNet and Deeplabv3+),
were selected in this study based on the same Sentinel-2 image data in the Xing’an League
area to more comprehensively evaluate the performance of Skenn_Tabnet. Model training
was conducted, and the corresponding crop extraction results were predicted. RF is a
classification method based on multi-decision tree voting proposed by Breiman [31]. Chen
et al. [32] proposed the Deeplabv3+ method, which is a hybrid architecture based on
a backbone network and codec, preserving the resolution of feature maps using atrous
convolution and extracting features at different scales based on ASPP (atrous spatial
pyramid pooling) module. The UNet method was proposed by Ronneberger et al. [33].
UNet is capable of retaining the features of the respective level in the encoder, up-sampling
the feature map of the same size as the original image level by level in the decoder, and
fusing it with the low-level features of the corresponding level in the encoder.

The software and hardware environment, parameter configuration, loss function, and
optimization mechanism of the four network models in this study are consistent. The
setting of the respective optimal parameter underwent several parameter adjustments and
trials and had errors to ensure the reliability of the experiment. Lastly, the learning rates
of the three deep learning models were determined based on the WarmUp strategy and
the adaptive learning rate strategy. The initial learning rate was le-4 at the WarmUp stage,
which was increased to le-3 after 10 epochs. At the adaptation stage, when the accuracy
of the validation set no longer was increased for 10 consecutive epochs, the learning rate
was multiplied by a factor of 0.3. The maximum training epoch was 300 epochs. The
loss function was the sum of cross entropy and Lovasz Loss, and the optimizer employed
Adam. The key parameter number of estimators for RF was set to 300 with a max depth
of 25. To make the accuracy more objective, we randomly trained each model ten times.
We computed the average accuracy of each model as the metric of the final accuracy
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comparison. We also presented the performance variation range (Absolute deviation)
with =+.

The best overall accuracy and single-class accuracy of the extraction results corre-
sponding to the four network models were calculated based on pixels in accordance with
the accuracy evaluation method proposed in Section 2.3.4 (Table 3).

Table 3. Accuracy comparison of classification results of four different methods.

Method Accuracy Maize Sunflower Rice Waters Others Average
Category
10U 0.7258 (£0.028)  0.6092 (£0.037)  0.7254 (+£0.030)  0.9141 (£0.021)  0.4172 (+0.044) 0.6783
Deeplabv3+ F1 score 0.8462 (£0.039) 07541 (£0.026)  0.8368 (£0.029)  0.9543 (£0.035)  0.5834 (£0.026) 0.7949
Overall 0.8149 (£0.031)
accuracy
10U 0.7650 (+0.043)  0.6476 (£0.046)  0.7461 (£0.027)  0.9226 (+£0.033)  0.4477 (+0.038) 0.7058
UNet F1 score 0.8663 (£ 0.029)  0.7827 (£ 0.032)  0.8534 (£ 0.050)  0.9586 (£ 0.027)  0.6176 (+0.033) 0.8157
Overall 0.8266 (& 0.038)
accuracy
RE F1 score 0.7684 (£0.051)  0.6798 (£0.060)  0.7503 (£0.026)  0.9244 (£0.031)  0.6706 (+0.042) 0.7587
Overall 0.8396 (40.043)
accuracy
10U 0.9063 (+0.026)  0.8432 (£0.027)  0.8738 (+£0.037)  0.9822(+0.036)  0.6951 (£0.029) 0.8601
Skenn_Tabnet  Fl score 0.9428 (£0.034)  0.9103 (£0.029)  0.9289 (£0.026)  0.9878 (£0.031)  0.7562 (£0.028) 0.9052
Overall 0.9270 (40.026)
accuracy

Deeplabv3+ optimizes the segmentation effect of objects of different scales by introduc-
ing ASPP convolution. However, the overall accuracy is low due to the low classification
accuracy of sunflower and other categories. UNet retains more detailed information by
fusing context information. Both the single-class accuracy and the overall accuracy of crop
recognition have been increased to a certain extent. The accuracy scores of the classification
results of Skenn_Tabnet suggest that the soft feature selection mechanism and channel at-
tention of the Skenn_Tabnet network can significantly increase the accuracy of crop remote
sensing classification results. The overall accuracy of these classification results reaches
0.9270, which is 0.1121, 0.1004, and 0.0874 higher than Deeplabv3+, UNet, and RF methods,
respectively. For the single class, the average IoU and F1 Scores of Skenn_Tabnet for five
types of ground objects are 0.1818 and 0.1103 higher than Deeplabv3+, and 0.1543 and
0.0895 higher than UNet. The above analyses reveal that the Skenn_Tabnet network is
highly promising in the field of crop remote sensing classification.

Four sets of local images in Xing’an League are selected in this study from the perspec-
tives of multi-type mixed distribution, field size, and complex terrain to further evaluate
and analyze the detailed characteristics of crop remote sensing classification results. The
local results of the four network models in crop remote sensing classification (Figure 8)
were compared and studied based on the standard false-color sentinel-2 images and re-
ferring to auxiliary data (e.g., Google Earth images). In order to show clearer details, we
use small tiles of 512 x 512 pixels for visual analysis of the results. The first group of
constituencies has a variety of crop types (e.g., sunflower, maize, and rice), and maize is
primarily distributed in contiguous patches. The Skenn_Tabnet method outperforms the
other three methods to extract small plots of rice and sunflower mixed in the maize planting
area. Deeplabv3+ and UNet misclassify rice as sunflower, whereas Skcnn_Tabnet is capable
of accurately identifying rice. The second group of constituencies is relatively neat and
has clear boundaries, mainly rice. The other three methods exhibit different degrees of
corrosion in extracting field boundaries, and the field roads are wrongly divided into rice.
In addition, the extraction effect of the detailed features of the field boundaries is signifi-
cantly lower than that of Skenn_Tabnet. The third group of constituencies is mountainous
areas exhibiting complex topographies, of which a small amount of cultivated land and
small water bodies are distributed in the valleys. The classification results showed that
Deeplabv3+ misclassified numerous mountain shadows into sunflowers and maize, and
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the small water bodies between the valleys were not extracted. UNet and RF methods
misclassified small water bodies as rice. The fourth group of constituencies is dominated
by strip-shaped fields, in which some river water bodies and rice along the banks are also
included. Except for the Skenn_Tabnet classification results closest to the original images,
the other three methods have significant errors in extracting field and water boundaries.
The other three methods all misclassified a small number of unplanted or harvested fields
as maize, and the details (e.g., the inner ridge of the field) are not as finely indicated as the
Skcnn_Tabnet method.

Deeplabv3+ Unet RF skenn_tabnet
VT UT TR T TRRTETRNT UG R TR R TR
T R R S T M O
f I LR TN A § L SNEE “‘. X i‘.-‘{?} b
: ';‘l»}' 2. *é‘*{-‘ g 2y S ‘%.u”?! “wé bt 2 7‘“,} Yl ‘m‘* »
e ‘; v B . L \K R \ \‘
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Figure 8. Some examples of the results on the Sentinel-2 data. Comparison between our skenn_tabnet
and other methods. The image is 512 x 512 pixels, and is composited with false color of band8, band11,
and band4. (a) Multi-Type mixed distribution. (b) Neatly distributed area of fields. (c) Mountainous
areas. (d) Strip distribution area of fields.

In general, the cultivated land in the target area is complex, with sunflowers and corn
staggered, and numerous small fields exist in the form of broken spots. The other three
methods cannot effectively extract small fields. Notably, sunflowers in many corn fields
were misclassified by the UNet model. Moreover, Skenn_Tabnet is capable of extracting
small fragmented fields. The reason for this finding is the addition of channel attention
to the network, making the network more sensitive to the feature differences between
corn and sunflower. Thus, the accuracy of crop remote sensing classification results is
increased. In addition, the decoders in Deeplabv3+ and UNet networks lose boundary
detail information during the upsampling process. As a result, the extraction results were
gradually over-smoothed, and the tiny roads in some fields were corroded or misclassified
as sunflowers. Skcnn_Tabnet is capable of extracting slender roads and ridges due to the
soft feature selection mechanism and multi-scale feature extraction of the Tabnet network.
The adaptive receptive field of the model is achieved, thus effectively increasing the overall
classification accuracy.
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3.3. Accuracy Verification

Five main grain-producing areas and counties (Dengkou County, Hangjinhou Banner,
Linhe District, Wuyuan County, and Wulateqgian Banner) in the Hetao Plain were selected
for the crop extraction experiments in the same phenological period and verify the effect, so
as to verify the application ability of Skenn_Tabnet in large-scale space. The distribution and
area of sunflower, maize, and rice in the Hetao area in 2019 were examined and compared
with the spatial distribution of the crop statistical area. The extraction results are presented
in Figure 9.

:l Maize
|:| Rice
0 20 40 80 km B water

Y Y Y I || Sunflower

Figure 9. Distribution map of crop types in the Hetao Plain in 2019.

In general, sunflowers are planted in a large area, spread over the entire study area,
primarily in connected plots, and some are cross-planted with corn. The corn planting
areas are concentrated largely in the northern part of the Hetao Plain, the central part of
the Linhe District, and the coast of Wuliangsuhai Lake. The rice planting area is small and
relatively scattered in the Yellow River and its tributaries, lakes, and other water-rich basins
(e.g., Shuanghe Town in Linhe District, Dengkou County, Fuxing Town in Wuyuan County,
as well as other counties and cities). The planting areas of the three crops in the Hetao area
were obtained as 1734.76 km? for corn, 2743.38 km? for sunflower, and 118.53 km? for rice by
calculating the pixel points of each crop in ArcGIS. To further verify the extraction accuracy,
the data were found in this study (e.g., the 2019 Inner Mongolia Statistical Yearbook
and the 2019 Bayannaoer City Statistical Yearbook (http://tjj.bynr.gov.cn, accessed on
15 June 2022)), thus indirectly verifying the validity of this study. The comparison result
suggests that the regional proportions of rice and corn planting areas and statistical areas
extracted by the Skenn_Tabnet model are nearly the same. The sunflower area is 386.52 km?
more than the statistical area, and the relative error is slightly larger.

The survey suggests that Northeast China has implemented a policy of adjusting the
planting area and structure of crops over the past few years, thus encouraging different
crop rotation and interplanting patterns [34]. There are a considerable number of sunflower-
soybean intercropping and intercropping patterns in Linhe District, Wuyuan County, and
Waulateqian Banner. Considerable sunflowers may be misclassified as soybeans since the
phenological and spectral characteristics of sunflowers and soybeans in the Hetao area are
highly similar, thus reducing the accuracy of remote sensing classification.

4. Discussion

This study was based on single-phase Sentinel-2 images and a small number of
samples. The optimal crop identification model was transferred to the Hetao Plain to
identify crops in the same period. The crop distribution map of the Hetao Plain in 2019
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was generated pixel by pixel. In addition, the statistical yearbook data verification suggests
that the overall verification accuracy of the crop identification model in the Hetao area
has reached 85%. In this paper, the single-phase Sentinel-2 image was used instead of the
long-time series images, which provided a method reference for crop recognition, especially
under long-term rainy weather in Southern China. For example, the flood disaster in
Henan Province in 2020 caused a large area of crop disasters, and the compensation work of
affected farmers often needs to be combined with remote sensing data statistics. However,
the long-time rainy weather made it difficult to obtain the available long-time series remote
sensing images. In this case, the advantages of the proposed method were reflected, which
only needed remote sensing data of a single-phase to realize crop recognition. In terms of
crop growth analysis, we often judged crop growth according to changes in NDVI data.
However, it did not distinguish which crops were growing. This study can identify the
crop species and grasp the growth situation of various crops. In agricultural insurance
claims, this method can assist agricultural insurance companies to ensure the rationality
and fairness of insurance claims by providing objective and real crop growth situations
and area data.

Compared to the method that generates “training samples” based on historical in-
formation [35], our method uses the current year sample and its extended samples to
ensure that the trained crop extraction model is more accurate. Due to the differences in
inter-annual environment, inter-annual spectral curves of the same crop can be inconsistent.
Applying the sample data of the classified years to this link can avoid the influence of the dif-
ferences in the spectral curves. Compared with methods that only use spectral curves [36],
our method considers both spectral information and neighborhood information, which
can increase the discrimination of crops with similar spectral curves. We compared this
paper with the research of You’s team [5], which produced three typical crop classification
products in Northeast China based on GEE platform long-sequence Sentinel-2 images. In
this study, the same recognition effect can be achieved without long sequence images, thus
increasing crop recognition efficiency. Moreover, the effect of cloudy and rainy weather on
the research was eliminated. During the production of the Dong Crop Map, 22,171 samples
were used in Northeast China for model training and testing in 2019. Its classification
process is highly complex and comprises a feature selection process, RF classifier training
for the respective agroclimatic region, and then the identification of the farmland and the
identification of the crops within the field. Although the overall validation accuracy of this
study is slightly lower than the former (87%), 126 samples collected in the wild were only
used, and one model was only trained to achieve multi-classification, which makes the
classification process more concise, thus confirming the feasibility of the method proposed
in this study for large-scale crop identification applications. This study provides a technical
reference for achieving the automatic national crop census and the sustainable development
of cultivated land resources.

5. Conclusions

Based on single-phase Sentinel-2 images and a small number of samples, this study
applies the improved Skcnn_Tabnet network to crop classification mapping for the first
time, and compared the crop mapping results of three different network models. The
results show that: (1) The Skenn_Tabnet method after adding channel attention has the
optimal effect in the application of crop classification and extraction in the cultivated land
area of Inner Mongolia. In this study, RF, DeepLabv3+, and Unet all have F1 less than
85%, whereas Skcnn_Tabnet’s F1 score and ACC accuracy are higher than 90%. (2) Crop
recognition based on single-phase Sentinel-2 images confirmed that adding 5 x 5 pixels
neighborhood information based on the spectral information can significantly increase the
overall crop classification effect. (3) A small amount of training data was employed in this
study for large-area crop recognition, verifying the spatial scalability and robustness of
the Skenn_Tabnet model. The result suggests that the county-level spatial scale exhibits
high applicability in the Hetao area. The crop planting area obtained by the model is well
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consistent with the statistical data, which reveals that the classification method proposed
in this study can meet the requirements of refined crop extraction in large areas. The
research results achieved in this study can provide scientific, technical, and data support
for the pattern of cultivated land resources and the optimization of agricultural structure in
the floodplain.
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