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Abstract: A sufficient amount of data is crucial for high-performance and accurate trend prediction.
However, it is difficult and time-consuming to collect agricultural data over long periods of time; the
consequence of such difficulty is datasets that are characterized by missing data. In this study we
use a time-series generative adversarial network (TimeGAN) to synthesize multivariate agricultural
sensing data and train RNN (Recurrent Neural Network), LSTM (Long Short-Term Memory), and
GRU (Gated Recurrent Unit) neural network prediction models on the original and generated data
to predict future pest populations. After our experiment, the data generated using TimeGAN and
the original data have the smallest EC value in the GRU model, which is 9.86. The results show that
the generative model effectively synthesizes multivariate agricultural sensing data and can be used
to make up for the lack of actual data. The pest prediction model trained on synthetic data using
time-series data generation yields results that are similar to that of the model trained on actual data.
Accurate prediction of pest populations would represent a breakthrough in allowing for accurate and
timely pest control.

Keywords: time series; data augmentation; deep learning; pest forecasting; generative adversarial
network (GAN)

1. Introduction

The global demand for sustainable development is increasing, and agriculture is no
exception. Sustainable agriculture is a production method that emphasizes sustainable
development in economic, social, and environmental aspects [1,2]. It primarily focuses on
protecting the environment, improving the productivity of crops and animals, enhancing
farmers’ income, and improving the quality of life in local communities. In order to improve
agricultural productivity and reduce production costs, agricultural production is increasing
thanks to the Internet of Things (IoT) and big data analytics [3]. For example, IoT devices
receive sensor data [4], RGB images, or multispectrum images and then analyze these data
for pest control [5], crop yield prediction [6], precise agricultural irrigation [7], and so on.

Pest prediction is vital in agriculture. A lack of effective pest control directly affects
crop yields [8]. In general, it is difficult for farmers to gain a complete picture of crop
growth due to the large area of farmland. In recent years, weather conditions have become
more severe due to climate change, making pests more adaptable to environmental changes.
Multiple sensors placed in remote fields would enable farmers to constantly monitor the
environmental data in each area. By using environmental data and an understanding
of pest species, experts could build a pest prediction system [9,10] for integrated pest
management (IPM). Farmers could plan their control operations in advance given early
warnings generated by the prediction system.

Effective analysis of meteorological and pest data is crucial for accurate pest prediction
systems. Since both types of data are constantly monitored in the field, early warning is
key to pest forecasting [11]. For sudden increases in pest populations, immediate control
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may not be possible. Technological advances have yielded more sophisticated methods for
time-variant analysis for data prediction [12]. However, such prediction relies on a large
amount of historical data. Historical data is rich in time dynamics. Greater amounts of
sensing data facilitates more accurate pest prediction. Conversely, insufficient sensing data
degrades the effectiveness of the prediction system.

Environmental sensing data is now obtained generally from IoT edge devices. The
effectiveness of such edge devices deployed in farms can be degraded by climate, flora,
fauna, and other natural factors, resulting in incorrect sensor values or even damage to
the devices [13], causing problems in subsequent data analysis, such as data errors during
preprocessing or data losses due to edge device damage; these conditions must be corrected
to ensure continued data availability.

Data augmentation algorithms are one way to resolve data deficiencies. Since pre-
diction models are affected by the amount of data, it is more important to address the
fundamental problem of data deficiency than to use complex prediction models [14]. Data
augmentation increases the variability of data by generating data samples. For instance,
augmentation methods for image recognition use rotation, translation, and scaling to
produce multiple images from the same image [15]. In contrast, a prediction system for
linear problems uses time series data, for which data augmentation is dissimilar to that for
images [16]. Here, we investigate time series data augmentation to address the problem of
insufficient data for pest prediction.

Samples with missing data can be divided into those that are missing for a long period
of time and those that are missing for only a short instant. The amount of missing agricul-
tural sensing data can significantly affect the accuracy of the amplification [17]. When a
small sample of data is missing, common scaling methods generate simulations with similar
results. However, when more data samples are missing and the data are multivariate, such
scaling does not preserve both the temporal features and the characteristics of multivariate
data. Therefore, we take into account both temporal and multivariate data features, and
generate data that retains both features.

Time-series data is a regression problem in which sequence values change according
to time dynamics. Clearly, data generation requires that we preserve the temporal char-
acteristics of the original data and increase the number of samples. However, depending
on the number of data samples to be augmented and the number of data variables, ba-
sic augmentation cannot be used to generate long-term or multivariate sensing data. In
this case, a time-series generative adversarial network (TimeGAN) is an effective model
for generating long-term data [18]. The temporal features of the data are learned by the
autoregressive (AR) model, and a large amount of data is synthesized by the generative
adversarial network (GAN). In this study, we use TimeGAN for data augmentation to
synthesize multivariate sensing data.

The target pest in this study is Scirtothrips dorsalis Hood (S. dorsalis), which in Tai-
wan primarily affects mangoes. We seek to use agricultural sensing data as the main
analysis. Firstly, we use multivariate agricultural sensing data to better understand the
environmental conditions, and further use a deep generative model to synthesize more
time-series data. We then verify the effect of the generated data using time prediction
models such as recurrent neural networks (RNN), long short-term memory (LSTM) models,
and gated recurrent unit (GRU) models [19]. Our purpose is to predict future trends and
alert farmers of them in order to control pest populations in a timely manner. We analyze
the effectiveness of time series data augmentation using data visualization and evaluation
metrics for regression.

In summary, we have put forth the following two hypotheses and designed corre-
sponding experimental procedures to verify them:

(1) To examine whether TimeGAN can generate synthetic data with the same temporal
characteristics as the original data.

(2) To investigate whether the pest prediction model trained using the synthetic data
yields comparable results to the model trained using the original data.
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The remaining sections of this paper are organized as follows: Section 2 surveys
IoT smart agriculture applications for pest prediction and time series data augmentation,
Section 3 describes the system architecture and our experimental methods, and Section 4
presents a comparison and discussion of the experimental results, including the processing
of environmental data, a correlation analysis of meteorological factors, the construction
of the generation model, and an evaluation of the prediction models. In Section 5, we
conclude and suggest future research directions for pest prediction.

2. Related Literature

Below, we describe the current agricultural sensing data to implement time series tasks,
after which we explore practical techniques for pest prediction based on image recognition
and time series data. We then discuss time series data augmentation, focusing particularly
on data augmentation methods based on deep generative models.

2.1. Agricultural Sensing Data

Smart agriculture uses sensors to collect agriculture-related data and transfer them
to a cloud database. The stored data are analyzed to identify potential problems and
to advance agricultural technology. Big data time analysis plays a crucial role in this
because agricultural sensors often produce huge amounts of time-series data [20–22].
As the method used for data processing can affect downstream results, the challenge is
how to analyze past data, adjust the dataset appropriately, and come up with the best
processing strategy. Ren et al. [23] use data preprocessing methods to clean up specific
features, transform structures and formats, and reduce complexity. By using multiple data
preprocessing steps, we retain important features and improve efficiency when constructing
deep learning models.

Analysis methods in agriculture vary in terms of the sensing data format and the needs
of the task. Time-series tasks can be divided into classification, anomaly detection, and
prediction. In time-series classification, sensor data identify crop species [24] and monitor
growth status [25]; values from the spectral sensors are converted into a vegetation index
which reveals information about crop growth and environmental health. In time-series
abnormality detection, sensor data can reveal abnormalities in the environment or in crop
yields [26]. In time-series prediction, past dynamic series provide potential trends by which
to estimate future crop yields [27] and pest populations [28]. Selecting important features
in multivariate agricultural data and improving the rationality of predictions facilitates
subsequent crop and pest management.

2.2. Pest Prediction

The yield of high-value crops in the agricultural sector is of concern. As pest infestation
during the production season can significantly reduce crop yields [29], pest infestation is an
important and immediate problem. Delayed control or low doses of pesticides can cause
economic crop losses [30]. According to Heeb et al. [31], up to 40% of crop production in the
world is currently lost due to unmanaged pest damage. If experts could provide farmers
with advance warnings of increases in pest populations, farmers would have enough time
to apply the recommended amount of pesticides, and could thus effectively control the
pest situations in their fields and prevent the endless spread of pest populations. Below, we
survey research on pest prediction.

2.2.1. Image Recognition-Based Approaches

In recent years, the dilemma of traditional pest prediction has changed due to the
advanced development of artificial intelligence (AI) and two technological innovations:
intelligent image recognition technology [32] and time-series data prediction [33]. In image
recognition technology, features of visible or multispectral images are analyzed to select
and create pest-specific features by resolving color features and texture features that are
different from those of the crop [34]. Deep learning models learn the characteristics of
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the pest, mark the location of the pest in the image using object detection, classify the
pest species, and report the probability that it is in fact this pest. Given the ease of image
collection, deep research is now available both for close-up images from cameras or cell
phones [35,36], as well as for overhead drone imagery [37,38].

2.2.2. Time-Series Data-Based Approaches

In time-series data prediction, it is common to combine multiple types of sensing devices
to monitor and record real-time environmental and pest conditions in the field [39,40]. Pre-
diction given time-series data is similar to weather prediction in that the prediction model
learns past environmental and pest development trends from a large amount of historical
data [41,42]. Since potential feature changes are sequential, temporal dynamics can be used
to estimate the number of pests that may occur in the future. Figure 1 shows the number
of studies on pest prediction from time-series data from 2012 to 2021. We retrieved the
keywords pest forecasting, pest prediction, time-series from the Web of Science (WOS) database
and recorded the number of papers published in each year.
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As shown in Figure 1, the publication of pest prediction-related papers increased
gradually and steadily between 2012 and 2018. Pest prediction research then exploded
beginning in 2019, both in terms of the stability of the values collected by IoT devices [43]
and the more in-depth research on prediction models [44], which have contributed to the
development of pest prediction. However, bottlenecks in pest prediction remain, including
the use of a small number of variable features, the failure to analyze the validity of weather
factors on prediction, the failure to investigate the effects of different model architectures
on prediction, and the scarcity of dataset samples [45]. Therefore, we review the literature
to further analyze and discuss pest prediction studies from recent years.

Techniques applied for data prediction include statistical methods, machine learning,
and deep learning. Pest prediction using statistical methods is often achieved using the
autoregressive integrated moving average (ARIMA) model, which does not take into
account variations in relevant random variables. Narava et al. [46] use an ARIMA model to
predict the population dynamics of Helicoverpa armigera and show that ARIMA is easier to
implement for pest prediction.

Machine learning-based pest prediction is often implemented using the k nearest neigh-
bors algorithm, which searches for the k closest samples in the feature space. Gómez et al. [47]
build and compare the performance of six machine learning algorithms to predict desert
locusts based on soil moisture and demonstrate that the model prediction performance is
limited by the space and time of the data.
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Deep model structures are often used to predict pests in deep learning. Tan et al. [48]
use deep autoregressive (DeepAR) models in deep learning to predict Chilo suppressalis, a
major threat to rice production, and show that deep learning predicts pest dynamics more
accurately by integrating meteorological data, pest data, and temporal features. Therefore,
we used a deep learning model for pest prediction due to our need to focus on the temporal
dynamics of the sensing data and due to the ease of implementing pest prediction.

2.3. Time-Series Data Augmentation

Recent time-series prediction models include a large number of additional neural
structures and use deeper architectures. Since the model is trained using a deeper structure,
the dataset size affects the accuracy of the model prediction, resulting in overfitting for
small datasets [49]. Note that the use of real-time datasets is limited by factors such
as the completeness, ownership, and access of the dataset. Therefore, various methods
are used to augment the original dataset and expand the amount of training data to
increase its comprehensiveness. Wen et al. [50] has classified augmentation methods for
time series data into two categories: basic approaches and advanced approaches. The
basic approaches encompass techniques such as time domain, frequency domain, and
time-frequency domain. Meanwhile, the advanced approaches consist of decomposition
methods, statistical generative models, and learning methods. The learning methods can
further be categorized into embedding space, deep generative models, and automated data
augmentation. In the next section, we introduce basic time data augmentation methods
and describe data augmentation algorithms based on the depth generation model.

2.3.1. Basic Data Augmentation

The most important feature of timeseries data are their time and frequency charac-
teristics. Data values are fused with time and frequency to increase the amplitude of the
signal to produce a time-series dataset. Therefore, data augmentation algorithms include
time- and frequency-domain variants, for which data are transformed to the appropriate
domain for subsequent task requirements. In time-series prediction, the effectiveness of
time- and frequency-domain transformations has been demonstrated in the literature [51].
Common time-domain methods include window slicing, window warping, flipping, and
noise injection; frequency-domain conversion algorithms include amplitude and phase
perturbations (APP) and Fourier transforms (FT).

Um et al. [52] state that a single augmentation method has limited effectiveness, and
that it is crucial to select and combine the right combination of transformations for the task
to improve the performance via subsequent model analysis. Thus, it is important to select
and combine methods for different tasks to develop a combined strategy for the task. Stan-
dard practices for data augmentation in the time domain include flipping, down-sampling,
and adding slope. In the frequency domain, methods such as amplitude-adjusted Fourier
transform (AAFT), iterated amplitude-adjusted Fourier transform (IAAFT), amplitude-
phase permutation (APP), and short-time Fourier transform (STFT) are commonly used.

2.3.2. Deep Generative Model Approaches

Time-series data augmentation should not be limited to the generation of diverse
data; for the dataset to be used with confidence, the features of the generated data should
resemble the distribution of the actual data features. With the rise of deep learning, deep
generative models (DGMs) have been created that combine the advantages of generative
models and deep neural networks. The most advanced techniques in DGM are varia-
tional auto-encoders (VAEs), normalizing flow (NF), and generative adversarial networks
(GANs) [53]. Many different architectures are GAN derivatives, including recurrent GAN
(RGAN) and recurrent conditional GAN (RCGAN) [54]. Given the recent trend of using
GAN approaches to synthesize simulated training sets, we select the time-series generative
adversarial network (TimeGAN) [18] as the basis for the data augmentation model based
on the characteristics of the sensing dataset.
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3. Research Method

Here we describe the system architecture and the experimental implementation pro-
cess. We present the specific design of the experimental framework, after which we describe
the implementation method from the selection of the depth generation model and the data
augmentation and model training to the final prediction and analysis by time-prediction
models. Then, we list common evaluation metrics and explain the usage of validation
metrics to adjust the training parameters.

3.1. System Design

The system records environmental data at fixed time intervals using sensor equipment
at the experimental site and monitors pest conditions at various locations in the field as
agricultural sensor data. After preprocessing this time-series data, the time units of the
data are converted to weeks to merge the two datasets. The multidimensional time series
is then augmented and analyzed for predictive purposes. Here we estimate the timing of
pest emergence and recommend subsequent plans for pest control. This requires four steps:
(1) agricultural sensing data collection and production, (2) time series data preprocessing
and fusion, (3) multivariate time series data augmentation, and (4) pest prediction from
synthetic data. The system architecture of this study is shown in Figure 2.

Sustainability 2023, 15, x FOR PEER REVIEW 6 of 25 
 

 

models and deep neural networks. The most advanced techniques in DGM are variational 
auto-encoders (VAEs), normalizing flow (NF), and generative adversarial networks 
(GANs) [53]. Many different architectures are GAN derivatives, including recurrent GAN 
(RGAN) and recurrent conditional GAN (RCGAN) [54]. Given the recent trend of using 
GAN approaches to synthesize simulated training sets, we select the time-series genera-
tive adversarial network (TimeGAN) [18] as the basis for the data augmentation model 
based on the characteristics of the sensing dataset. 

3. Research Method 
Here we describe the system architecture and the experimental implementation pro-

cess. We present the specific design of the experimental framework, after which we de-
scribe the implementation method from the selection of the depth generation model and 
the data augmentation and model training to the final prediction and analysis by time-
prediction models. Then, we list common evaluation metrics and explain the usage of val-
idation metrics to adjust the training parameters. 

3.1. System Design 
The system records environmental data at fixed time intervals using sensor equip-

ment at the experimental site and monitors pest conditions at various locations in the field 
as agricultural sensor data. After preprocessing this time-series data, the time units of the 
data are converted to weeks to merge the two datasets. The multidimensional time series 
is then augmented and analyzed for predictive purposes. Here we estimate the timing of 
pest emergence and recommend subsequent plans for pest control. This requires four 
steps: (1) agricultural sensing data collection and production, (2) time series data prepro-
cessing and fusion, (3) multivariate time series data augmentation, and (4) pest prediction 
from synthetic data. The system architecture of this study is shown in Figure 2. 

 
Figure 2. Proposed pest prediction system. 

3.2. Time-Series Generative Adversarial Network 
This study uses TimeGAN, a deep generative model, to build a deep learning model 

for agricultural sensing data [18]. TimeGAN was first used to improve the temporal cor-
relation of raw time-series data that are not taken into account when GAN generates data. 
TimeGAN employs a generator-discriminator architecture for sequential generative ad-
versarial training while fusing the embedding and recovery functions to learn encoding 
features of the data and generating representations in a large number of training epochs. 

Figure 2. Proposed pest prediction system.

3.2. Time-Series Generative Adversarial Network

This study uses TimeGAN, a deep generative model, to build a deep learning model
for agricultural sensing data [18]. TimeGAN was first used to improve the temporal
correlation of raw time-series data that are not taken into account when GAN generates
data. TimeGAN employs a generator-discriminator architecture for sequential generative
adversarial training while fusing the embedding and recovery functions to learn encoding
features of the data and generating representations in a large number of training epochs.
The embedding and recovery functions construct a hidden space in which the adversarial
networks are trained so that the feature space and the hidden space echo each other,
generating features of the currently generated data with representations of the original
sequence, and finally learning the temporal features of the time series.

3.2.1. TimeGAN Training Data

The training data comprised 59 instances of raw data with 22 characteristics, 21 in-
cluding ground temperature, dew point temperature, relative humidity, and other weather
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data, along with one pest count. The weather data came from the Agricultural Weather
Observation Network Monitoring System of the Central Weather Bureau [55], and the pest
data came from the Bureau of Agriculture, Kaohsiung City Government [56]. More details
about the dataset are provided in Section 4.1.

Since the system uses the current week’s sensing data to predict the next week’s pest
population (Section 3.3, TimeGAN’s training data are produced as two-week samples
and contain all agricultural sensing features, of which there are 22 sensing features after
preprocessing. Therefore, TimeGAN generates a realistic random vector by setting the
window size of the real data to 2, which means the generated data simulates two weeks of
real data, and sets the feature length to 22, which means that the generated data simulates
changes in the real 22 sensing data features.

Sliding the entire dataset completely with 59 samples of the original data using
a moving window yields 57 two-week matrices for subsequent model training, where
each matrix contains two weeks of sensing data, and the sensing data is preprocessed to
obtain 22 features. As described above, real-time series input data trained by TimeGAN
is produced to obtain a dataset of dimensions (57, (2, 22)) with 57 samples, each with
2 columns (weeks) and 22 variables (agricultural sensing features). Figure 3 shows a
schematic of the TimeGAN training data, the features of which are normalized to [0, 1] to
facilitate subsequent model training.
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3.2.2. TimeGAN Training

The TimeGAN training process is shown in Figure 4. Augmented model training is
composed of three stages. In stage 1, the embedding and recovery stage, actual data are
used to achieve the best reconstruction of original data and obtain historical data features.
In stage 2, the supervised stage, samples are generated to learn temporal features from
real samples in matrix space. In stage 3, the joint stage, all of the networks (embedding,
generator, recovery, and discriminator) are trained simultaneously to optimize all loss
functions based on backpropagation.

In Figure 4, the TimeGAN model in this study uses a different loss function for
optimization in each stage. The embedding stage trains using reconstruction loss (LR), the
supervised stage optimizes using supervised loss (LS) and determines the time correlation
between the training samples and the generated samples, and the joint stage optimizes all
loss functions (LR, LS) and adjusts the generation network (LU) using unsupervised loss
feedback; thus, this last stage is the most time-consuming.
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Here, the reconstruction loss (LR) is calculated as the difference between the actual
data (Xt) and the restored training sequence (X̃t), as shown in (1). The original data are
downscaled and restored to the original data. Loss reconstruction means that the real data
are similar to the restored data after downscaling.

LR = ES,X(x,y)∼Pdata(x,y)

[
∑t

∣∣∣∣∣∣Xt − X̃t

∣∣∣∣∣∣
2

]
(1)

In this study, the supervision loss (LS) is calculated as the difference between the
temporal features of the training sequence (ht) and the temporal features of the generated
sequence (h̃t), as shown in (2). The original data is downscaled to retain the temporal
features of the data, and the generator adjusts to and learns the temporal features. Low
supervised loss means that the training sequence has temporal features that are similar to
the generated sequence.

LS = ES, X(x,y)∼Pdata(x,y)

[
∑t

∣∣∣∣∣∣ht − h̃t

∣∣∣∣∣∣
2

]
(2)

Here, unsupervised loss (LU) indicates the correct classification of the generated
sequences as shown in (3). Temporal features retained after the original data is downscaled
are used as a basis by which to identify whether the generated data created by the generator
fit the true temporal features.

LU = EX(x,y)∼Pdata(x,y)

[
∑t logYt

]
+ES,X(x,y)∼Pdata(x,y)

[
∑t log

(
1− Ŷt

)]
(3)

As such, the objective function of this study is to minimize the very large generator
and the identifier (G∗, D∗) by maximizing LU (for the identifier) and minimizing LR and
LS (for the generator), as shown in (4). Since it is more important to preserve the temporal
characteristics of the original data, in the final stage we seek the best generator and identifier
solutions simultaneously.

G∗, D∗ = min
θe ,θg ,θr

(
LR + (λ + η)LS + max

θd
LU

)
(4)

3.2.3. TimeGAN Architecture

The multivariate agricultural sensing data augmentation model constructed in this
study is implemented by the ydata-synthetic Python package [57]. The TimeGAN model
is composed of an embedding network, a recovery network, a generator, and a discrimi-
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nator, which are connected through a serial connection. Below, we describe the network
architecture and settings of the four components.

Here, the generator input is a random sequence of size (2, 22) as described in Section 3.2.1,
and the generator and discriminator are both networks with three layers of GRU neurons
stacked on top of each other. The number of GRU neurons cascaded in each layer is
hidden_dim, the hidden dimension of the network. Since we seek to expand the data
in two-week increments, we set hidden_dim to 2, which causes the TimeGAN model
to generate and identify two-week sample data. In addition, the generator input is a
random vector of size (2, 22), and the generator output and the discriminator input are also
sequences of size (2, 22), but the discriminator output is a discriminative score of size 1,
used to determine whether the current generated sequence consists of true or fake data.

In this study, the embedded and recovered networks are trained with real data of
size (2, 22), as discussed in Section 3.2.1. As the size of the generated target data must be
the same as the real data, the input size of the network is the same. The embedding and
recovery network is a three-layer LSTM stacked autoencoder because the dimension of
the original data is too large to be used directly as the discriminator’s judgment criterion;
hence, the embedding and recovery network is used to downscale the data, and the
training sequence is fitted through multiple generations to provide the discriminator for
the generated sequence. The hidden_dim is set to 2 to match the data size of the generator
and the discriminator. In addition, the input of the embedded network consists of real
data of size (2, 22) and the output of the embedded network and the input of the recovered
network are training sequences of size (2, 22), but the output of the recovered network has
a size of 22 features scored for the coding and decoding effect of the autoencoder.

3.2.4. TimeGAN Training Validation

The purpose of generating new agricultural sensing data based on a train-on-synthetic,
test-on-real (TSTR) [58] methodology and augmented data is to provide input to the
subsequent time-series prediction model. The pest predictions are used to evaluate whether
the new data generated are superior to the original data in the area of agricultural prediction
tasks where data are not available. In this phase, therefore, the real model is trained
independently from the synthetic model, where the real model represents training with
real data and validation with real data, and the synthetic model represents validation
with real data but training with augmented data. The model is evaluated to measure the
effectiveness of generated data against real data.

3.2.5. Visualization of Synthetic Data

Data visualization makes it possible to present the generated multivariate agricultural
sensing data as a picture of their model training effect and then analyze them for consistency
between the generated and real data. Generally, basic visualization is used to compare the
curves of the generated data with the real data. However, as the experimental agricultural
sensing data is multivariate, the data dimensionality is reduced using algorithms such as
principal components analysis (PCA) and t-distributed stochastic neighbor embedding
(t-SNE) [59] to observe the distribution of the dataset generated by TimeGAN and that of
the original agricultural sensing data.

3.3. Predictive Models

Here, we generate agricultural sensing data and then use a simple model to verify the
difference between generated and real data. The initial validated evaluation metrics are
real and simulated data, which include all weather variables but not pest prediction; thus,
models for pest prediction must be designed. The two-stage model is used to evaluate the
indicators and the combination of different independent and dependent variables. Results
demonstrate the effect of multivariate time-series data augmentation, and experiments
reveal which factors are significant in predicting S. dorsalis population trends.
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Prediction of future pest populations requires time-series data as inputs to the model.
The input data are a combination of independent variables based on weather factors
investigated in the correlation analysis, and the output data are weekly pest counts. After
confirming the input and output data, the data are normalized, and the experimental
dataset is partitioned into a training dataset for input during model training and a test
dataset to evaluate the performance of a trained model. We use three time-series prediction
models (RNN, LSTM, and GRU), and set their parameters, architectures, and optimizers
accordingly. Finally, we use the evaluation metrics to compare the prediction errors of the
three models and calculate the prediction errors of the original and generated data. The
time-series model prediction flow is shown in Figure 5.
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3.4. Evaluation Metrics

The experimental dataset combines observed environmental meteorological data and
field surveys of pest infestation by investigators. Assuming that there is too few data,
we use the TimeGAN model to expand the time-series data with more variables, and
compare the three prediction models (RNN, LSTM, GRU) before and after this expansion.
We measure the model effectiveness using time-series prediction error metrics. Since future
pest populations are predicted as a continuous value, the predicted value should be close
to the real data. Therefore, we use four common regression metrics: mean absolute error
(MAE), mean absolute percentage error (MAPE), root mean squared error (RMSE), and the
coefficient of determination (R2) [60]. In addition, since the original data and the generated
data are used as training data, the error change (EC) is used to compare the predicted error
change before and after data augmentation. The above index equations are as follows:

MAE =
1
n

n

∑
t=1
|yi − ŷi| (5)

MAPE =
100%

n

n

∑
t=1

∣∣∣∣ ŷi − yi
yi

∣∣∣∣ (6)
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RMSE =

√
1
n

n

∑
t=1

(yi − ŷi)
2 (7)

R2 = 1−∑
i
(yi − fi)

2/ ∑
i
(yi − ŷ)2 (8)

EC = MAEw/ aug −MAEw/o aug (9)

As MAE is the sum of the absolute values of the difference between the actual and
predicted values, it reflects the actual difference between the predicted and sample values,
as shown in (5); MAPE explains the difference between the predicted and actual values
intuitively in terms of a percentage, as shown in (6); RMSE is the sum of the squares
of the difference between the actual and predicted values, and is used to evaluate the
error between observed and actual values. Since RMSE is calculated by squaring, it
amplifies the error in addition to maintaining the absolute value estimation, as shown
in (7); R2 represents the strength of the correlation between the dependent variable and the
independent variable, and is used to explain the degree of fit between the predicted and
actual values in the model, as shown in (8); EC is the difference between the MAE of the
augmented data and the MAE of the original data. MAE results are compared to analyze
the performance of the training model between the augmented data and the original data,
as shown in (9). The smaller the value of the first three error indicators (MAE, MAPE, and
RMSE), the lower the error, and the larger the fourth validation indicator (R2), the better.
The smaller the EC value, the better the fit of the expansion to the original data. Therefore,
for regression, the same evaluation metric can be used for different network architectures.
The evaluation metrics correspond directly to the model performance and accuracy.

4. Experimental Procedure and Discussion
4.1. Research Site

The site for this experiment was an orchard in Liugui District, Kaohsiung City, Taiwan,
as shown in Figure 6. According to the annual Kaohsiung City Agricultural Statistics
report [61], the total production of mangoes in Kaohsiung City is about 13,300 tons, of
which the production in Liugou District is about 3100 tons. Since this area is the highest
yielding area in Kaohsiung, we chose Liugui as the most representative site for pest threats.
In addition, since mango is the most abundant fruit in the experimental area, the main
research issue is how to maintain the quality of the mangoes and reduce the threat of
pests and diseases. In summary, we seek to investigate the historical data of this area and
estimate future pest trends via smart agriculture to provide farmers with real-time spraying
guidance to control pest populations.

4.1.1. Pest Data

The pest surveyed in this study was Scirtothrips dorsalis Hood (S. dorsalis), also known
as the yellow tea thrip. The experimental pest dataset was obtained from public data
monitored from 2019 to 2021 by the Kaohsiung City Bureau of Agriculture [56]. Since the
current S. dorsalis control focuses mainly on issuing early warnings when the number of
insects rises to remind farmers to prepare for pest control in advance, the annual monitoring
period ends when the mangoes are in season, so no monitoring was conducted from
September to December. Therefore, the purpose of this study is to estimate the timing of
pest emergence so farmers know when to spray insecticides.

The pest dataset is a collection of data collected from farmland locations in response to
experimental needs. Eight mango orchards larger than one hectare were recorded, and for
each mango orchard we selected, the most representative locations were affected by only
the small yellow thistle and no other pests. The number of crops in the vicinity of each site
was approximately the same. Ten sticky boards were deployed at each site for trapping
and counting, and the boards were replaced at regular intervals every week. The data were
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recorded in terms of the number of pests, and the average of each sticky board was taken,
so the pest data are expressed as the average number of pests at the site for that week. The
sum of the eight sites represents the pest level corresponding to the weather information
for that week.
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4.1.2. Meteorological Data

As pest populations are affected by environmental variables such as temperature,
humidity, and light, we used meteorological data to construct a multivariate agricultural
dataset. Since the number of pests and the weather dataset must be monitored at the same
time and location, for the meteorological data we also used the environmental data for
Liugui District, Kaohsiung City. The experimental meteorological dataset was obtained
from the Agricultural Weather Watch monitoring system of the Central Weather Bureau [55]
of Taiwan. On the CWB’s weather monitoring website, there is one station for Liugui
District (code E2P980), so the data recorded for this station were used as the meteorological
data, as they are most representative of the weather in the orchards in Liugui District.

We filtered the meteorological data from 2020 to 2021. The weather data were sampled
according to time attributes, and the raw data included 16 weather factors, among which
are temperature, precipitation, relative humidity, atmospheric pressure, all-sky solar radiation, and
wind speed, as shown in Table 1. The weather data were monitored at hourly intervals, and
there were 17,000 data instances. We rescaled the time units of the environmental features
to match the temporal attributes of the meteorological data and the pest data, and fused
the data to generate the agricultural sensing data for this experiment.

4.2. Data Preprocessing

For data preprocessing, we used data cleaning, missing value processing, resampling,
and data fusion. In addition, we conducted a correlation analysis to better understand the
relationship between variables of agricultural sensing data.
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Table 1. Meteorological data of weather variables and units.

Weather Variable Unit Weather Variable Unit

Temperature (T) ◦C Rainfall (RF) mm
Ground temperature 0 cm (GT0) ◦C Relative humidity (RH) %
Ground temperature 5 cm (GT5) ◦C Vapor pressure (VP) hPa

Ground temperature 10 cm (GT10) ◦C Sea level pressure (SLP) hPa
Ground temperature 20 cm (GT20) ◦C Solar irradiance (LUX) MJ/m2

Ground temperature 50 cm (GT50) ◦C Insolation duration (LUXTIME) h
Ground temperature 100 cm (GT100) ◦C Mean wind speed (WS) m/s

Dew point temperature (DPT) ◦C Maximum gust wind speed (MWS) m/s

4.2.1. Data Preprocessing

As is typical, the environmental monitoring data were characterized by missing values
and outliers, which were preprocessed using data purification and missing value processing.
Since no outliers were found in the weather data samples, data purification did not change
the original dataset. We observed missing values in each feature, so we removed the
fields in which the missing values were located. After preprocessing and data correction,
we converted all feature data from hourly to weekly dimensions. We resampled using
four functions: average, maximum, minimum, and cumulative. After resampling, the
amount of data for each feature was reduced from 17,000 to 105 samples. The temporal
attributes of the meteorological data matched that of the pest data, and the complexity of
the meteorological dataset was reduced and potential trends were identified.

4.2.2. Correlation Analysis

As shown in Table 2, we used Pearson’s r to calculate the correlation between meteo-
rological variables and pest populations based on agricultural sensing data from the site
and pest data surveyed by agricultural experts. Temperature, light, and wind speed were
positively correlated with pest populations, whereas humidity, pressure, and rainfall were
negatively correlated. These correlations constitute weather indicators of pest incidence
for farmers. In addition, the positive correlations of temperature, light, and wind speed were
combined with eight input data sets to compare the performance of the predictive models.

Table 2. Pearson’s r coefficients between meteorological variables and pest population.

Variable r Variable r Variable r

T_AVG 0.426 ** GT20_AVG 0.589 *** VP_MIN −0.179
T_MAX 0.421 ** GT50_AVG 0.551 *** SLP_AVG −0.269
T_MIN 0.319 * GT100_AVG 0.469 *** RF_SUM −0.107

DPT_AVG 0.281 * RH_AVG −0.274 LUX_SUM 0.322 *
GT0_AVG 0.571 *** RH_MIN −0.014 LUXTIME_SUM 0.400 **
GT5_AVG 0.575 *** VP_AVG −0.266 WS_AVG 0.474 ***

GT10_AVG 0.583 *** VP_MAX −0.280 * WS_MAX 0.122
Note. *: p < 0.05, ** p < 0.01, ***: p < 0.001.

4.3. Data Augmentation Analysis

We investigated the data augmentation from three aspects: the parameter settings of
the TimeGAN model, a visual presentation of the generated data, and an evaluation of the
training effectiveness of the generated and real data.

4.3.1. TimeGAN Parameters

First, we set the parameters of the TimeGAN model. As described in Section 3.2.1,
we set the size of the training data to (57, (2, 22)). We used trial and error to set batch_size,
num_layer, hidden_dim, noise_dim, and learning_rate.

After testing and adjusting the TimeGAN parameters, the hyperparameter settings
were as follows: we used a GRU generator and authenticator architecture and an LSTM
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embedding and recovery network architecture; num_layer = 3, hidden_dim = 2, noise_dim = 32,
batch_size = 32, learning_rate = 0.0005, and the number of generations (train_epoch) was set
to 50,000.

4.3.2. Visualization of Synthetic Data

After training the TimeGAN model, we used it to generate a new serialized object
(pickle file, .pkl) for each iteration. For example, a data sample of 64 samples was generated
by reading the pickle file, where the size of the new dataset was (64, (2, 22)): 64 samples
with 2 weeks and 22 data features (21 weather variables and 1 pest count).

The generated data were evaluated by visualizing the data distribution. First, we
directly compared the generated data with the original data, where all the features were
selected at the same time and a step size of 2 was used to perform the graphing. The
generated TimeGAN data is represented by the basic visualization line graph shown in
Figure 7, in which the solid blue line represents the real data, and the dashed orange line
represents the generated data. In this case, given the multivariate nature of the trained
agricultural sensing data, it was not possible to visualize all of the features and present a
dataset with a step size of 1.
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The second visualization approach used the PCA and t-SNE algorithms to reduce the
dimensionality of the dataset from 22 to 2. Figure 8 shows the distribution of the TimeGAN
data: the left panel shows PCA results, and the right panel shows the t-SNE results. Since
PCA uses linear downscaling, many features are discarded, resulting in underfitting (the
distribution is not well-fitted); conversely, as t-SNE is nonlinear, the similarity between
sample points in high and low dimensions is defined by chance. The black and red points
in t-SNE almost overlap.
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4.3.3. Evaluation of Synthetic Data

After training the TimeGAN model, we evaluated the generated data. We thus trained
two models, one on real data and one on generated data. For this phase, the test set used
real data; the evaluation metrics confirm the difference between the generated data and
the model trained with real data. Table 3 shows the results of experiments using trial and
error to find a good dataset cut ratio and model parameter settings based on the TSTR
premise. After comparing the effectiveness of various dataset cutting ratios, we set the cut
ratio between the training set and the test set to 8:2. We built a single-layer GRU to evaluate
the model, where the number of neurons (num_cell) was 16, batch_size was 64, we used the
Adam optimizer, and we used early stopping to prevent overfitting. The R2, MAE, and
RMSE results in Table 3 reveal a small difference between MAE and RMSE, and show that
the R2 of the model with generated data is close to that of the model with real data.

Table 3. Performance of TSTR-based models.

Type of Data
Metric

R2 MAE RMSE

Actual data 0.335843 0.142426 0.204147
Synthetic data 0.379916 0.141800 0.196959

4.4. Data Forecast Analysis

We divided the pest prediction experiment into four parts. First, we optimized the
pest prediction model parameters. Second, based on the results of variable correlation
analysis, we calculated the evaluation indicators by the prediction model under eight types
of independent variables, and selected suitable independent variable data for subsequent
multivariate data augmentation experiments. Third, based on the resultant prediction
model and independent variable data, we calculated evaluation indicators using three
prediction models, and observed the degree of fit between the augmented and original data
in the model prediction. Fourth, we presented the overall pest prediction system.
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4.4.1. Optimization of Predictive Models

The optimal model parameters use GRU as the base model and a one-to-one framework
to design a predictive model that uses all weather variables of the current week to predict
the next week’s pest population. Recall that the training data accounts for 80% of the total
data in this study. GRU model parameters including batch_size, num_cell, num_hidden layer,
and dropout were adjusted sequentially by scaling the RMSE of the unreturned data to the
same evaluation metric to optimize pest prediction, thus optimizing the parameters and
structure of the model. Figure 9 shows the RMSE curves for optimizing the parameters of
the GRU pest prediction model.
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In Figure 9, the optimal batch_size for prediction model training is 6, num_cell of GRU is
256, GRU cells are not stacked, the dropout of cells is 0.4, the training model optimizer was
RMSprop, and the number of epochs is controlled by early stopping to avoid overfitting.
The parameters of the pest prediction model were optimally combined with those of the
GRU model, and the RNN and LSTM models used the same parameters and architecture.
In addition, we used the Adam optimizer for RNN.

4.4.2. Selection of Input Variables

We selected three sets of positively correlated variables (temperature, light, and wind speed)
and combined them to classify the pest prediction independent variables into eight types of
data. We used three models (RNN, LSTM, and GRU) to evaluate and predict pest popula-
tions. We selected the best-performing independent variables for subsequent experiments
to augment the independent variable data. Figure 10 shows the results of pest prediction
using the three models. The black dashed line represents the real data, and the green solid
line, red solid line, and blue solid line are the predicted values of the RNN model, the
LSTM model, and the GRU model, respectively. The y-axis unit is the unnormalized pest
counts. Table 4 shows the evaluation results of the eight types of independent variables
using the three models.
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Figure 10. Weather feature prediction results.
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Table 4. Results for weather feature datasets.

Input Factor Model MAE MAPE RMSE

Temperature
RNN 153.12 11.89% 162.07
LSTM 103.34 8.42% 107.98
GRU 84.80 6.84% 95.82

Light
RNN 70.12 2.66% 95.52
LSTM 67.85 3.34% 86.03
GRU 74.78 4.39% 91.00

Wind Speed
RNN 97.78 6.48% 107.96
LSTM 74.08 3.15% 95.23
GRU 77.00 5.00% 90.13

Temperature, Light
RNN 100.03 7.76% 104.43
LSTM 110.81 8.90% 114.84
GRU 97.38 7.58% 100.25

Temperature, Wind Speed
RNN 86.23 7.25% 92.17
LSTM 73.77 5.96% 81.63
GRU 81.02 6.74% 86.11

Light, Wind Speed
RNN 70.32 5.96% 75.87
LSTM 89.35 7.20% 95.69
GRU 82.32 6.11% 91.29

Temperature, Light, Wind Speed
RNN 58.04 6.09% 66.36
LSTM 71.71 5.30% 80.87
GRU 118.94 9.76% 127.04

All Variables
RNN 41.47 1.51% 58.27
LSTM 60.52 4.17% 71.87
GRU 53.85 3.65% 62.07

In Figure 10a–c, we observe a single combination of independent variables (temperature,
light, and wind speed) where the predicted values curve smoothly and differ more from the
actual values; in Figure 10d–g, the combined meteorological variables are predicted with a
larger magnitude and gradually approximate the real data curve, but still produce large
errors at some moments; in Figure 10h, when training with the agricultural sensing data
that covers all variables, the predicted trend curve is clearly closer to the real line than the
other seven results. We thus infer that the complete data is more comprehensive except
for the variables, and the combination of positive correlation variables does not reduce the
prediction error. Therefore, for the data augmentation experiment we use the complete
multivariate agricultural sensor data as input values and compare the training set with the
unaugmented and augmented improvement.

Note in Table 4 that for models without augmentation (RNN, LSTM, and GRU), the
MAPE values are significantly smaller than those for the temperature features when light
and wind speed are the independent variables, but the predicted curves in Figure 10b,c do
not approximate the real data, indicating that a single variable does not contain enough
information to fit real-world situations. For [temperature, light], [temperature, wind speed],
[light, wind speed], and [temperature, light, wind speed], the MAPE values are slightly higher.
Likewise, due to the additional data features, the results in Figure 10d–g more closely
approximate the true values. When the independent variable is [all variables], the MAPE
results for RNN, LSTM, and GRU are 1.51%, 4.17%, and 3.65%, respectively, which are
the lowest values in all cases, and the MAE and RMSE values are the lowest among
all combinations. Thus, using all variables yields the most complete characteristics for
model learning; note that both predictions are close to the real situation in Figure 10h.
Consequently, we generate data using all variables and compare the prediction errors
before and after augmentation in RNN, LSTM, and GRU.
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4.4.3. Comparison of Predictive Metrics

We independently tested the prediction effects of different independent variables
and selected all variables as the original augmented input data; thus, we used the all of
the multivariate agricultural sensing data, and used RNN, LSTM, and GRU to compare
the six results in terms of the prediction error of the two data sets (MAE) and the error
difference (EC). Table 5 shows the performance of the time-series prediction model using
different data.

Table 5. Prediction error for different training data.

Model
Training Data Test Data

MAEw/o aug MAEw/ aug EC MAEw/o aug MAEw/ aug EC

RNN 13.05 91.91 78.86 79.86 120.39 40.53
LSTM 19.62 76.67 57.05 73.29 107.34 34.05
GRU 17.43 85.34 67.91 77.67 87.53 9.86

In Table 5, when the original and augmented data are used for training, the MAE
values of the RNN model are 13.05 and 91.91 and the EC value is 78.86. The LSTM model
trained with augmented data has the lowest prediction error, and its MAE value of 76.67
is the lowest of the three models. The difference between the prediction errors calculated
from the real and simulated data using the LSTM model is also the smallest, and the EC
value of 57.05 is the best of the three models.

In addition, as shown in Table 5, the MAE values of the RNN model are 79.86 and
120.39 and the EC value is 40.53 when the original and augmented data is used for the
test data. The MAE values of the LSTM model are 73.29 and 107.34 and the EC value is
34.05. The MAE values of the GRU model are 77.67 and 87.53 and the EC value is 9.86. The
prediction error of the GRU model trained with the augmented data is the lowest, and the
MAE value of 87.53 is the lowest of the three models. The difference between the prediction
error of real and simulated data using the GRU model is also the smallest, and the EC value
of 9.86 is the lowest of the three models.

4.4.4. Overall Pest Prediction System

The final objective of this study was to present a multivariate pest prediction system for
agricultural sensing data. After optimizing the prediction model parameters, we selected
the independent variables for pest prediction, used these independent variables to generate
data, and then used the generated data together with the original data as the training
set for the prediction models. After the initial optimization of the pest prediction model
parameters, we constructed six pest prediction models after the model overlay training: the
original RNN model, the original LSTM model, the original GRU model, an RNN model
trained with generated data, an LSTM model trained with generated data, and a GRU
model trained with generated data. Figure 11 shows the prediction results on the training
set using the six pretrained models. Figure 12 shows the prediction results of the pretrained
models on the test set. The x-axis unit is weeks, and the y-axis unit is the number of pests
that were restored without data normalization.

In Figures 11 and 12, the black dashed line represents the real data, the green solid
line represents the original RNN model, the green dashed line represents the RNN model
trained with the generated data, the red solid line represents the original LSTM model,
the red dashed line represents the LSTM model trained with the generated data, the blue
solid line represents the original GRU model, and the blue dashed line represents the GRU
model trained with the generated data.
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5. Conclusions and Prospects

In Section 4.2.1, we use downsampling to convert the raw data into more weather
characteristics and then use the prediction model to learn more complete weather trends.
In addition, to highlight which combination of weather factors is most beneficial for the
task, we analyze eight combinations of independent variables on pest trends by evaluating
the results and visualization predictions in Section 4.4.2: when we use all of the variables as
the independent variables for the prediction model, the MAE, MAPE, and RMSE are best
compared to the other combinations, and the prediction curves most closely approximate
the real data. In Section 4.4.1, we further optimize the model parameter configuration and
architecture of the predictive model in terms of the same evaluation metrics. Finally, in
Sections 4.4.2–4.4.4, we compare and collate the differences in model effectiveness between
the optimized models by considering the effects of multiple models simultaneously in
different pest prediction experiments.
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Data augmentation has not yet been applied to agricultural sensing data. Nevertheless,
as the agricultural sensing data is in the form of a time series, they are suited for data
augmentation in the form of data generation of sensing data. We generate the original
time-series data and use this data for pest trend prediction. The experimental results in
Section 4.3.3 show that the generated data can be used to simulate real situations in the
absence of sufficient real data. Moreover, in Sections 4.4.3 and 4.4.4, we conduct experiments
to evaluate the effect of the generated data on pest prediction. Finally, in Section 4.3.2, we
visualize the augmented sensing data and graphically represent the differences between
the data via dimension reduction. The t-SNE algorithm shows that the markers of the
generated data are generally the same as those for the real data.

Currently, most of the applications of Generative Adversarial Networks (GANs) in
agriculture are focused on image generation. To improve the usability of generated data,
many variations of GANs have emerged, such as conditional GANs and CycleGANs.
While these applications have the potential to enhance various aspects of agriculture, there
is a growing emphasis on sustainable agriculture practices that prioritize the long-term
health of the environment and ecosystems. TimeGAN, which is mainly used for generating
time-series data, is highly suitable for sustainable agriculture applications. It can help
generate data that inform sustainable agricultural practices, such as optimizing crop yields,
improving resource efficiency, and reducing the environmental impact of agricultural
activities. To the best of our knowledge, there has not yet been any research on generating
time-series data in this field, but the potential for TimeGAN to contribute to sustainable
agriculture practices is promising.

In summary, we address the fundamental problem of insufficient data for pest predic-
tion through time-series data augmentation. We use three common temporal prediction
models to evaluate the differences between a model trained on large amounts of generated
data and a model trained on raw data. The results show that complex LSTM and GRU
models produce prediction results that are similar to those produced by models trained
on the raw data. For future work, we suggest using a more complete dataset to predict
pest occurrences. In addition, the scaling method proposed in this study compares only
the prediction difference between the original data and the generated data, and does not
consider the scaling principle of other time-series data. Future studies could investigate
the generation effects of different augmentation methods and the improvement in pest
prediction results due to augmentation methods such as interpolation, which is commonly
used to augment linear problems.
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