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Abstract: In practical logistic distributions, uncertainties may exist in each distribution process,
and sometimes suppliers have to take undesirable measures to deal with the subsequent schedule
variances. In light of the uncertainty of customers in logistics distribution and the widely applied
two-dimensional loading patterns in transportation, we propose and formulate a two-dimensional
loading-constrained vehicle routing problem with stochastic customers (2L-VRPSC), where each
customer has a known probability of presence and customers’ demands are a set of non-stackable
items. A stochastic modeling platform of 2L-VRPSC is established based on a Monte Carlo simulation
and scenario analysis to minimize the expected total transportation cost. To achieve this, an enhanced
adaptive tabu search (EATS) algorithm incorporating the multi-order bottom-fill-skyline (MOBFS)
packing heuristic is proposed, where the EATS algorithm searches for the optimal routing combination
and the MOBFS checks the feasibility of each route and guides the EATS to search for feasible solutions.
The widely used two-dimensional loading-constrained vehicle routing problem (2L-VRP) benchmarks
under different loading configurations considering items’ sequential and rotation constraints are
applied for experiments, which demonstrates the comparable efficiency of the proposed EATS-
MOBFS for solving 2L-VRP. Furthermore, the results and analysis of experiments based on the new
2L-VRPSC instances verify the versatility of the proposed solving approach, which is capable of
providing more practical solutions to some real-life scenarios with customers’ uncertain information.

Keywords: adaptive tabu search; customer uncertainty; loading constraints; vehicle routing; scenario
simulation

1. Introduction

Vehicle routing problem (VRP) and its extensions are classical NP-hard combinato-
rial optimization problems, which are deemed key components of logistics management
and distribution and have been widely studied in operational research [1,2]. In real-
world scenarios, such as transporting delicate furniture and household appliances, these
rectangular-shaped products cannot be stacked on each other because of the fragility and
the height of the freights. These products are normally regarded as rectangular shapes
with known length and width, and they cannot be stacked up or overlap in the vehicle’s
compartment space, which must be reasonably located to ensure a high utilization rate of
the carriage space. As such, the VRP needs to simultaneously concern routing and packing
problems, engendering the two-dimensional loading-constrained vehicle routing problem
(2L-VRP). The aim of solving the problem is to design the optimal routing combination
with minimum cost for given vehicles while satisfying the loading constraints, where
customers’ demands are sets of rectangular weighed items and vehicles are characterized
by a two-dimensional loading space with a specified loading capacity [3].

In recent years, 2L-VRP has received increasing attention for operation research due to
its practical value and high complexity. 2L-VRP was first presented in [3], where an exact
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method was proposed for solving small-scale 2L-VRP instances. Thereafter, a large number
of research attempts have been devoted to designing efficient two-dimensional packing
heuristics and routing optimization methods in order to improve the solving efficiency
for the large-scale problem. In [4], the authors first proposed a heuristic approach that
combined Tabu search with a Touching-Perimeter-rule-based packing algorithm, which
solved large-scale instances with up to 255 customers. Other heuristic methods, such
as genetic algorithm [5,6], extended guided Tabu search [7], promise routing memory
packing [8] and variable neighborhood search algorithm [9], have been presented to effi-
ciently solve 2L-VRP. In these pieces of work, only the unrestricted and sequential loading
configurations of 2L-VRP were studied. However, allowing items to rotate during the
packing process has many practical applications. Lately, the authors in [10] proposed a
biased-randomized algorithm to solve the unrestricted 2L-VRP with and without item
rotations, while the two-dimensional sequential loading configuration was not studied.
In [11], the authors studied four classes of 2L-VRP, including item rotation and sequential
loading, and a saving-based ant colony optimization (ACO) algorithm was designed to
solve the problem. This is the first published research that deals with the four classes
of 2L-VRP, namely, unrestricted oriented loading (2|UO|L), unrestricted rotation-allowed
loading (2|UR|L), sequential oriented loading (2|SO|L) and sequential rotation-allowed
loading (2|SR|L). Recently, a simulated annealing method [12] was proposed for solving
four classes of 2L-VRP, which improved loads of best-known solutions. Thus far, a large
number of extended 2L-VRPs have received research attention, e.g., 2L-VRP with back-
hauls [13], 2L-VRP with heterogeneous fleet [14,15], 2L-VRP with split delivery [16] and
three-dimensional constrained vehicle routing problem [17–19]. Nevertheless, the above
research generally considers that the geographic location, demand, central depot, vehicle
driving status and other information of customers are known in advance and do not change.
This, however, may not be consistent with some real-world scenarios involved with uncer-
tain information. In this context, deterministic models for 2L-VRP cannot capture these
uncertainties observed in practice.

As stated in [20], the uncertain vehicle routing problem contains two kinds of impor-
tant uncertain information: information quality and information evolution. Information
evolution refers to the fact that some information may not be known in advance and will
be revealed over time during the transportation process, which is known as the dynamic
VRP. Information quality refers to the uncertainty of some information; for example, the
distribution of some information, which is usually modeled as a probability function.
This is generally known as the stochastic VRP (SVRP). Taking the uncertainty and the
prior knowledge of the uncertain information into account is of significant importance for
optimizing the routing schedule that avoids infeasibility and saves transportation costs.

At present, one of the most common solution frameworks for stochastic routing prob-
lems is prior optimization. It models the problem in two stages: determining a set of prior
routes with uncertain information and making decisions as deterministic information is ob-
tained based on pre-determined policies. Generally, stochastic programming with recourse
(SPR) and chance-constrained programming (CCP) are used to determine the “prior solu-
tion” [21]. In the CCP, the problem is solved so that the probability of route failure is below
a certain level, and the cost of failures is ignored. In the SPR, it determines the first-stage
solution that minimizes the expected cost of the second-stage solution. Although the SPR is
more difficult to solve than the CCP, the SPR objectives are more meaningful [21]. Therefore,
most of the research focused on studies using the SPR approach to address the SVRP. For
example, Refs [22–24] studied the VRP with stochastic customers, stochastic travel time
and stochastic demand, respectively, which were modeled as stochastic programming and
the corresponding solution algorithms were proposed. However, the above studies did not
consider the loading problem, which limited the applicability of these studies to certain
scenarios, where each customer consists of a certain number of weighed items with a given
width and length.
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In [25], the authors investigated a SVRP with uncertain demands, where a discrete
probability distribution was adopted to characterize the height and width. In this work, the
authors presented a two-stage stochastic program to describe this problem and proposed
an inter L-shaped method to solve it. Guimarans et al. in [26] studied a 2L-VRP considering
stochastic travel time, which was modeled as a two-stage stochastic program. However,
only the 2|UO|L and 2|UR|L loading configurations were studied in this work, while the
two-dimensional sequential loading configuration was not considered. It is also commonly
encountered, for example, in less-than-truckload operations, where a stable set of customers
is served on a regular basis, but not every customer requires a visit every day; namely, the
presence of customers is probabilistic.

With the aforementioned problems and main purpose of this study, the main contri-
bution of this study is fourfold: (i) By addressing the characteristics of customer-presence
uncertainty and two-dimensional patterns in logistics distribution, this study investigates
novel extensions of the vehicle routing problem known as the 2L-VRPSC. (ii) A stochastic
programming model of 2L-VRPSC is first proposed based on Monte Carlo simulation and
scenario analysis. (iii) To solve this problem, an enhanced adaptive tabu search algorithm
incorporating a multi-order bottom-fill-skyline packing heuristic, i.e., EATS-MOBFS, is
proposed, where multiple neighborhood operators are designed. Monte Carlo simulation
and scenario analysis are integrated into the search process to assess the performance of the
obtained solutions and provide guidance to the algorithm during the solution-searching
process. (iv) Benchmark instances of 2L-VRPSC are generated by extending the classical
2L-VRP benchmark instances. The experimental results verify the applicability of the pro-
posed model and solution approach for dealing with customers’ uncertainties in 2L-VRPSC,
which can provide more practical and economic solutions to scenarios with customer
presence uncertainty.

The remainder of this paper is organized as follows. Section 2 describes 2L-VRPSC
and presents its mathematical formulation. Section 3 presents the EATS-MOBFS method for
solving the 2L-VRPSC. Extensive computational results are presented in Section 4, followed
by the conclusions in Section 5.

2. Mathematical Formulation of the 2L-VRPSC
2.1. Problem Description

In the 2L-VRPSC, there is a central depot, several vehicles and customers, where the
presence or absence of a customer is probabilistic. To save time and resources consumed
for re-routing, distribution companies usually adopt a pre-optimization strategy; namely,
the distribution companies follow the pre-designed routes and directly skip the customer
that does not require service and move on to the next customer. Therefore, the purpose
of the 2L-VRPSC is to reasonably arrange the routes and customer service order to meet
the loading constraints for the purpose of minimizing the total expected cost of the final
scheduling plan.

Therein, the assumptions of the 2L-VRPSC are listed as follows: (i) the demand of
every customer is known beforehand, but the presence or absence of a customer is uncertain;
(ii) the geographical information of the customers and the depot is known, and all nodes in
the distribution network are completely connected; and (iii) the attributes of homogeneous
vehicles are known.

2.2. Stochastic Programming Model of the 2L-VRPSC

The Monte Carlo method is adopted in this study to simulate customer uncertainties,
and a scenario reduction approach is applied to generate a reasonable number of scenarios
with good tractability and fidelity, as well as diverse characteristics. Then a stochastic
programming model is developed based on the obtained scenarios.
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2.2.1. Customer Uncertainty Modeling Based on Monte Carlo Simulation

Due to the fact that the complexity of simulation grows exponentially with the number
of customers, we adopt the Monte Carlo method [27,28] to generate scenarios to simulate the
uncertainty of customers according to the discrete probability distribution of all customers.
Specifically, for each customer, assuming that the probability that customer i requires service
is pi, a random number ui ∈ [0, 1] is generated by using the random sampling method. If
ui > pi, customer i requires service; otherwise, the customer does not need service. For each
scenario, each customer is sampled to generate the probability that requires service; namely,
each scenario s corresponds to a set of random variables {u1, u2, · · · , ui, · · · , un−1, un}i∈V0

.
After a finite number of samples, a large number of scenarios are generated to simulate the
uncertainty of customers.

However, for a given solution τ with n customers, the number of the scenario can be
up to 2n, and such large-scale scenarios will lead to a heavy computation burden. To balance
the diversity and fidelity, the size of the scenarios is reduced via the scenario-reduction
techniques according to the probability and the correlation among scenarios [29,30]. The
simultaneous backward reduction technique [31] is adopted to approximate the original sys-
tem with high confidence and promote the diverse characteristics of the generated scenarios,
which is described in Algorithm 1 below. In Algorithm 1, terms s and s

′
are used to denote

different scenarios. Specifically, the distances between all the scenarios are calculated (line 1).

Here the distance between scenario s and s
′

is defined as DTs,s′ =
√

∑n
i=1(as

i − as′
i )

2, i ∈ V0,
where as

i is a binary variable that indicates whether customer i is served in scenario s.
Afterward, the probability of each pair of the nearest scenarios is calculated, and the pair
with the lowest probability is selected (Algorithm 1 line 4). The scenario pair with the
lowest probability will be eliminated, and the probability of all other scenarios will be up-
dated (Algorithm 1 line 5). This process is repeated until the desired number of remaining
scenarios is obtained.

Algorithm 1: Scenario Reduction.
Input: the initial set of scenarios I
Output: the preserved set of scenarios S

1 Calculate the distances between all of the scenarios.
2 while the predefined size of remaining scenarios is not met do
3 Find other nearest scenario s to each scenario s

′
(i.e., the distance DTs,s′

between scenario s and s
′

is smallest).
4 Compute the probability for each pair of nearest scenarios and choose the one

with the lowest probability.
5 Eliminate the scenarios and update the probability of the remaining scenarios.
6 end

2.2.2. Formulation of the 2L-VRPSC

In this study, the 2L-CRPSC is described as a complete undirected graph G = (V, E).
Therein, V = V0 ∪ 0 consists of n customers (V0 = {1, 2, · · · , n}) and a depot (node 0). Each
customer i(i ∈ V0) consists of mi rectangular items with a total weight of qi. Each item of
customer i is denoted by a pair of indices (i, b), and its width and length are denoted by
wib and lib(b = 1, 2, · · · , mi), respectively. A fleet of K homogeneous vehicles is available,
and each vehicle has a maximum capacity Q and a rectangular loading surface with width
W and length L. Additional notations are described as follows:
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Sets and parameters:
Vp, Va: Set of customers that require service and do not require service (Vp ∪Va = V0,

Vp ∩Va = ∅).
S: Set of preserved scenarios, indexed by s and s

′
(s, s

′ ∈ S).
R: Set of feasible routes, where Rk represents a feasible route visited by vehicle k.
σi: Parameter that indicates the order that customer i is visited along the route

(i ∈ Rk).
dij: Distance (i.e., travel cost) between node i and node j ((i, j) ∈ E).

Variables:
zk

ij: Binary variable, zk
ij = 1 if and only if vehicle k travels from node i to node j,

0 otherwise.
xib, yib: Integer variables that define the coordinate of the bottom-left corner of item b

belonging to customer i in a vehicle.
Ωib: Integer variable that indicates whether item b of customer i has been rotated.

Let pi be the probability that customer i requires service (assuming independence
between customers), then the probability of scenario s ∈ S can be expressed as follows:

P(s) = ∑
i∈Vp

pi ∑
j∈Va

(1− pj). (1)

The objective of the 2L-VRPSC problem is to find a prior solution with minimal
expected length. Based on the customer uncertainty modeling method described in
Section 2.2.1, we simulate solution τ to construct a desired number of scenarios so as
to calculate the expected length E(Lτ), i.e.,

Minimize E(Lτ) = ∑
s∈S

P(s)Lτ,Va(s), (2)

where Lτ,Va(s) is the length of solution structure corresponding to scenario s, in which the
customers Va that do not require service are skipped. Figure 1 illustrates an example of the
prior solution and scenario with nine customers. In the example, customers 2 and 7 do not
require service, and thus, vehicles skip them and visit other customers in the same order as
they appear in the prior solution.

In the proposed approach, the prior solution is built satisfying the following constraints:

∑
j∈V0

z0jk = ∑
i∈V0

zi0k, ∀k ∈ K, (3)

∑
k∈K

∑
i∈V

zijk = 1, ∀j ∈ V0, (4)

∑
i∈V

ziuk = ∑
j∈V

zujk, ∀u ∈ V0, k ∈ K, (5)

∑
k∈K

∑
j∈V0

z0ik ≤ K, (6)

∑
i:(i,j)∈E

qizijk ≤ Q, ∀k ∈ K, (7)

Constraint (3) ensures that all vehicles departing the depot have to return to the depot.
Constraint (4) enforces that each customer is visited exactly once. Constraint (5) is the
flow conservation constraint. Constraint (7) ensures that each vehicle is not overloaded.
Constraint (6) guarantees that the maximum number of vehicles is not exceeded.
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Figure 1. Example of the prior solution and scenario. (a) A prior solution visits nine customers.
(b) The scenario corresponding to the prior solution, where customers 2 and 7 do not require service
(disconnected from the routes).

Additionally, the packing feasibility of every route must be guaranteed. In this paper,
four different two-dimensional loading configurations with respect to sequential and
rotation constraints are considered. The formulation of the loading constraints that adopted
from [3], are defined as follows:

0 ≤ xib ≤ (W − wib)(1−Ωib) + (W − lib)Ωib, ∀i ∈ V0, b ∈ {1, · · · , mi}, (8)

0 ≤ yib ≤ (L− lib)(1−Ωib) + (L− wib)Ωib, ∀i ∈ V0, b ∈ {1, · · · , mi}, (9){
xib + wib(1−Ωib) + libΩib ≤ xjb′ , or

xjb′ + wjb′ (1−Ωjb′ ) + ljb′Ωib′ ≤ xib, ∀i, j ∈ V0, b ∈ {1, · · · , mi}, b
′ ∈
{

1, · · · , mj
}

,
(10){

yib + lib(1−Ωib) + wibΩib ≤ yjb′ , or

yjb′ + ljb′ (1−Ωjb′ ) + wjb′Ωib′ ≤ yib, ∀i, j ∈ V0, b ∈ {1, · · · , mi}, b
′ ∈
{

1, · · · , mj
}

,
(11)


xib + wib(1−Ωib) + libΩib ≤ xjb′ , or
yjb′ + ljb′ (1−Ωjb′ ) + wjb′Ωjb′ ≤ yib, or
xjb′ + wjb′ (1−Ωjb′ ) + ljb′Ωjb′ ≤ xib,

∀i, j ∈ Rk : σ(i) < σ(j), b ∈ {1, · · · , mi}, b
′ ∈
{

1, · · · , mj
}

.

(12)

Constraints (8) and (9) enforce that each item must be placed in the loading space.
Constraints (10) and (11) enforce that any two items to be transported by the same vehicle
do not overlap. The first-in-last-out (FILO) requirements are modeled by constraint set (12).

3. The Proposed EATS-MOBFS Method for the 2L-VRPSC
3.1. Framework of the Solution Mechanism

With the proven superior performance of the tabu search algorithm in a broad range of
optimization problems [32,33] and the fact that some packing heuristics have shown high
efficiency for solving large-scale two-dimensional packing problems, an EATS-MOBFS is
proposed in this study for efficiently solving the 2L-VRPSC, where the EATS searches
for the optimal routing combination while the MOBFS checks the feasibility of each
route and guides the EATS searches to feasible solutions. To deal with the stochastic
nature of the 2L-VRPSC, Monte Carlo simulation and scenario analysis methods are inte-
grated for the solution-searching process of the algorithm to calculate the total expected
transportation cost.

The framework of the solution approach is shown in Algorithm 2. Specifically, the
solution approach first constructs a feasible initial solution (Algorithm 2 line 1) and itera-
tively improves the initial solution by performing a non-tabu move or a move that satisfies
the aspiration criterion (i.e., better than an incumbent best solution) in each iteration. In
each iteration, a neighborhood operator is selected based on the self-adaptive mechanism
(Algorithm 2 line 6). Therein, each operator is associated with a weight and is selected
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periodically and probabilistically according to its performance in the previous iterations
(pu iterations). After pu iterations (i.e., inner-layer iterations), a diversification mecha-
nism based on the remove-reinsert strategy inspired by large neighborhood search [34]
is called to avoid the algorithm being trapped at a local optimum (Algorithm 2 line 20).
Moreover, Monte Carlo simulation is called to estimate the expected transportation cost
in lines 2 and 11, and MOBFS is evoked to examine the loading feasibility of the solution
in lines 1 and 9. In the following, the key components of the solution approach will be
detailed, including initial solution construction in Section 3.1.1, neighborhood operators in
Section 3.1.2, adaptive weight adjustment in Section 3.1.3, diversification mechanism in
Section 3.1.4 and the proposed MOBFS in Section 3.2.

Algorithm 2: The proposed solution approach for the 2L-VRPSC.
Input: Dataset of the 2L-VRPSC
Output: Solution of the 2L-VRPSC X∗

1 Construct an initial solution X0, set X = X0, X∗ = X0. (Section 3.1.1)
2 Calculate the expected transportation cost by Monte Carlo simulation.
3 while maximum out-layer iterations are not met do
4 while maximum inner-layer iterations are not met do
5 Select a neighborhood operator according to their possibilities.
6 Create a candidate solution list by the selected neighborhood operator.

(Section 3.1.2)
7 Find the best solution X

′
from the candidate list.

8 if capacity constraint is satisfied then
9 Check the loading feasibility of the solution. (Section 3.2)

10 if loading constraints is satisfied then
11 Calculate the expected transportation cost of X

′
(denoted by

Ob(X
′
)) by Monte Carlo simulation.

12 if Ob(X
′
)<Ob(X) then

13 Update the current solution, set X = X
′
.

14 end
15 end
16 end
17 Update the tabu list.
18 end
19 Update the weights of neighborhood operators. (Section 3.1.3)
20 Call the diversification mechanism to generate new solution. (Section 3.1.4)
21 end

3.1.1. Initial Solution Construction

In this study, an insertion-based mechanism is utilized to construct the feasible initial
solution. Algorithm 3 provides the pseudocode for the initialization process. Specifically,
the customers are first sorted in descending order based on the total area of their items,
and K empty routes are generated (Algorithm 3 line 1). Afterward, each customer i is
sequentially assigned to the route that has the smallest unoccupied loading surface that
does not violate the loading constraints (i.e., can accommodate the items of customer
i) (Algorithm 3 line 4–5). If a feasible route is found, the customer is inserted into the
position of this route with the minimum incremental cost. Otherwise, if customer i cannot
be inserted into any of the K routes, the position of customer i and a randomly selected
customer will be exchanged, and the former procedure is restarted under the new customer
sequence (Algorithm 3 line 7).
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Algorithm 3: Initial Solution Generator.
Input: Set of customers, set of vehicles K
Output: Initial solution

1 Sort the unremoved customers in descending order of the total area of its items.
2 while customers are left uninserted do
3 for customer i to n do
4 Sort the vehicles in descending order according to the area of unoccupied

loading surface.
5 Insert the customers into this route in the position that leads to the

minimum incremental cost.
6 if route is not feasible then
7 Exchange the position of customer i and another randomly selected

customer.
8 else
9 i = i + 1

10 Update the unoccupied loading surface of each vehicle.
11 end
12 end
13 end

3.1.2. Neighborhood Operators

It is widely believed that the performance of the tabu search (TS) algorithm is greatly
dependent on the neighborhood operators. To overcome the dependence of the algorithm
on a single neighborhood, six neighborhood operators derived from the segment exchange
(SE) [9] and move combination (MC) [9] are adopted. It is noteworthy that the loading
feasibility of each route must be checked by invoking the proposed MOBFS heuristic in
each iteration. During each search for candidate solutions, infeasible operations, which
violate the two-dimensional loading constraints or vehicle capacity, are not allowed.

Segment exchange (SE): This operator first selects two segments of customers (i.e.,
a sequence of customers) from different randomly chosen routes and then exchanges the
positions of two segments of customers. Note that if the resulting solution is infeasible, the
exchange is canceled. Moreover, considering the weights of items and loading constraints, a
longer segment leads to a lower probability with, which this segment can have a successful
exchange. To increase the probability of obtaining a feasible solution, the exchange is
only executed between segments of the same length. Based on these considerations, the
segment length is limited to two and three customers, and the corresponding neighborhood
operators are denoted as SE2 and SE3, respectively.

Move combination (MC): This operator randomly selects two types from the six move
types presented in Figure 2, which is marked as MC2. For each selected type, it repeatedly
tries to execute a random move until the new resulting solution obtained by this move is
feasible. The detailed move types are described as follows, which correspond to Figure 2a–f,
respectively. More details about the move types can be found in [9,12,35].

Intra-swap [35]: This operator tries to swap the positions of two customers selected
from the same route.

Inter-swap [9]: This neighborhood operator swaps the positions of two customers
selected from different routes.

Intra-shift [35]: For this operator, one customer is selected and removed from the
current route and then inserted into another position of this route.

Inter-shift [35]: For this operator, one customer is selected and removed from the
current route and then inserted into another route.

Intra-2opt [9]: For a given route, two non-adjacent segments of customers are deleted,
the middle segment of the route is reversed, and then two new segments of customers are
generated and added to re-connect the route.
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Inter-2opt [9]: Two segments of customers from two different routes are eliminated so
that each route is divided into two parts; then, the first part of each route is concatenated
with the second part of the other route to generate two new routes. If a route is empty, the
other route is split into two new routes.
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Figure 2. Move types used in the EATS algorithm.

Specifically, under the 2|UO|L and 2|UR|L settings, switching the service order of
customers within the same route will not result in loading-infeasible solutions since the
FILO constraints are not considered, and thus intra-route moves do not need to examine
the loading feasibility. While the sequential constraints are imposed, the feasibility of
the resulting solutions constructed by the intra-route and inter-route moves have to be
examined, and only the solution satisfying the loading constraints can be accepted during
the process.

In order to balance the computation burden and quality of solutions, the EATS algo-
rithm performs each individual operator one or two times. As a result, six neighborhood
operators, SE21 (perform SE2 once), SE22 (perform SE2 twice), SE31, SE32, MC21 and
MC22, are derived.

3.1.3. Adaptive Weight Adjustment

In this study, each neighborhood operator is assigned a weight, and a self-adaptive
mechanism is utilized to select neighborhood operators periodically. The weight of each
neighborhood operator is based on the score, which measures how well the neighborhood
operator has performed in the previous iterations (predefined by pu iterations). After pu
iterations, the weight of each neighborhood operator is initially identical and calculated
as follows:

ω(i) =

{
(1− r)ω(i), if θ(i)) = 0
(1− r)ω(i) + r π(i)

θ(i) , otherwise
(13)

where the reaction factor r controls the influence of the recent success of an operator on its
weight. θ(i) denotes the number of times the neighborhood operator i has been used during
the pu iterations. π(i) is the score of neighborhood operator i, which is initially set to zero
and updated according to its performance during each iteration as follows: (i) increase
δ1 if the chosen neighborhood operator generates a new solution that is better than the
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current best solution; (ii) increase δ2 if the chosen neighborhood operator generates a better
solution compared to the current one.

3.1.4. Diversification Mechanisms

The main advantage of tabu search is that it can avoid revisiting recent solutions via
the tabu list, while it emphasizes relatively small and local neighborhoods [36]. Based on
this consideration, a diversification mechanism is integrated to enhance the exploration
capability of EATS, which is inspired by the remove-reinsert strategy in the large neigh-
borhood search [34]. The basic idea of the remove-reinsert method is to reconstruct the
obtained local optimum solution by ruining the incumbent best solution first and then re-
constructing a new feasible solution. First, several similar customers are removed from the
solution according to the Shaw removal heuristic [37], expecting to create a new, perhaps
better, solution by the reinsertion process. To quantify the similarity of two customers, a
relatedness indicator r̃(i, j) is proposed as follows:

r̃(i, j) = α1(
dij

dmax
) + α2

∣∣qi − qj
∣∣+ α3(1−

∣∣Ki ∩ Kj
∣∣

min
{
|Ki|,

∣∣Kj
∣∣} ) (14)

where dmax denotes the maximal distance over all dij (i, j ∈ N), which is used for standard-
izing dij. Term Ki denotes the set of vehicles able to serve customer i, and |Ki| denotes the
number of vehicles in set Ki. Terms α1, α2, α3 are weight coefficients.

As shown in (14), the relatedness indicator consists of three aspects: (i) the distance be-
tween customers, (ii) the difference in demands between customers, and (iii) the difference
in the number of vehicles that can serve customers.

In the reinserting process, the customers that have been removed from the solution
are first sorted in descending order according to the total area of their items and reinserted
into the partial solution one by one. The route and position of a customer are decided
by the same insertion-based rule used in the initial solution construction (Section 3.1.1).
When a customer cannot be inserted into any route, other customers in a partial solution
are randomly erased one by one until the given customer can be inserted into the partial
solution successfully. Then the mechanism restarts the reinserting process with the erased
customers. The reinserting process is repeated until a complete solution is found. The
pseudocode Algorithm 4 for the removal process is shown as follows. The removal process
initially selects a customer i randomly (Algorithm 4 line 1). Then it repeatedly chooses
an already selected customer, j, and selects a new customer that is most related to i
(Algorithm 4 line 4–7). The process stops when ρ customers have been chosen. Moreover, a
determination parameter φ (φ ≥ 1) (Algorithm 4 line 7) introduces some randomness into
the request selection process (a high value of φ corresponds to low randomness).

Algorithm 4: Removal Operation.
Input: Destruction degree ρ, integer φ and current solution X
Output: The set of customers removed (Rm)

1 Randomly select a customer i to remove from X, Rm = {i} .
2 while |Rm| < ρ do
3 Select a request randomly from Rm.
4 Rl be the requests list sorted in descending order of relatedness.
5 Generate a random number a from the iternal [0, 1).
6 Remove j = Rl

[
|Rl | · aφ

]
from X.

7 Rm = Rm ∪ {j}.
8 end

3.2. The Proposed MOBFS Method for Two-Dimensional Loading

In this study, we investigated four classes of the 2L-VRPSC with respect to different
loading configurations. A MOBFS packing heuristic is proposed, which is extended from a
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bottom-left-fill algorithm and a skyline-based heuristic. The MOBFS method considers not
only the area of items but also the length and width of the items as the sorting criterion to
generate the loading sequence (Algorithm 5 line 1). When sequential loading constraints
are imposed, we will first sort all the items by the reverse visiting order of its customers and
then use the above sorting rules to sort the rectangles of each customer (Algorithm 5 line 3).
Thereafter, these two heuristics are called in sequence (Algorithm 5 line 4). Specifically,
the sophisticated skyline-based heuristic will be called only if the BLF fails to produce
a feasible loading solution. If neither heuristic can find a feasible packing solution, a
tabu search procedure will be called by swapping two non-tabu items to generate a new
sequence (Algorithm 5 line 9). The pseudocode of the presented MOBFS heuristic for
two-dimensional loading is shown in Algorithm 5. Detailed improvements in the packing
heuristics are described in the following subsections.

Algorithm 5: The proposed MOBFS algorithm for two-dimensional loading.
Input: Route R and corresponding items
Output: Packing sequence

1 Sort the items to generate three orderings Ord1, Ord2, Ord3.
2 for each ordering Ordi of the three orderings do
3 Let It be the sequence of all rectangular items and |It| be the number of items.
4 for j = 1 to 2 do
5 if Heurj(It) places all items then
6 return success
7 else
8 for k = 1 to MaxIter do
9 Generate |It| non-tabu sequences from It by swapping two items.

10 Let I∗t be the sequence with the highest area utility using Heurj.
11 if Heurj(I∗t ) places all items then
12 return success
13 else
14 It = I∗t and update the tabu list.
15 end
16 end
17 end
18 end
19 end

3.2.1. Improved Bottom-Left-Fill Heuristic

The first heuristic that we use is the modified classical bottom-left-fill (BLF) [38],
obtained by generalizing this method to the four classes of the two-dimensional loading
configurations. In the BLF heuristic, it maintains a list of locations to indicate where the
items may be placed from the bottom left. Each sorted item is then placed in the lowest
and leftmost position available that satisfies all constraints.

As shown in Figure 3, the numbers indicate the locations where item 5 may be placed.
When item 5 is placed, it may be placed under item 4 according to the BLF method, which
violates the sequential loading constraint that may be required in the unloading process.
To overcome this drawback, we enhance the BLF by introducing a covering strategy, which
enforces the FILO constraint without undermining its high performance in the packing
process. Specifically, after each item is placed into the truck, the covering operations, as
shown in Figure 4, is implemented first to form a new virtual item. Thereafter, the list of
locations is updated, and the process of placing the items in the specified order is repeated,
which is described as follows:
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Figure 3. An example of violating the sequential loading constraint when using the BLF.

If the next placed item i completely covers the placed item k, then items i and k are
combined into one article, as article i, the information belonging to item k becomes 0. The
length of article i is equal to item i, while the height is equal to the sum of items 3 and 4. As
shown in Figure 4, item 3 is completely covered by item 4, so items 3 and 4 are combined
into article 4.

1
2

3

4
1

2 4

1
2

3

4
1

2 4
3

(a) (b)

(a) (b)

Figure 4. An example of complete covering.

As such, the improved BLF heuristic is capable of handling four classes of loading
configurations. Under the 2|UO|L and 2|SO|L settings, we only check the placement of
an item in a position without rotation, while the covering strategy is implemented under
the 2|SO|L setting. Under the 2|UR|L and 2|SR|L settings, the placement of an item in a
position is checked first with the item’s original orientation and the placement with a 90◦

item rotation will be checked only if the attempted placement turns out to be infeasible.
Moreover, the covering strategy is implemented only under the 2|SO|L and 2|SR|L settings.

3.2.2. Improved Skyline-Based Heuristic

The skyline-based heuristic was first proposed to solve the two-dimensional rectangle
packing problem, and the key is selecting the position of the items on the loading surface. A
set of selection criteria were proposed for this purpose, and more details can be found in [9].

One of the selection criteria is selecting the placement with minimum local waste
at every stage of the packing process. However, this wasted space measure is only a
measure of the actual number of wasted space segments, ignoring a measure of the total
area of wasted space segments. Therefore, we further quantify the wasted area and propose
the wasted-area-based selection criterion to determine the positions of items, i.e., if there
are multiple candidate positions with the same number of wasted space segments, the
algorithm will select the position with the minimum total wasted area. It is motivated by
the assumption that if the area of wasted space is minimized at every stage of the packing
process, the remaining unplaced items will be more likely to be placed. The four types of
wasted space are given in Figure 5a–d.

Let wmin and hmin be the minimum width and height of the remaining rectangular
items, respectively. The pattern area in case (a) is always considered wasted space. The
pattern areas in cases (b) and (c) are considered wasted if the length of the gap is less than
wmin. The pattern area in case (d) is wasted if the gap is less than hmin.



Sustainability 2023, 15, 1741 13 of 23

Case (a) Wasted space below

Case (c) Wasted space to the right

gap

Case (b) Wasted space to the left

gap

Case (d) Wasted space above

gap

Figure 5. Illustration of four types of wasted space (pattern areas are the wasted space).

Based on the above improvements, we apply the skyline-based heuristic to the four
classes of two-dimensional loading configurations. Under the 2|UO|L and 2|SO|L settings
in which item rotation is not allowed, it only evaluates the feasibility and area of the wasted
space for each pair item-position without rotation. Under the 2|UR|L and 2|SR|L settings,
it evaluates the feasibility, wasted area of rotation and non-rotation to decide the placement
position and whether to rotate so as to improve the utilization of the wasted space in the
packing process.

4. Computational Experiments

The experiments and experimental results based on a number of widely used 2L-
VRP benchmarks and 2L-VRPSC instances are presented, which are compared with a few
existing methods. The algorithm is coded in MATLAB 2018b, and all experiments are
executed on a desktop PC with Intel Core i5-5200U(2.20GHz) and 8 gigabytes of RAM
running on a Windows 7 operating system.

4.1. Testing Instances and Parameters

The 2L-VRP benchmarks generated in [4] incorporate a fleet of vehicles with a
40 × 20 squared units for loading and a maximum capacity of weight. According to the
characteristics of the demanded items, the instances of 2L-VRP are categorized into 5 classes,
as shown in Table 1. Table 2 shows the details of the number of customers (denoted by n),
total number of items (denoted by M = ∑n

i=1 mi), and the number of vehicles (denoted by
|K|). More details can be found in Ref [3], and all 2L-VRP instances can be downloaded
from http://www.or.deis.unibo.it/research.html, accessed on 10 May 2020.

Table 1. Characteristics of the demanded items of Classes 1–5 instances.

Class |mi|
Vertical Homogeneous Horizontal

Length Width Length Width Length Width

1 1 1 1 1 1 1 1
2 [1,2] [0.4 L,0.9 L] [0.1 W,0.2 W] [0.2 L,0.5 L] [0.2 W,0.5 W] [0.1 L,0.2 L] [0.4 W,0.9 W]
3 [1,3] [0.3 L,0.8 L] [0.1 W,0.2 W] [0.2 L,0.4 L] [0.2 W,0.4 W] [0.1 L,0.2 L] [0.3 W,0.8 W]
4 [1,4] [0.2 L,0.7 L] [0.1 W,0.2 W] [0.1 L,0.4 L] [0.1 W,0.4 W] [0.1 L,0.2 L] [0.2 W,0.7 W]
5 [1,5] [0.1 L,0.6 L] [0.1 W,0.2 W] [0.1 L,0.3 L] [0.1 W,0.3 W] [0.1 L,0.2 L] [0.1 W,0.6 W]

http://www.or.deis.unibo.it/research.html
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Table 2. Details of Classes 1–5 instances.

Instance n
Class 1 Class 2 Class 3 Class 4 Class 5

M |K| M |K| M |K| M |K| M |K|
1 15 15 3 24 3 31 3 37 4 45 4
2 15 15 5 25 5 31 5 40 5 48 5
3 20 20 4 29 5 46 5 44 5 49 5
4 20 20 6 32 6 43 6 50 6 62 6
5 21 21 4 31 4 37 4 41 4 57 5
6 21 21 6 33 6 40 6 57 6 56 6
7 22 22 3 32 5 41 5 51 5 55 6
8 22 22 5 29 5 42 5 48 5 52 6
9 25 25 8 40 8 61 8 63 8 91 8

10 29 29 3 43 6 49 6 72 7 86 7
11 29 29 4 43 6 62 7 74 7 91 7
12 30 30 9 50 9 56 9 82 9 101 9
13 32 32 3 44 7 56 7 78 7 102 8
14 32 32 4 47 7 57 7 65 7 87 8
15 32 32 5 48 6 59 6 84 8 114 8
16 35 35 11 56 11 74 11 93 11 114 11
17 40 40 14 60 14 73 14 96 14 127 14
18 44 44 4 66 9 87 10 112 10 122 10
19 50 50 5 82 11 103 11 134 12 157 12
20 71 71 4 104 14 151 15 178 16 226 16

We run the proposed EATS-MOBFS method 10 times for each instance with the
same parameters. Therein, the parameters of the proposed EATS-MOBFS algorithm are
determined using the Irace package presented in [39]. The irace package is a general-
purpose configurator and only requires the definition of a configuration scenario. Given
a set of representative instances and a set of possible values for each parameter, the Irace
package determines an appropriate combination of values for the parameter configuration.
The Irace package iteratively applies a racing procedure in which several configurations are
incrementally evaluated on bigger subsets of the training instance set. Specifically, the Irace
package uses an iterative racing method or automatic configuration consisting of three
steps: (i) sampling new configurations according to a particular distribution, (ii) selecting
the best configurations from the newly sampled configurations by means of racing and
(iii) updating the sampling distribution to drive the sampling toward the best configuration.
These steps are repeated until the termination criterion is met. More details about the Irace
package can be found in [39].

For the Irace scenario configuration, instances with 15, 30, 50 and 71 customers are
taken as representative instances for parameter tuning. Each parameter of the EATS is
provided with a set of possible values in a specified range for tuning. Namely, δ1 and δ2
(δ1 > δ2) range from 0 to 50. Parameters r and µ are set from 0 to 1. Parameters α1, α2 and
α3 range from 0 to 10. Afterward, a parameter combination is selected based on the best
average result for the testing instances. Specifically, the weight adjustment algorithm is
controlled by three parameters, δ1, δ2 and r, which are set to 33, 13 and 0.25, respectively.
In the diversification procedure, the removal process is controlled by three parameters:
α1, α2 and α3, which are 9, 2 and 5, respectively. Parameter µ is set to 0.4 for controlling
the maximum number of customers that can be removed in the diversification procedure,
and a random number ρ, 1 ≤ ρ ≤ min(15, µ · n) determines the exact number of removed
customers, where n is the total number of customers. In addition, the inner-layer iterations
are set to 50; the outer-layer iterations are set to 5000.
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4.2. Computational Results
4.2.1. Results on the 2L-VRP Benchmark Instances

Moreover, four classes of 2L-VRP are tested and compared with existing methods,
as shown in Tables 3–8. Tables 4–7 present the results obtained by our method under the
2|UO|L, 2|SO|L, 2|UR|L, 2|SR|L settings, respectively. Therein, “Gap” denotes the percent-
age gap between the Cost and BKS (best-known solution) (Gap(%) = 100 × (Cost-BKS)/BKS).

Table 3. Comparison results for the 2L-VRP under the 2|UO|L and 2|SO|L settings (average
over Classes 2–5). Other state-of-the-art approaches: GRASP [40], PRMP [8], EGTS+LBFH [35],
BR-LNS [41] and LS [42].

Inst.

UO SO

GRASP EGTS+LBFH LS EATS-
MOBFS EGTS+LBFH PRMP BR-LNS EATS-

MOBFS

1 282.68 295.46 281.23 281.84 303.40 287.09 291.43 288.61
2 343.56 341.89 339.26 339.26 345.23 344.21 344.21 344.21
3 378.07 379.41 374.07 377.35 387.89 381.40 381.40 381.40
4 435.00 440.85 435.01 435.01 443.25 439.97 439.97 441.11
5 380.63 382.23 379.03 379.03 387.61 382.39 382.39 382.85
6 497.62 498.97 496.90 498.83 502.25 499.48 499.48 500.55
7 679.43 699.29 690.68 697.36 715.54 702.27 701.63 702.27
8 694.81 701.77 679.34 678.84 716.36 699.55 702.85 702.87
9 612.01 614.67 612.01 612.98 621.23 614.54 615.94 619.75
10 657.29 705.04 676.73 681.46 731.70 688.48 687.55 688.63
11 709.27 731.41 703.64 721.83 762.83 725.83 724.43 723.47
12 611.12 617.47 611.26 615.21 622.35 614.52 614.52 618.09
13 2457.79 2581.41 2491.18 2527.36 2647.88 2554.93 2556.06 2572.99
14 973.96 1030.50 974.76 985.49 1075.04 1027.38 1022.76 1024.40
15 1180.04 1194.71 1130.36 1128.18 1223.19 1189.97 1185.19 1196.97
16 699.80 702.46 699.79 699.79 703.74 701.02 702.03 702.03
17 861.79 862.63 864.06 864.47 869.93 864.06 865.73 867.13
18 1048.33 1065.94 1031.11 1048.48 1096.57 1057.99 1062.15 1073.18
19 743.50 771.57 740.66 753.67 798.2 766.05 763.75 777.73
20 511.72 545.82 512.84 522.11 559.17 534.87 535.055 541.33

Table 3 compares the best average cost of the classes (Classes 2–5) for each test instance
(Instance 1–20) against the previous approaches, which shows our approach is capable of
yielding comparable solutions under the 2|UO|L and 2|SO|L settings. Under the 2|UO|L
setting, the overall performance of the proposed EATS-MOBFS method slightly outper-
forms those of GRASP × ELS and EGTS + LBFH. In comparison to GRASP × ELS and
EGTS + LBFH, the proposed approach is able to produce better solutions for 6, 19 out of
20 instances, respectively. Under the 2|SO|L setting, our approach is superior to that of
EGTS + LBFH and has gained comparable results compared with those obtained by PRMP
and BR-LNS. Specifically, our approach can yield better solutions for 20 out of 20 instances
compared with EGTS + LBFH.

As shown in Table 4, the best results were obtained by our approach on some instances
of Classes 2–5 under the 2|UO|L setting, which shows the proposed EATS-MOBFS method
has reached the best-known solutions for 9, 8, 8 and 10 instances in Classes 2–5, respectively.
In addition, the average percentage gaps between the solutions obtained by the proposed
EATS-MOBFS method and the best-known solutions (BKS) are 0.72%, 1.01%, 0.91% and
0.88% for the instances in Classes 2–5, respectively. It infers that the proposed hybrid
heuristic incorporating EATS and MOBFS is efficient for solving the 2L-VRP under the
2|UO|L setting. Moreover, Table 5 presents the best results obtained by our method on
some instances of Classes 2–5 under the 2|UR|L setting, which shows the proposed EATS-
MOBFS method has reached the best-known solutions for 8, 10, 7 and 10 testing instances
in Classes 2–5, respectively. In addition, the average percentage gaps between the solutions
obtained by our method and BKS are 0.56%, 0.50%, 0.54% and 0.54% for the instances in
Classes 2–5, respectively. It infers that the proposed hybrid heuristic is efficient for solving
the 2L-VRP under the 2|UR|L setting.
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Table 4. Result for 2|UO|L 2L-VRP (Classes 2–5). “BKS” denotes the best-known solution found
among Refs [8,9,12,42].

Inst.
Class 2 Class 3 Class 4 Class 5

BKS Cost Gap BKS Cost Gap BKS Cost Gap BKS Cost Gap

1 278.73 278.73 0.00 284.52 286.95 0.85 282.95 282.95 0.00 278.73 278.73 0.00
2 334.96 334.96 0.00 352.16 352.16 0.00 334.96 334.96 0.00 334.96 334.96 0.00
3 387.70 387.70 0.00 394.72 394.72 0.00 362.41 368.56 1.70 358.40 358.40 0.00
4 430.89 430.89 0.00 430.89 430.89 0.00 447.37 447.37 0.00 430.88 430.88 0.00
5 375.28 375.28 0.00 381.69 381.69 0.00 383.88 383.88 0.00 375.28 375.28 0.00
6 495.85 499.08 0.65 497.17 499.08 0.38 498.32 498.32 0.00 495.75 498.85 0.62
7 725.46 725.46 0.00 678.75 701.08 3.29 700.72 702.45 0.25 657.77 660.44 0.41
8 674.55 674.55 0.00 738.43 738.43 0.00 692.47 692.47 0.00 609.90 609.90 0.00
9 607.65 611.49 0.63 607.65 607.65 0.00 621.23 625.13 0.63 607.65 607.65 0.00

10 689.68 689.68 0.00 615.68 620.33 0.76 710.87 724.77 1.96 678.66 691.04 1.82
11 684.21 711.08 3.93 706.73 723.00 2.30 784.88 816.45 4.02 624.82 636.77 1.91
12 610.57 614.24 0.60 610.00 622.15 1.99 614.24 614.24 0.00 610.00 610.23 0.04
13 2585.72 2588.81 0.12 2436.56 2477.97 1.70 2548.06 2607.66 2.34 2334.78 2434.99 4.29
14 1038.09 1038.20 0.01 996.25 1016.17 2.00 981.00 985.01 0.41 871.22 902.58 3.60
15 1013.29 1017.95 0.46 1149.99 1149.99 0.00 1181.30 1184.85 0.30 1159.94 1159.94 0.00
16 698.61 698.61 0.00 698.61 698.61 0.00 703.35 703.35 0.00 698.61 698.61 0.00
17 863.66 870.86 0.83 861.79 862.62 0.10 861.79 862.62 0.10 861.79 861.79 0.00
18 1004.99 1038.77 3.36 1069.45 1081.44 1.12 1116.45 1147.35 2.77 917.94 926.34 0.92
19 754.53 770.96 2.18 771.66 786.43 1.91 775.87 801.25 3.27 644.59 656.04 1.78
20 517.06 525.75 1.68 521.31 541.47 3.87 537.56 540.34 0.52 470.33 480.89 2.24

Ave 738.57 744.34 0.72 740.20 748.64 1.01 756.98 766.20 0.91 701.10 710.72 0.88

Table 5. Result for 2|UR|L 2L-VRP (Classes 2–5). “BKS” denotes the best-known solution found
among Refs [10–12,42].

Inst.
Class 2 Class 3 Class 4 Class 5

BKS Cost Gap BKS Cost Gap BKS Cost Gap BKS Cost Gap

1 278.73 278.73 0.00 282.95 282.95 0.00 282.95 282.95 0.00 278.73 278.73 0.00
2 334.96 334.96 0.00 352.16 352.16 0.00 334.96 334.96 0.00 334.96 334.96 0.00
3 380.35 380.35 0.00 385.32 385.59 0.07 358.40 358.80 0.11 358.40 358.40 0.00
4 430.89 430.89 0.00 430.89 430.89 0.00 447.37 447.37 0.00 430.89 430.89 0.00
5 375.28 375.28 0.00 379.94 381.69 0.46 383.88 383.88 0.00 375.28 375.28 0.00
6 495.85 495.85 0.00 498.16 498.16 0.00 498.32 498.32 0.00 495.85 495.85 0.00
7 715.02 716.82 0.25 664.96 664.96 0.00 686.26 686.26 0.00 657.77 660.37 0.40
8 665.17 674.20 1.36 738.43 741.12 0.36 688.32 692.47 0.60 609.90 619.18 1.52
9 607.65 611.49 0.63 607.65 615.57 1.30 625.13 625.13 0.00 607.65 607.65 0.00
10 667.42 675.21 1.17 591.16 615.36 4.09 703.64 703.73 0.01 678.62 699.01 3.00
11 664.48 667.87 0.51 699.35 699.35 0.00 771.93 777.14 0.67 624.82 624.82 0.00
12 610.00 610.00 0.00 610.00 610.00 0.00 610.23 614.23 0.66 610.09 610.24 0.02
13 2502.65 2504.53 0.08 2377.39 2379.83 0.10 2500.85 2539.44 1.54 2334.59 2334.99 0.02
14 1029.34 1042.38 1.27 988.79 988.79 0.00 955.09 981.00 2.71 871.22 875.07 0.44
15 1001.51 1018.77 1.72 1116.07 1120.75 0.42 1164.63 1168.60 0.34 1159.94 1181.70 1.88
16 698.61 698.61 0.00 698.61 698.61 0.00 703.35 708.20 0.69 698.61 698.61 0.00
17 861.79 874.63 1.49 861.79 861.79 0.00 861.79 863.79 0.23 861.79 861.79 0.00
18 982.44 988.61 0.63 986.30 999.27 1.32 1100.52 1107.94 0.67 917.94 927.98 1.09
19 711.97 726.51 2.04 749.43 753.66 0.56 747.03 765.51 2.47 644.59 651.97 1.14
20 488.69 489.23 0.11 511.46 518.05 1.29 533.77 534.14 0.07 466.79 472.77 1.28

Ave 725.14 729.75 0.56 726.54 729.93 0.50 747.92 753.69 0.54 700.92 705.01 0.54
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Table 6. Results for 2|SO|L 2L-VRP (Classes 2–5). “BKS” denotes the best-known solution found
among Refs [8,9,12,41].

Inst.
Class 2 Class 3 Class 4 Class 5

BKS Cost Gap BKS Cost Gap BKS Cost Gap BKS Cost Gap

1 290.84 290.84 0.00 284.52 286.26 0.61 294.25 296.75 0.85 278.73 280.60 0.67
2 347.73 347.73 0.00 352.16 352.16 0.00 342.00 342.00 0.00 334.96 334.96 0.00
3 403.93 403.93 0.00 394.72 394.72 0.00 368.56 368.56 0.00 358.40 358.40 0.00
4 440.94 440.94 0.00 440.68 445.25 1.04 447.37 447.37 0.00 430.89 430.89 0.00
5 388.72 388.72 0.00 381.69 383.52 0.48 383.88 383.88 0.00 375.28 375.28 0.00
6 499.08 499.08 0.00 504.68 508.61 0.78 498.32 498.65 0.07 495.85 495.85 0.00
7 734.65 734.65 0.00 702.59 709.72 1.01 703.49 703.49 0.00 658.64 661.22 0.39
8 725.91 725.91 0.00 741.12 741.12 0.00 697.92 705.28 1.05 621.85 639.18 2.79
9 611.49 611.49 0.00 613.90 631.37 2.85 625.10 628.48 0.54 607.65 607.65 0.00
10 700.20 700.20 0.00 628.94 637.46 1.35 715.82 717.83 0.28 690.96 699.05 1.17
11 721.54 723.34 0.25 717.37 718.09 0.10 811.56 815.68 0.51 624.82 636.77 1.91
12 619.63 619.63 0.00 610.00 610.23 0.04 618.23 628.25 1.62 610.23 614.24 0.66
13 2669.39 2669.39 0.00 2486.44 2497.42 0.44 2609.36 2690.15 3.10 2416.04 2434.99 0.78
14 1090.55 1101.61 1.01 1039.06 1069.43 2.92 982.25 1002.28 2.04 922.75 924.27 0.16
15 1041.75 1112.54 6.80 1181.68 1197.56 1.34 1246.49 1247.39 0.07 1229.95 1230.37 0.03
16 698.61 698.61 0.00 698.61 698.61 0.00 708.20 712.30 0.58 698.61 698.61 0.00
17 870.86 875.44 0.53 861.79 867.85 0.70 861.79 862.62 0.10 861.79 862.62 0.10
18 1053.09 1059.44 0.60 1102.17 1123.16 1.90 1134.11 1163.87 2.62 926.34 946.27 2.15
19 792.42 801.90 1.20 801.13 802.65 0.19 801.21 824.15 2.86 652.15 682.20 4.61
20 545.68 553.12 1.36 541.58 553.50 2.20 551.61 567.89 2.95 478.15 490.80 2.65

Ave 762.35 767.93 0.59 754.24 761.43 0.90 770.08 780.34 0.96 713.70 720.21 0.90

Table 7. Result for 2|SR|L 2L-VRP (Classes 2–5). “BKS” denotes the best-known solution found
in [10–12].

Inst.
Class 2 Class 3 Class 4 Class 5

BKS Cost Gap BKS Cost Gap BKS Cost Gap BKS Cost Gap

1 278.73 278.73 0.00 284.23 284.52 0.10 282.95 282.95 0.00 278.73 278.73 0.00
2 334.96 334.96 0.00 352.16 352.16 0.00 334.96 334.96 0.00 334.96 334.96 0.00
3 384.93 384.93 0.00 385.32 385.32 0.00 362.41 364.45 0.56 358.40 358.40 0.00
4 430.89 430.89 0.00 430.89 430.89 0.00 447.37 447.37 0.00 430.89 430.89 0.00
5 375.28 375.28 0.00 379.94 385.69 1.51 383.88 383.88 0.00 375.28 375.28 0.00
6 495.85 499.08 0.65 498.16 498.16 0.00 498.32 502.11 0.76 495.85 507.18 2.28
7 716.82 716.82 0.00 668.39 689.01 3.09 686.26 702.45 2.36 657.77 660.37 0.40
8 671.75 674.20 0.36 738.43 741.12 0.36 692.47 705.89 1.94 609.90 609.90 0.00
9 607.65 619.21 1.90 607.65 615.57 1.30 625.10 625.10 0.00 607.65 618.90 1.85

10 684.37 685.21 0.12 615.68 623.29 1.24 708.68 708.68 0.00 680.26 699.01 2.76
11 694.60 694.60 0.00 704.77 711.44 0.95 776.69 776.69 0.00 624.82 624.82 0.00
12 610.00 619.63 1.58 610.00 610.23 0.04 614.24 614.24 0.00 601.00 610.24 1.54
13 2526.07 2534.97 0.35 2436.06 2469.98 1.39 2561.65 2623.65 2.42 2334.78 2334.78 0.00
14 1032.01 1042.83 1.05 1006.69 1012.46 0.57 981.90 988.75 0.70 921.45 928.91 0.81
15 1005.26 1018.77 1.34 1142.18 1170.82 2.51 1171.41 1172.43 0.09 1160.96 1160.96 0.00
16 698.61 698.61 0.00 698.61 698.61 0.00 703.35 708.20 0.69 698.61 698.61 0.00
17 861.79 863.27 0.17 861.79 861.79 0.00 861.79 861.79 0.00 861.79 861.79 0.00
18 988.37 989.21 0.08 1030.69 1031.94 0.12 1104.08 1128.25 2.19 921.29 926.40 0.55
19 731.93 732.64 0.10 757.59 757.59 0.00 776.59 776.59 0.00 651.97 651.97 0.00
20 495.01 501.89 1.39 519.15 536.58 3.36 541.17 549.38 1.52 472.09 488.28 3.43

Ave 731.24 734.79 0.46 736.42 743.36 0.83 755.76 762.89 0.66 703.92 708.02 0.68

Tables 6 and 7 present the best results obtained by our method on some instances of
Classes 2–5 for 2L-VRP under the 2|SO|L and 2|SR|L settings, respectively. Table 5 shows
that our EATS-MOBFS method can obtain high-quality solutions for all instances, where
the average percentage gaps between the solutions obtained by our method and the BKS
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are 0.59%, 0.90%, 0.96% and 0.90% for the instances in Classes 2–5, respectively. Under
the 2|SR|L setting, the corresponding average percentage gaps are 0.46%, 0.83%, 0.66%
and 0.68%, respectively. It is worth noting that the EATS-MOBFS method has reached
the best-known solutions for almost 10 instances in each class. It infers that the proposed
hybrid heuristic is efficient for solving the 2L-VRP under the 2|SO|L and 2|SR|L settings.

As illustrated in Table 8, the results obtained by the proposed EATS-MOBFS under the
2|UR|L and 2|SR|L settings are compared with the existing heuristic approaches, which
shows that the proposed approach is capable of producing comparable results under the
2|UR|L and 2|SR|L settings. Specifically, the overall performance of the proposed EATS-
MOBFS method outperforms that of ACO under the 2|UR|L setting. In comparison to
ACO, our approach is able to produce better solutions for 11 out of 20 instances. Under
the 2|SR|L setting, our approach is superior to that of ACO and has produced comparable
results compared with those obtained by BR-LNS. The proposed approach yields better
solutions for 11 out of 20 instances compared with ACO.

Table 8. Comparison results for the 2L-VRP under the 2|UR|L and 2|SR|L settings (average over
Classes 2–5). Other state-of-the-art approaches: ACO [11], BR-LNS [41] and MS-BR [10].

Inst.
UR SR

ACO MS-BR EATS ACO BR-LNS EATS

1 281.16 280.84 280.84 281.7 281.16 281.23
2 341.02 339.26 339.26 341.021 339.261 339.26
3 372.93 370.62 370.79 376.65 374.07 373.28
4 435.01 435.01 435.01 435.01 435.01 435.01
5 378.60 378.60 379.03 378.59 378.59 380.03
6 497.05 497.05 497.05 497.62 497.045 501.63
7 688.50 681.00 682.10 696.23 685.12 692.16
8 678.75 675.46 681.74 690.10 686.34 682.78
9 612.02 612.01 614.96 612.02 612.01 619.70
10 671.00 667.65 673.33 679.67 674.94 679.05
11 698.25 690.56 692.30 711.67 709.13 701.89
12 611.12 611.06 611.12 613.89 611.12 613.59
13 2468.19 2437.15 2439.70 2513.67 2490.83 2490.85
14 974.81 968.55 971.81 992.53 986.41 993.24
15 1132.49 1112.00 1122.46 1165.38 1131.94 1130.75
16 699.79 699.80 701.01 699.80 699.80 701.01
17 862.37 861.79 865.50 861.79 861.79 862.16
18 1012.20 999.22 1005.95 1018.95 1012.21 1018.95
19 726.96 722.17 724.41 737.73 730.60 729.70
20 508.69 501.90 503.55 517.79 510.35 519.03

To sum up, the proposed approach produces satisfactory performances in solving
the 2L-VRP under all four loading configurations, where the average percentage gaps
between the solutions obtained by the EATS-MOBFS method and the best-known solutions
are 0.97%, 0.48%, 1.14% and 0.64%, respectively. Particularly, our approach has reached
the best-known solutions for 34, 35, 25 and 36 out of 80 instances under four settings,
respectively. It can be observed that the average percentage gaps over the best-known
solutions are smaller under the 2|UR|L and 2|SR|L settings compared with the 2|UO|L
and 2|SO|L settings. Namely, the performance of our approach is more satisfactory under
the 2|UR|L and 2|SR|L settings, while the performance is inferior to the existing state-of-
art methods under the 2|UO|L and 2|SO|L settings. We can also observe that for some
large-scale instances, our proposed approach shows a slight disadvantage over the existing
methods. This is because the 2L-VRPSC is much more complex than the 2L-VRP with
the consideration of the uncertainty of customers. Thus, the proposed solution approach
designed for the 2L-VRPSC is more complex, with the specific strategies integrated into
the initialization and neighborhood search process, which may undermine the exploration
ability of the algorithm when solving the 2L-VRP. Furthermore, the algorithms designed for
the simpler 2L-VRP have less computational burden and may find better solutions within
the same time window.
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4.2.2. Results of the 2L-VRPSC Benchmark Instances

In this section, we extend the Class 2 2L-VRP benchmarks described in the previous
section to generate a large stochastic instance pool. Specifically, four classes of stochastic 2L-
VRPSC instances are generated by varying the probability that customers require service
p = {0.2, 0.4, 0.6, 0.8}. Here, we only test the performance of the approach under the
2|UO|L setting, with the results presented in Table 9. To verify the necessity of considering
customer uncertainty, we use the value of the stochastic solution (VSS) to measure the extra
cost due to ignoring the customers’ uncertainty. The VSS index is defined as the difference
between the expected results of using the expected value problem solution (EEV) and the
here-and-now solution (HN), where the value of HN is the objective value obtained by
stochastic programming model and the value of EEV represents the expected cost of the
scenarios ignoring the customers’ uncertainty. See [43–46] for more information about
these indices.

Table 9. Comparative results of stochastic instances on 2|UO|L 2L-VRPSC under different probabili-
ties that customers require service.

Instance
0.2 0.4 0.6 0.8

EEV HN VSS EEV HN VSS EEV HN VSS EEV HN VSS

1 296.5 289.4 7.1 291.9 287.2 4.7 287.6 285.1 2.6 283.4 282.9 0.4
2 366.9 350.6 16.4 357.3 346.0 11.4 353.6 344.1 9.4 349.2 342.0 7.2
3 409.4 398.4 11.0 419.8 403.4 16.4 455.7 420.3 35.4 416.4 401.8 14.6
4 520.1 473.4 46.7 490.9 459.9 31.0 452.2 441.4 10.8 450.3 440.5 9.8
5 451.6 411.7 39.9 434.8 404.0 30.9 421.2 397.6 23.6 391.5 383.3 8.2
6 595.3 545.1 50.2 572.4 534.5 37.9 541.4 519.8 21.6 515.4 507.2 8.2
7 847.1 783.9 63.2 844.3 782.6 61.7 809.6 766.4 43.2 768.2 746.5 21.7
8 809.2 755.8 53.4 802.9 752.8 50.1 736.0 720.8 15.2 734.2 719.9 14.3
9 700.1 654.3 45.8 684.5 647.0 37.6 667.2 638.7 28.5 632.1 621.7 10.4

10 791.6 738.9 52.7 761.5 724.7 36.8 789.8 738.0 51.7 708.5 699.0 9.5
11 843.5 774.5 69.1 812.8 760.2 52.5 812.8 760.2 52.6 740.0 725.4 14.6
12 712.4 661.5 50.9 693.9 652.9 41.0 689.6 650.8 38.8 641.9 627.9 14.0
13 3069.4 2818.9 250.5 3015.2 2793.9 221.3 2829.7 2706.6 123.1 2682.0 2635.0 47.0
14 1278.3 1152.3 126.0 1225.7 1128.3 97.4 1184.9 1109.4 75.5 1089.7 1063.9 25.8
15 1231.0 1134.8 96.2 1207.5 1123.9 83.6 1160.9 1102.0 58.9 1113.0 1079.0 34.0
16 831.6 762.2 69.4 819.5 756.6 62.8 757.1 727.3 29.9 739.1 718.6 20.5
17 1056.7 961.8 94.9 990.5 931.2 59.3 981.1 926.8 54.3 940.4 907.3 33.1
18 1316.0 1169.2 146.8 1218.4 1125.0 93.4 1170.7 1102.8 67.9 1115.6 1076.5 39.1
19 926.9 845.4 81.6 920.2 842.3 77.9 845.4 807.3 38.1 813.8 792.1 21.7
20 685.6 586.2 99.4 664.5 576.8 87.7 598.1 569.1 29.0 576.0 558.5 17.5

Ave 887.0 813.4 73.6 861.4 801.7 59.8 827.2 786.7 40.5 785.0 766.4 18.6

As shown in Table 9, the values of VSS, EEV and HN indices for each instance are
given. It can be observed that the value of the VSS index for each instance is greater than
zero, which is consistent with our expectation that ignoring the uncertain information
raised in the distribution operations incurs extra costs. Meanwhile, the direct application of
the distribution schemes ignoring uncertainty may lead to costly ad-hoc arrangements for
re-routing, which may substantially increase the actual operating costs and time. On the
contrary, the application of distribution schemes considering the customers’ uncertainty is
conducive to the distribution companies to gaining familiarity with the distribution route
and can have a good estimate of the time used to reach each customer so as to improve
customers’ satisfaction and distribution efficiency.

We can also observe that the average values of the VSS index are 73.6, 59.8, 40.5 and
18.6 under the probabilities of 0.2, 0.4, 0.6 and 0.8, respectively. A lower probability of
the presence of customers results in a higher value for VSS, EEV and HN indices. These
observations suggest that a lower probability of the presence of customers will aggravate
the uncertainty of the distribution scheme, which incurs a significant increase in the
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transportation cost. Additionally, the increased number of customers in the distribution
scheme causes a significant increase in the transportation cost when customer uncertainty is
considered. In terms of computational time, in our experiments, the average computational
time for all 2L-VRPSC instances under the deterministic and stochastic settings are 1019
and 1380 s, respectively. Particularly, the computational time is affected by the size of
scenarios generated from the Monte Carlo simulation, which contributes to the trade-off
between the model fidelity and computational burden.

4.2.3. Validation and Efficiency of the Adaptive and Diversification Mechanisms

To verify the performance of the adaptive weight adjustment and diversification
mechanisms of our proposed EATS algorithm, we select one of two 2L-VRPSC instances
under the probability of 0.8. Under the same parameters combination, the proposed
EATS-MOBFS is compared with ATS-MOBFS (without a diversification mechanism) and
ETS-MOBFS (without adaptive weight adjustment), with the comparison results presented
in Table 10. For conciseness, these three algorithms are abbreviated as EATS, ATS and
ETS, respectively.

Table 10. Comparison of average results between EATS, ATS and ETS algorithms, where “Gap”
denotes the percentage gap between the proposed EATS and ATS or ETS.

Instance
EATS ATS ETS

Cost Time (s) Cost Time (s) Gap (%) Cost Time (s) Gap (%)

1 282.95 712 282.95 715 0.00 282.95 716 0.00
3 401.81 801 404.82 792 0.75 404.59 797 0.69
5 383.29 741 384.38 734 0.28 383.29 745 0.00
7 746.50 938 741.12 904 −0.72 745.46 943 −0.14
9 621.73 1356 628.65 1309 1.11 627.76 1307 0.97
11 725.40 1745 735.24 1702 1.36 737.29 1737 1.64
13 2634.99 1400 2699.30 1373 2.44 2663.13 1407 1.07
15 1079.00 1901 1082.78 1879 0.35 1074.14 1921 -0.45
17 907.35 1711 915.84 1662 0.94 920.51 1720 1.45
19 792.11 1799 806.79 1779 1.85 799.34 1758 0.91

Ave 857.5 1310.4 868.2 1284.9 0.84 863.85 1305.0 0.61

We can observe that the presented EATS approach shows superiority with respect to
solution quality compared with the ATS and ETS algorithms. Compared with ATS and
ETS algorithms, the proposed EATS algorithm is capable of producing better solutions
for 8 and 6 out of 10 instances, which indicates the adaptive weight adjustment and
diversification mechanism have a positive impact on the interplay between intensification
and diversification. The better performance of ETS over ATS may be due to the fact that
the diversification mechanism can avoid trapping into a local optimum to some extent.
Additionally, the average computational time of ATS is slightly shorter than EATS and ETS,
which is attributed to the fact that the diversification process is time-consuming to destroy
and repair the solution structure. This slight increase in computation time is acceptable
given that the diversification mechanism can diversify the search and guide the algorithm
search for better solutions.

5. Conclusions

This paper studies a stochastic variant of the 2L-VRP, where each customer has a
probability of presence and customers’ demands are considered non-stackable rectangular-
shape items. A stochastic programming model of the 2L-VRPSC has been established
based on Monte Carlo simulation and scenario analysis. An enhanced adaptive tabu search
algorithm incorporating a MOBFS packing heuristic has been proposed, which solved
four classes of 2L-VRPSC with different loading configurations, namely, unrestricted ori-
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ented loading (2|UO|L), unrestricted rotated loading (2|UR|L), sequential oriented loading
(2|SO|L) and sequential rotated loading (2|SR|L).

The performance of the proposed approach is verified through experiments on the
2L-VRP and 2L-VRPSC instances, which are compared with existing methods. The experi-
mental results demonstrate the effectiveness and versatility of solving the 2L-VRPSC and
2L-VRP. The comparison between existing methods shows the efficiency of the proposed
EATS-MOBFS method for solving the 2L-VRP with different loading configurations, except
for some large-scale instances. Moreover, the proposed model is capable of providing
more practical solutions for real-life scenarios with uncertain information. Meanwhile, the
comparative results indicate that the adaptive weight adjustment and diversification mech-
anism have a positive impact on the interplay between intensification and diversification.
Observations show that a lower presence probability of customers and a larger number of
customers will increase the transportation cost in the 2L-VRPSC.

This work has opened up several directions for future research. First, although this
research’s high-quality solutions have been obtained by the proposed approach, there is
still room for improvement. Such improvements can include further enhancing the neigh-
borhood operators in EATS and introducing more exclusive packing strategies. Second, in
this paper, we have studied the 2L-VRP with stochastic customers under different loading
configurations, while the investigations of the 2L-VRP with other uncertainties, such as
stochastic demands, stochastic items and travel time, are yet to be carried out.
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