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Abstract: Understanding the relationship between the built environment and the ride-hailing rider-
ship is crucial to the prediction of the demand for ride-hailing and the formulation of the strategy for
upgrading the built environment. However, the existing studies on ride-hailing ignore the scale effect
and zone effect of the modifiable area unit problem (MAUP), and show a lack of consideration for the
elastic relationship with spatial heterogeneity between built environment variables and ride-hailing
ridership. Taking Chengdu as an example, this paper selects 12 independent variables based on
the “5Ds” (density, diversity, design, destination accessibility and distance to transit) of the built
environment, the dependent variables are the density of ride-hailing pick-ups in the morning and
evening peak hours, and 11 spatial units are proposed according to different scales and zoning
methods for the aggregation of built environment variables and ride-hailing pick-ups. With the goal
of global optimal goodness-of-fit, we determined the optimal spatial unit by using the log-linear
Ordinary Least-Squares (OLS) model. A multi-scale geographically weighted elastic regression (MG-
WER) model is formulated to explore the relative effect of the built environment on the ride-hailing
ridership and spatial heterogeneity. The average value of positive elastic local regression coefficient
of different variables is used to measure the relative positive impact of built environment factors,
and the absolute value of the average value of negative elastic local regression coefficient is used to
measure the relative negative impact of built environment factors. The results show that: (1) The
MGWER model under the community unit division has the best global goodness-of-fit. (2) Different
built environment variables have different elastic impacts on the demand for ride-hailing. For the
morning peak hours and evening peak hours, the top three built environment factors with positive
impacts are ranked as follows: commercial POI density > average house price > population density,
and distance to CBD has the highest negative impacts on pick-up ridership. (3) The different local
elasticity coefficients of the built environment factors at different stations are discussed, which indi-
cate the spatial heterogeneity of the ride-hailing ridership. The optimal community zoning method
can provide a basis for the zoning and scheduling management of ride-hailing. The results of the
built environment variables with greater impact are conducive to the formulation of targeted urban
renewal strategies in the process of adjusting the ridership of ride-hailing.

Keywords: ride-hailing; built environment; multi-scale geographically weighted regression; modifi-
able areal unit problem; elasticity

1. Introduction

In the context of global carbon neutrality, the sharing economy has developed rapidly
in the field of urban transportation. The emergence of ride-hailing aims to provide travel-
ers with personalized and diversified travel services by using fast and accurate real-time
positioning functions [1]. Compared with traditional taxis, ride-hailing generally generates
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less fuel consumption and carbon emissions [2], which can effectively improve vehicle
use efficiency, reduce the contradiction between urban traffic supply and demand and
improve urban environmental quality [3]. However, some studies believe that due to
the impact of the built environment, ride-hailing, as an important part of shared travel,
has effectively made up for the shortcomings of urban transportation, but it is both com-
plementary to and competitive with public transportation [4]. Therefore, in order to
reasonably guide ride-hailing travel and explore the complex relationship between the de-
mand for ride-hailing and the built environment, it is of great significance to optimize ride-
hailing resource allocation, promote urban transport infrastructure construction and achieve
carbon neutrality.

Built environment refers to the man-made environment in a city affected by human
behaviors and policies, covering urban design, land use, transportation systems and other
physical spaces closely related to human activities [5]. In the field of urban transportation,
research on ride-hailing mainly focuses on travel behavior and influencing factors [6,7],
demand forecasting and path planning [8,9], traffic emissions and traffic policies [10,11],
etc. The built environment has begun to extend from population, land, transportation and
other related factors to more complex point-of-interest (POI) data [12], and is regarded as
the main factor affecting ride-hailing demand [13].

In recent years, with the rapid development of ride-hailing, a large number of empirical
studies have investigated the built environment factors affecting the ridership of ride-
hailing. We have summarized the studies on the factors affecting the ridership of ride-
hailing and traditional taxis in recent years, focusing on the analytical methods, spatial
units, independent variables and findings in these studies, as shown in Table 1.

In terms of the division of spatial units, the existing studies mostly use single spatial
units such as grids [14–16], traffic analysis zones (TAZs) [17] or Thiessen polygons [18]
to conduct variable aggregation, and rarely consider the impact of the plastic area unit
problem (MAUP) on the model results. MAUP refers to the problem of the analysis results
changing with differences of scale effect and zoning effect [19]. Relevant studies show that
MAUP is an essential basic problem in many traffic studies [20]. In terms of urban rail
transit, Wang et al. [21] compared the model results under two zoning methods: circular
buffer with different scales and overlay range of circular buffer and Thiessen polygon, and
the relationship between built environment and the outbound ridership of subway stations
at optimal spatial scale was discussed. Zhao et al. [22] discussed the impact of the built
environment on the demand for ride-hailing under different grid scales, but this study only
discussed the scale effect of different spatial units, lacking the comparative analysis under
different zoning methods.

In terms of the application of analysis methods, the existing studies used linear regres-
sion models such as ordinary least-squares (OLS) [23] and ordered logistic regression [24]
to analyze the impact of the built environment on taxi or online car-hailing ridership. Some
studies have used spatial regression models, such as geographically weighted regression
(GWR) [25–27] and spatio-temporal geographically weighted regression (GTWR) [28], to
reflect the impact of the built environment on travel volume. However, there is a lack of
discussion on the elastic relationship between the built environment and the demand for
ride-hailing. Elasticity refers to the relative degree of the changes of dependent variables
caused by the changes of independent variables [29]. Through elasticity analysis, we can
more accurately understand the internal relationship between built environment and de-
mand for ride-hailing. Wang et al. [27] carried out logarithmic processing of each variable
and analyzed the impact of built environment on the demand for ride-hailing combined
with the GWR model. However, due to the limitations of the model, the explanatory power
of regression results was weak and could not reflect the spatial scale differences among
different variables. Multi-scale geographically weighted regression (MGWR) effectively
makes up for this deficiency, enabling all variables to have independent optimal band-
widths, so as to obtain a better goodness-of-fit [30]. Many studies have confirmed that
the MGWR model has higher goodness-of-fit than the GWR model and is more reliable
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than the OLS model [31]. At present, the MGWR model is widely used in the research of
environmental science [32], public health [33] and the influencing mechanism of urban
housing price [34]. In the field of transportation, it mainly focuses on the impact of built
environment on traffic accidents [35] and urban rail transit [21,36]. As far as we know,
the MGWR model has not been used to explore the elastic relationship between built
environment and ride-hailing ridership.

Table 1. Summary of literature review.

Author City Dependent
Variable

Analysis
Method Spatial Unit Independent Variable

Yu et al. [13] Shenzhen,
China

Online car-hailing
commuting trips

Spatial Durbin
errors model TAZ

Population density (+), building
density (+), land-use mix (−), road

density (+), non-motorized lane ratio
(−), bus route density (−), bus stop

density (−)

Nam et al. [14] Seoul,
Korea Total taxi trip OLS, GWR 500 m × 500 m

grid cell

Total population (*), employee
population (+), building area (*),

subway ridership (+), number of bus
stops (*)

Chen et al. [15] Shanghai,
China

Taxi ridership at
different times

Semi-
parametric

geographically
weighted
Poisson

regression

500 m × 500 m
grid cell

POIs (parking lots (*), housing prices
(*), residences (*), catering (*), scenic
spots (*), corporations (*), shopping

(*), finance (*), cultural and
educational services (*), living
services (*), leisure and sports

services (*), healthcare (*),
government (*), hotels (*))

Li et al. [16] Chengdu,
China

Online car-hailing
pick-up ridership OLS, GWR 500 m × 500 m

grid cell

Land-use mix (−), POIs (bus stations
(+), corporate businesses (+), catering

services (+), shopping services (*),
residential districts (+), recreation

and entertainment (+))

Weng et al. [17] Beijing,
China Taxi travel demand OLS, GWR TAZ

POIs (residential density (*), office
density (*), entertainment service

density (*)), regional public
transportation generation and

attraction volume (*)

Shen et al. [18] Nanjing,
China

The density of taxi
pick-up and

drop-off locations

Multiple
regression

model

Thiessen
polygon

Population density (+), road density
(+)

Yang et al. [19] Washington
DC, USA

Taxi pick-up and
drop-off densities OLS TAZ

Number of bus stops (−), metro
stations within a half-mile buffer (+),
existence of an airport (+), population

(+), residential density (*), average
block size (+), employment (*),

industrial employment density (+),
retail employment density (*), office

employment density (*), other
employment density (+)
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Table 1. Cont.

Author City Dependent
Variable

Analysis
Method Spatial Unit Independent Variable

Zhang et al.
[24]

Chengdu,
China

Pick-up intensity
level of online

car-hailing

Ordered
logistic

regression

Uniform small
blocks with
latitude and

longitude
granularity of

0.002

POIs (dining facilities (+), scenic
spots (+), companies (+), shopping

facilities (+), transportation facilities
(+), financial facilities (+), science and

education and culture (+),
commercial residences (+), service

facilities (*), sports facilities (*),
medical facilities (+), governmental
agencies (*), accommodation service

facilities (+))

Bi et al. [25] Chengdu,
China

Boarding and
alighting ridership

of online
car-hailing

GWR Voronoi
diagram cell

POIs (education services (*), leisure
services (*), medical services (*),

residential buildings (*), food services
(*), shopping services (*), parking lots

(*), road density (*))

Qian and
Ukkusuri [26]

New York
City, USA Taxi ridership OLS, GWR

ZIP code
tabulation

areas (ZCTAs)

The number of people with a
bachelor’s degree or higher (+),

commuting time (−), road density
(+), subway accessibility (+),
commercial service POIs (*)

Wang and
Noland [27]

Chengdu,
China

Online car-hailing
pick-ups and

drop-offs
OLS, GWR 200m×200m

grid cell

Population density (*), road density
(*), floor area ratio (*), housing prices

(*), land-use mix entropy (*), POIs
(sport and entertainment facilities (*),
restaurant facilities (*), retail facilities

(*))

Zhang et al.
[28]

Xiamen,
China Taxi ridership OLS, GWR,

GTWR
500m×500m

grid cell
Residential POIs (*), hotel POIs (*),

bus stops (*), length of road (*)

This paper Chengdu,
China

Pick-up ridership
of ride-hailing

OLS,
multi-scale

geographically
weighted

elastic
regression
(MGWER)

Grid sizes
ranging from
300 m to 1000

m, TAZ,
Thiessen

polygon and
community

unit

Population density (*), floor area ratio
(+), parking lot density (+),

commercial POI density (+), office
POI density (*), public service POI

density (−), land-use mix entropy (*),
road density (*), distance to CBD (*),

bus stop density (+), average housing
prices (*)

Notes: “+” indicates that the independent variable has a positive effect on the dependent variable, “−” indi-
cates that the independent variable has a negative effect on the dependent variable and “*” indicates that the
independent variable has a positive or negative effect on the dependent variable for different spatial locations.

To fill these gaps, this study explores the elastic relationship between built environment
and ride-hailing ridership. Firstly, this paper proposes multiple spatial units according to
different scales and zoning methods for the aggregation of built environment variables and
pick-ups of ride-hailing considering the MAUP. Second, a log-linear ordinary least-squares
(OLS) model is used to determine the optimal spatial unit with the goal of global optimal
goodness-of-fit. Finally, a multi-scale geographically weighted elastic regression (MGWER)
model is formulated to explore the elastic effect of the built environment on the ride-hailing
ridership and spatial heterogeneity under the optimal spatial unit. The main contributions
of this study include: (1) quantifying the elastic effect of the built environment on ride-
hailing ridership in the optimal scale range and zoning method; (2) comparing the relative
importance of different built-environment variables based on the elasticity analysis; and
(3) analyzing the elastic impact of spatial heterogeneity of built environment variables on
the ride-hailing ridership.
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The rest of this paper is organized as follows: Section 2 introduces the spatial unit
delineation method, data correlation analysis method and regression models. Section 3 de-
scribes the study area and introduces the data sources and variables of this study. Section 4
analyzes the results and discusses the findings. Section 5 is the conclusion.

2. Research Methods
2.1. Spatial Units Delineation

Existing studies have used grids (such as 500 m [16] and 1000 m [6] grids), traffic anal-
ysis zones [23] or Thiessen polygons [18] to aggregate the trip data and built environment
variables into the spatial units. Grid division is convenient for data processing and statistics
in spatial analysis, but it does not consider the existing road or community boundaries,
which is not a good method for the management and scheduling of ride-hailing. The
division of traffic analysis zones are established according to urban administrative bound-
aries, road networks, rivers and railways. A Thiessen polygon’s division focuses more on
the impact of road intersections on the volume of urban traffic. In addition to the above
zoning methods, community units as a zoning method is used to explore the relationship
among variables [37]. In China, community units refer to the inter-related areas with a
certain population size and public facilities, which are the basic units of administrative
management, planning and construction [38].

In this paper, considering the influence of the MAUP effect on the model results,
grids, TAZs, Thiessen polygons and community units were used to calculate the built
environment variables and ride-hailing variables, and the schematic diagram of zoning
method for spatial units is shown in Figure 1. The grid size values range from 300 m
to 1000 m at intervals of 100 m, and there are 8 grid scales in total; the traffic analysis
zone is based on natural barriers such as main and secondary urban roads, railways and
rivers; the Thiessen polygon divides the research area according to the location of main
road nodes; and community units are divided according to the administrative division
information provided by the National Platform for Common Geospatial Information Service
(https://www.tianditu.gov.cn, accessed on 10 September 2019).
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2.2. Multicollinearity and Spatial Autocorrelation Test
2.2.1. Multicollinearity Test

Before building the regression model, it was necessary to carry out a multicollinearity
test on the variables to avoid large bias in parameter estimation. Variance inflation factor
(VIF) is often used as the measurement index [39]. The equation is as follows:

VIF =
1

1 − R2 (1)

where R2 is the coefficient of determination in the regression equation. When VIF > 10, it is
considered that there is multicollinearity, and this variable should be removed.

2.2.2. Spatial Autocorrelation Analysis

Different from the traditional linear regression model, the ride-hailing data and the
data set of built environment factors adopted in this study have spatial attributes. Therefore,
it was necessary to conduct spatial autocorrelation analysis for all variables before building
the spatial econometric model [40]. Moran’s I test, as the most common spatial correlation
test method, can reflect the spatial agglomeration effect of variables and the degree of
influence on the spatial neighborhood attribute value [13]. The calculation equation is
as follows:

Moran’s I =

n
∑

i=1

n
∑

j=1
wij(xi − x)(xj − x)

S2
n
∑

i=1

n
∑

j=1
wij

(2)

S2 =
1
n

n

∑
i=1

(xi − x)2 (3)

x =
1
n

n

∑
i=1

xi (4)

where S2 is the variance; n is the total number of spatial units; xi and xj are the observed
values of spatial unit i and spatial unit j, respectively; x is the mean value of each observed
value; and wij is the spatial weight between the spatial units i and j. Moran’s I is between
−1.0 and 1.0. When Moran’s I is greater than 0, it indicates that the variable has a positive
spatial correlation, and the closer it is to 1.0, the stronger the spatial agglomeration effect is.
When Moran’s I is less than 0, it indicates that the variable has a negative spatial correlation,
and the closer it is to −1.0, the greater the spatial difference is. Moran’s I equaled 0, which
means the variable was randomly distributed.

2.3. Regression Models
2.3.1. Ordinary Least-Squares Model

As a global regression method, the ordinary least-squares model mainly estimates
non-spatial parameters to reflect the linear relationship between independent variables and
dependent variables [41], as shown in Equation (5):

yi = β0 +
n

∑
k=1

βkxik + εi (5)

where yi is the ride-hailing pick-up ridership density of spatial unit i; β0 is the intercept
term; n is the total number of spatial units; βk is the regression coefficient of the k-th
independent variable; xik is the k-th independent variable value of spatial unit i; and εi is
the error term of spatial unit i.
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2.3.2. Multi-scale Geographically Weighted Elastic Regression Model

Considering that the relationship between independent variable and dependent vari-
able is affected by spatial location and spatial scale, Fotheringham et al. [42] proposed the
MGWR model. Previous studies have proved that the MGWR model, as a local regression
model, allows different independent variables to have independent optimal bandwidths to
improve the goodness-of-fit of the regression model. In order to measure the elasticity of
dependent variables to independent variables, natural logarithms of independent variables
and dependent variables were taken on the basis of the MGWR model, and the improved
MGWR model was referred to as MGWER, as shown in Equation (6).

ln yi = β0(ui, vi) +
n

∑
k=1

βbwk(ui, vi) ln xik + εi (6)

where ln = natural log (i.e., log to the base e, and where e = 2.718); yi is the ride-hailing
pick-up ridership density of spatial unit i; (ui, vi) is the longitude and latitude coordinates
of the centroid point of spatial unit i; β0(ui, vi) is the intercept term of spatial unit i;
n is the total number of spatial units; βbwk(ui, vi) is the regression coefficient of the k-
th independent variable of spatial unit i; bwk is the bandwidth of the k-th independent
variable; xik is the k-th independent variable of spatial unit i; and εi is the error term of
spatial unit i. Natural logarithms are taken for independent variables and dependent
variables, indicating that every 1% change in xik, yi changes βbwk(ui, vi)%. In this case,
the slope coefficient βbwk(ui, vi) measures the elasticity of the dependent variable to the
independent variable [43].

3. Data and Variables
3.1. Study Area and Data Description

The study area is within the third ring road of downtown Chengdu, including Jin-
niu District, Qingyang District, Wuhou District, Jinjiang District, Chenghua District and
Longquanyi District, with a total area of about 200 km2, as shown in Figure 2. The data
includes the order data, urban road data, building outline data, POI data, housing price
data and population data of ride-hailing in Chengdu, as shown in Table 2. We cleaned the
data to check its completeness, accuracy and validity. We also removed duplicate values,
missing values, outliers and data beyond the scope of the study.
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Table 2. Data sources.

Data Name Coordinate System Data Description

Ride-hailing order
data of Chengdu WGS-1984

The data were obtained from the “Open Data of Didi Travel Gaia
Project” (https://gaia.didichuxing.com, accessed on 10 September

2019). We selected a total of 1,145,146 order data for 5 workdays from
7 to 11 November 2016 and removed out-of-scope and redundant

order data, where each data point includes order ID, billing start time,
billing end time, pick-up location latitude, pick-up location latitude,

drop-off location longitude, drop-off location latitude and
other information.

Urban road data of
Chengdu WGS-1984

The data were taken from the “Open Street Map”
(https://www.openstreetmap.org, accessed on 10 September 2019),
which mainly includes information such as road name, road class,

road length and other information.

Building profile data of
Chengdu WGS-1984

The data were taken from the “Amap Application Programming
Interface” (https://lbs.amap.com, accessed on 10 September 2019),
which includes a total of 235,737 POI data points in 13 categories.

POI data of Chengdu WGS-1984
The data were taken from the “Amap Application Programming

Interface” (https://lbs.amap.com, accessed on 10 September 2019),
which includes a total of 235,737 POI data points in 13 categories.

House price data of
Chengdu WGS-1984

The data were taken from “Lianjia” (https://cd.lianjia.com/xiaoqu,
accessed on 10 September 2019) which mainly includes information

such as community name, community location, house price, etc.

Population data of
Chengdu WGS-1984 The data were taken from “WorldPop” (https://www.worldpop.org,

accessed on 10 September 2019) and had a spatial resolution of 100 m.

3.2. Dependent Variables

According to the start time of the order, the pick-up ridership is counted by hour, and
its time distribution is shown in Figure 3. Considering that a large number of commuting
trips on weekdays were concentrated in the morning and evening peak hours, and that
the traffic demand and travel efficiency of these two periods most widely concerned
travelers and researchers, the morning peak hours (07:00~11:00) and evening peak hours
(16:00~20:00) of 5 consecutive working days were selected as the research period, and the
average pick-ups in different periods were calculated. The pick-up density of a spatial unit
in the morning and evening peak hours was taken as the dependent variable.
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3.3. Independent Variables

Cervero et al. [44] summarized the built environment as the “3Ds” dimensions, namely
density, diversity and design, and explored the connection between the built environment
“3Ds” and travel demand. Later, Ewing et al. [45] added destination accessibility and
distance to transit to update the dimensions to the “5Ds”. In order to avoid the influence of
data redundancy on the analysis results, the original 13 types of POI data were screened
and reclassified into 4 types: residential POI, commercial POI, office POI and public service
POI. The reclassification results are shown in Table 3. At the same time, the demand for
ride-hailing is affected by the built environment and household income [27], the average
housing price is introduced as a socio-economic attribute to measure residents’ income
level [46] and the data set of built environment factors was constructed by combining the
“5Ds” index of the built environment, as shown in Table 4.

Table 3. Reclassification results of POI data.

Category Sub-Category

Residential POI Apartments, community service facilities, villas.

Commercial POI

Hotels, tea houses, pastry shops, cafes, fast-food restaurants, cold drink shops,
dessert shops, foreign restaurants, Chinese restaurants, convenience stores,

supermarkets, cosmetics stores, home appliance markets, flower, bird, fish and
insect markets, furniture and building materials markets, shopping malls, business
streets, sports goods stores, cultural goods stores, specialty stores, comprehensive

markets, scenic spots, leisure places, cinemas, entertainment venues.

Office POI Companies, well-known enterprises, factories.

Public service POI

Schools, training institutions, driving schools, general hospitals, specialized
hospitals, clinics, emergency centers, museums, archives, exhibition centers,

science and technology museums, art galleries, libraries, cultural palaces,
exhibition halls.

Table 4. Description of built environment factor data sets.

Built
Environment

Category
Variable Variable Description Unit

Density

Population density The ratio of the population in the spatial unit to the area of the
spatial unit, indicating the degree of population aggregation. persons/km2

Floor area ratio
The ratio of the total building area in the spatial unit to the area of

the spatial unit, indicating the intensity of land use
and development.

Parking lot density The ratio of the number of parking lots in the spatial unit to the area
of the spatial unit, indicating the degree of parking convenience. units/km2

Residential POI
density

The ratio of the number of residential facilities in the spatial unit to
the area of the spatial unit, indicating the density of

the facilities.
units/km2

Commercial POI
density

The ratio of the number of commercial service facilities in the
spatial unit to the area of the spatial unit, indicating the density of

the facilities.
units/km2

Office POI density The ratio of the number of office facilities in the spatial unit to the
area of the spatial unit, indicating the density of the facilities. units/km2

Public service POI
density

The ratio of the number of public service facilities in the spatial unit
to the area of the spatial unit, indicating the density of the facilities. units/km2
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Table 4. Cont.

Built
Environment

Category
Variable Variable Description Unit

Diversity Land-use mix entropy
The evenness and diversity of land-use types in each spatial unit
[44,47], indicating the extent of mixed-use development in each

spatial unit.

Design Road density
The ratio of the total length of roads within the spatial unit to the

area of the spatial unit, indicating the accessibility of the
road network.

km/km2

Destination
accessibility Distance to CBD

The shortest distance between the centroid point of the spatial unit
and the central business district based on the actual road network,

which represents the degree of convenience of the CBD.
km

Traffic distance

Distance to subway
station

The shortest distance between the centroid point of spatial unit and
the nearest subway station based on the actual road network,

which represents the degree of convenience of the subway station.
km

Bus stop density The ratio of the number of bus stops in the spatial unit to the area
of the spatial unit, indicating the accessibility of public transit. units/km2

Socio-
economic
attributes

Average housing price The average housing price of each district in the spatial unit, which
reflects the average income level of residents.

Chinese yuan
(CNY)/m2

4. Results and Discussion
4.1. Multicollinearity and Spatial Autocorrelation Results

The multicollinearity test and spatial autocorrelation analysis were carried out for
all variables under four spatial unit divisions: grid, community unit, TAZ and Thiessen
polygon. The results showed that the VIF values of all independent variables were less
than 10, indicating that there were not strong correlations between the selected variables.
The road density showed significant spatial clustered distribution under community unit,
TAZ and Thiessen polygon, while the bus station density showed significant spatial clus-
tered distribution under 400 m and 1000 m grid and community unit. For a spatial unit
division method, built environment variables with insignificant clustered distribution were
eliminated during the construction of the MGWER model.

4.2. Spatial Unit of the Optimal Goodness-of-Fit Model

When the spatial cell grid scale is small, the number of cells becomes large, which leads
to a significant increase in the calculation time of the MGWR model, leading to problems
such as difficult convergence of regression results and poor fitting effect. Moreover, it is dif-
ficult for this regression-solving procedure to converge to a satisfactory result [30,42], which
is not conducive to the determination of the optimal spatial unit and the application of the
proposed method. Therefore, the OLS model was selected to compare the goodness-of-fit
of linear models, corresponding to different spatial units to determine the optimal spatial
unit. The coefficient of determination R2, adjusted coefficient of determination (Adj. R2),
Akaike information criterion (AICc), and residual square sum (RSS) were used to compare
the goodness-of-fit of regression models. The higher the coefficient of determination is, the
better the fitting effect of the regression model is. The lower the AICc and RSS are, the better
the fitting effect is [48]. By comparing the results of the OLS models of different spatial units
(shown in Table 5), the morning and evening peak hours models under community unit
division had the highest goodness-of-fit and relatively low model errors. The determination
coefficient R2 of the OLS model was 0.757 in the morning peak hours and 0.752 in the
evening peak hours, which improved the accuracy of the model compared with related
research into ride-hailing [27]. Therefore, the relationship between built environment and
demand for ride-hailing can be better explained by using community units as the optimal
spatial units. The results of spatial autocorrelation shows that Moran’s I of all variables is
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greater than 0, p-value is less than 0.01 and Z-score is greater than 2.58, which proves that
all variables were spatially clustered. The MGWR model can be used to further explore
the elastic relationship between built environment and demand for ride-hailing and its
spatial heterogeneity.

Table 5. OLS model results of different spatial units.

Spatial Units
Morning Peak Hours Evening Peak Hours

R2 Adj. R2 AICc RSS R2 Adj. R2 AICc RSS

300m grid 0.650 0.649 4187.852 813.345 0.632 0.630 4308.086 856.474
400m grid 0.661 0.657 2371.345 452.167 0.632 0.628 2479.081 490.260
500m grid 0.686 0.681 1488.623 272.628 0.669 0.664 1533.689 287.156
600m grid 0.693 0.686 1037.850 186.534 0.663 0.656 1095.031 204.928
700m grid 0.722 0.714 736.905 125.975 0.670 0.660 814.143 149.395
800m grid 0.677 0.665 634.004 113.934 0.618 0.603 693.829 134.975
900m grid 0.710 0.696 482.607 81.664 0.704 0.690 488.511 83.392

1000m grid 0.711 0.694 405.394 67.510 0.716 0.699 401.840 66.493
Community unit 0.757 0.748 555.551 89.535 0.752 0.743 562.656 91.280

Traffic analysis zone 0.639 0.604 297.320 52.289 0.723 0.705 375.984 61.266
Thiessen polygon 0.672 0.651 413.246 72.518 0.714 0.686 263.562 41.428

4.3. Descriptive Statistics of Variables under Community Unit Division

Under the division of community units, the descriptive statistical results of variables
are shown in Table 6. It can be seen that due to the different dimensions of each built
environment factor, the numerical values of its statistical results are quite different. The
density distribution of ride-hailing pick-up ridership in the morning and evening peak
hours is shown in Figure 4. It can be seen that the density of ride-hailing pick-up ridership
in the morning and evening peak hours have a similar spatial distribution. On the whole,
it gradually decreases from the urban center to the periphery, and in some community
units, the vehicle density in the evening peak hours was higher than that in the morning
peak hours.

Table 6. Descriptive statistics of variables.

Categories Variables Min Median Max Mean Std Dev

Density

Population density 0 17,303 240,783 22,986 25,246.24
Floor area ratio 0 1.29 3.66 1.23 0.70

Parking lot density 0 36 175 40 33.85
Residential POI density 0 67 339 85 76.00
Commercial POI density 0 763 7990 926 948.92

Office POI density 0 58 1492 150 225.64
Public service POI density 0 106 736 131 126.36

Diversity Land-use mix entropy 0 0.61 0.91 0.57 0.21

Design Road density 0 7.17 122.50 9.44 13.37

Destination
accessibility Distance to CBD 0.34 5.85 12.06 5.82 2.40

Traffic distance
Distance to subway station 0.03 1.27 6.65 1.69 1.22

Bus stop density 0 8 57 9 6.44

Socioeconomic
attributes Average housing price 0 14,493 30,852 13,856 6268
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4.4. Optimal Bandwidth and Scale Effect of Built Environment Variables

To explain the elastic relationship between built environment and demand for ride-
hailing, we added 1 to the values of both the independent and dependent variables and
carried out logarithmic transformation before constructing the MGWER model. The relative
influence of built environment on ridership demand for ride-hailing was measured using
the elastic regression coefficient.

As an important parameter of the spatial regression model, bandwidth represents
the number of adjacent community units required in parameter estimation, and is used to
describe the scale difference between regression coefficients and the spatial influence range
of each variable [49]. Table 7 shows the optimal bandwidth of each variable and spatial scale
in the MGWER model in the morning and evening peak hours. The number of community
units (that is, the total sample size) was 368. According to the optimal bandwidth results of
each variable relative to the total sample size, the variables were divided into local, regional
and global scales. The results show that the bandwidth of the average housing price in the
morning and evening peak ranges from 45 to 90, and the bandwidth is relatively small,
indicating that this variable affects the demand for ride-hailing on a local scale, and is
sensitive to the impact of location, so it is defined as a local scale variable; the bandwidth of
land-use mix entropy in the morning and evening peaks is 168, indicating that this variable
has a relatively large spatial scale, we define it as a regional scale variable; the bandwidths
of the floor area ratio, parking lot density, residential POI density, public service POI density
and the distance to the nearest subway station in morning and evening peaks are all 367,
covering almost the whole area within the Third Ring Road of Chengdu, indicating that
the impact of these variables on demand for ride-hailing basically does not change with
the change of spatial location. We defined it as a global-scale variable. In addition, the
bandwidths of population density, commercial POI density, office POI density, road density,
distance to CBD and bus stop density are greatly affected by time, showing different spatial
characteristics in the morning and evening peaks.
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Table 7. Optimal bandwidth of variables and spatial scale of MGWER model in the morning and
evening peak hours.

Built Environment Categories Variable
Morning Peak Hours Model Evening Peak Hours Model

Bandwidth Spatial Scale Bandwidth Spatial Scale

Density

Population density 61 Local 159 Regional
Floor area ratio 367 Global 367 Global

Parking lot density 367 Global 367 Global
Residential POI

density 367 Global 367 Global

Commercial POI
density 152 Regional 51 Local

Office POI density 367 Global 100 Regional
Public service POI

density 367 Global 367 Global

Diversity Land-use mix
entropy 168 Regional 168 Regional

Design Road density 77 Local 148 Regional

Destination accessibility Distance to CBD 66 Local 111 Regional

Traffic distance
Distance to

subway station 367 Global 367 Global

Bus stop density 228 Regional 308 Global

Socioeconomic attributes Average housing
price 45 Local 90 Local

4.5. Influence Degree of built Environment Variables

The elastic coefficient of the MGWER model can reflect the relative influence of
built environment on demand for ride-hailing. Table 8 shows the summary statistics of
elastic coefficient of each variable in MGWER model. It includes the mean, minimum and
maximum values of the elastic coefficients of the built environment variables, as well as
the percentage of community units that are statistically significant based on the t-test at
the 99% confidence level, the percentage of community units with positive coefficients,
and the percentage of community units with negative coefficients. Floor area ratio and
parking lot density have a significant positive impact on each community unit in the
morning and evening peak hours, indicating that in the global scope, the higher the floor
area ratio or the more the number of parking lots, the greater demand for ride-hailing.
Residential POI density and distance to subway station were not significant influencing
factors in the morning and evening peak hours, suggesting that these variables cannot
well explain changes in demand for ride-hailing. The elasticity estimates of commercial
POI density, public service POI density and land-use mix entropy have similar spatial
distribution characteristics in the morning peak hours, and are significant and positive for
each community unit. However, the elastic estimates of these variables differ greatly in the
evening peak hours. The elastic coefficients of commercial POI density were significantly
positive only in 9% of community units, the elastic coefficients of land-use mix entropy
were significantly negative only in 16% of community units and the elastic coefficients of
public service POI density were not significant in the evening peak hours. The results show
that the built environment has different effects on demand for ride-hailing at different
time periods.
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Table 8. Results statistics of elastic coefficients of variables of MGWER model.

Variable

Morning Peak Hours Model Evening Peak Hours Model

Elastic Coefficients
Per (%) + (%) − (%)

Elastic Coefficients
Per (%) + (%) − (%)

Mean Min Max Mean Min Max

Intercept 0.058 −0.501 0.538 79 59 41 0.023 −0.566 0.536 82 55 45

Population
density 0.045 −0.308 0.386 35 82 18 0.121 −0.082 0.331 45 100 0

Floor area ratio 0.213 0.207 0.220 100 100 0 0.122 0.118 0.127 100 100 0
Parking lot

density 0.188 0.179 0.197 100 100 0 0.138 0.124 0.153 100 100 0

Residential POI
density 0.046 0.040 0.054 0 0 0 0.005 −0.007 0.019 0 0 0

Commercial POI
density 0.489 0.411 0.592 100 100 0 0.059 −0.269 0.330 9 100 0

Office POI density −0.153 −0.159 −0.146 100 0 100 0.136 −0.107 0.229 67 100 0
Public service POI

density −0.245 −0.252 −0.240 100 0 100 0.035 0.031 0.039 0 0 0

Land-use mix
entropy 0.215 0.109 0.309 100 100 0 −0.081 −0.174 0.083 16 0 100

Road density 0.088 −0.151 0.336 28 87 13 0.021 −0.108 0.165 8 100 0

Distance to CBD −0.092 −0.513 0.288 38 15 85 −0.200 −0.408 -
0.030 87 0 100

Distance to
subway station 0.012 0.005 0.020 0 0 0 0.002 −0.012 0.016 0 0 0

Bus stop density 0.071 0.020 0.154 57 100 0 0.069 0.038 0.113 70 100 0

Average housing
price 0.066 −0.274 0.629 41 75 25 0.200 −0.052 0.595 69 100 0

Note: “Per” indicates the percentage of communities significantly affected; “+” indicates the percentage of
communities with a positive elastic coefficient among the communities significantly affected; “−” indicates the
percentage of communities with a negative elastic coefficient among the communities significantly affected.

In order to explore the main built environment factors affecting the demand for ride-
hailing, this paper calculates the average elasticity coefficients of positive coefficients and
significant negative coefficients, respectively. The influence of built environment variables
on demand for ride-hailing was compared by the absolute value of elastic coefficients. The
comparison of elasticity of variables in the MGWER model was presented in the form of
a histogram, as shown in Figure 5. The elasticity of floor area ratio, parking lot density,
commercial POI density and bus stop density in the morning and evening peak hours was
positively correlated with demand for ride-hailing. However, the elasticity of population
density, office POI density, land-use mix entropy, road density, distance to CBD and average
housing price had significant differences in the morning and evening peak hours. For
example, the elasticity of office POI density was negative in morning peak hours and
positive in evening peak hours, indicating that the increase of office facilities can reduce
the demand for ride-hailing in morning peak hours, while the demand for ride-hailing
in evening peak hours will be increased. In the positive elasticity results, the density of
commercial POI had the greatest impact on demand for ride-hailing, with the elasticity
coefficient of 0.489 in the morning peak hours and 0.285 in the evening peak hours. It can
be interpreted that for every 1% increase in commercial facilities in the area, the density of
pick-up ridership of ride-hailing in morning peak hours will increase by 0.489% (Figure 5a),
and the density of pick-up ridership of ride-hailing during evening peak hours will increase
by 0.285% (Figure 5c). In the negative elasticity results, the distance to CBD has the greatest
influence on demand for ride-hailing, and the elasticity coefficients of morning and evening
peak hours are −0.284 and −0.219, respectively. It can be interpreted that for every 1%
increase in the distance from the area to CBD, the density of pick-up ridership of ride-
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hailing in the morning and evening peak hours will decrease by 0.284% (Figure 5b) and
0.219% (Figure 5d), respectively.
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According to the order of influence degree of elasticity of the built environment from
high to low, the factors of built environment with positive influence in morning peak hours
are as follows: commercial POI density, average housing price, population density, distance
to CBD, land-use mix entropy, floor area ratio, road density, parking lot density and bus
stop density. The factors of built environment with a negative influence are as follows:
distance to CBD, public service POI density, average housing price, office POI density, road
density and population density. The built environment factors that have a positive impact
on the evening peak hours are as follows: commercial POI density, average housing price,
population density, office POI density, parking lot density, road density, floor area ratio
and bus stop density. The negative factors of built environment are distance to CBD and
land-use mix entropy. Wang et al. [27] established the ride-hailing trip generation model
with a grid size of 200 m. They concluded that numbers of restaurants and numbers of
retail outlets have the greatest impact on ride-hailing trip generation, and this finding is
similar to our results. In this paper, restaurant and retail factors belong to the same category
as business POI density. Wang et al. found that the impact of floor area ratio is higher than
that of population density and average housing price, which is different from the research
results in this paper; this may be due to the selection of different independent variables
and different zoning methods.

After sorting the above results, it can be seen that: (1) for the morning peak hours, the
built environment factors with positive impacts are ranked as follows: commercial POI density
> average house price > population density > distance to CBD > land-use mix entropy > floor
area ratio > road density > parking lot density > bus stop density, and the built environment
factors with negative impacts are ranked as follows: distance to CBD > public service POI
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density > average housing price > office POI density > road density > population density;
(2) for the evening peak hours, the built environment factors with positive impacts are
ranked as follows: commercial POI density > average housing price > population density >
office POI density > parking lot density > road density > floor area ratio > bus stop density,
and the built environment factors with negative impacts are ranked as follows: distance to
CBD > land-use mix entropy.

4.6. Spatial Heterogeneity of Elasticity Coefficients

Figure 6 shows the spatial distribution of the elasticity coefficient of the built envi-
ronment variables of the MGWER model. A positive elasticity coefficient indicates that
the variable is positively correlated with demand for ride-hailing, which is represented in
red. A negative elasticity coefficient indicates that the variable is negatively correlated with
demand for ride-hailing, which is represented in blue. The darker the color, the greater the
relative influence on ride-hailing ridership.

Figure 6a shows the population density distribution of the community units. In
general, areas with a large population will generate more travel demand [23]. Figure 6b
shows the distribution of the elasticity coefficient of population density. In the western
and northern areas outside the scope of the First Ring Road, there is a significant positive
relationship between population density and demand for ride-hailing. The areas with
high demand for ride-hailing in the morning peak hours are mainly concentrated in the
north of the Second Ring Road and the areas with high demand for ride-hailing in the
evening peak hours are mainly concentrated in the west of the Second Ring Road. It is
worth noting that there is a weak negative correlation between population density and
demand for ride-hailing in the morning peak hours in the south of the Second Ring Road.
It can be seen from Figure 6a that the population density in this area is relatively high,
but there is no more demand for ride-hailing. A possible reason is that the proportion of
office facilities and public service facilities in this area is relatively large, and there are two
large-scale hospitals in this area. In the morning peak hours, a large number of people
travel to the region as a destination, and a small number of people use it as a starting point.
As a result, there is relatively little demand for ride-hailing in this region.

Figure 6c shows that office facilities are mainly concentrated in the central area of the
city. It can be seen from Figure 6d that the elasticity coefficient of office POI density varies
greatly in the morning and evening peak hours. Office POI density in the morning peak
hours is significant in all community units and is negatively correlated with ride-hailing
ridership, which has the greatest impact in the northwest of the research area. The reason
is that in an area with dense office facilities, more people come to work in the morning
peak hours, resulting in less demand for ride-hailing. In contrast, office POI density in
the evening peak hours is positively correlated with ride-hailing pick-up ridership and is
mainly concentrated in the central part of the city and the southwest area outside the scope
of the Second Ring Road. The possible reason is that there are a large number of people
who need to return to their residence from their workplace and the areas with high office
facility density will generate more demand for ride-hailing [16]. This is especially apparent
in the southwest of the city with low office facility density, but the impact on demand for
ride-hailing is large, indicating that increasing office facilities in this area can effectively
increase demand for ride-hailing.
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housing price.
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Figure 6e shows the spatial distribution of land-use mix entropy. The land-use mix
entropy represents the mixed degree of land-use functions and the abundance of facilities
in the region [50]. The elastic coefficient of land-use mix entropy is shown in Figure 6f. In
the morning peak hours model, the land-use mix entropy is significant in all community
units of the study area, while in the evening peak hours model, the land-use mix entropy is
only significant in a small range in the southwest of the city. The results show that there is
a strong positive correlation between land-use mix entropy and demand for ride-hailing in
the morning peak hours, and the closer to the city center, the greater the impact. Generally,
areas with high diversity have relatively diverse service facilities, which can attract more
people and generate more traffic demand than other areas. However, in the evening peak
hours, the land-use mix entropy is negatively correlated with demand for ride-hailing,
which may be due to the fact that residents tend to consume nearby in the evening [51],
resulting in less demand for ride-hailing than in other areas.

Generally, high-road-density areas will generate more traffic demand [52]. Figure 6g
shows the spatial distribution of road density. It can be seen that the areas with high
road density are mainly concentrated within the Second Ring Road. Figure 6h shows the
distribution of the elasticity coefficient of road density, and the areas significantly affected
by road density are mainly distributed between the Second Ring Road and the Third Ring
Road. On the whole, the road density in most of this area has a positive impact on the
demand for ride-hailing, which may be due to the higher population density and more
traffic volume in areas with higher road density [26]. However, there are also exceptions.
In the morning peak hours, the road density in the south of the city has a weak negative
correlation with demand for ride-hailing. Although the road density in this area is small,
because the Chengdu South Railway Station is located in this area, there is a high flow of
people and demand for ride-hailing.

Figure 6i shows the distance from each community unit to the CBD, which is usually
used to reflect the commercial proximity of each region [23]. Figure 6j shows the distribution
of the elasticity coefficient of the distance to the CBD. For most regions where demand for
ride-hailing is significantly affected by distance to the CBD, the distance to the CBD has
a negative effect on the demand for ride-hailing, and the southeast of the research area
is the place with the greatest impact of this variable. A possible reason is that the farther
away an area is from the city center, the more often it is accompanied by long-distance
commuting [53]. Because of the high cost of long-distance travel of ride-hailing, more
passengers will choose to travel by bus or subway. However, in the area north of the Second
Ring Road in the morning peak hours, the distance to the CBD is positively correlated with
the demand for ride-hailing; that is, the demand for ride-hailing in the area far from the
downtown is also large. The possible reason is that the area is close to Chengdu North
Railway Station and the long-distance bus station, which generates more demand for
ride-hailing.

As a social and economic attribute, housing price can reflect the actual consumption
capacity of residents to a certain extent [15], which is very important to explain demand
for ride-hailing. Figure 6k shows the spatial distribution of the average housing price,
showing a trend of low in the northeast and high in the southwest. Figure 6l shows the
distribution of elasticity coefficient of the average housing price. It can be seen that the
impact of the average housing price on demand for ride-hailing is more complex in space.
It is generally believed that high-income groups are more willing to pay for ride-hailing
services. However, in the western and southern regions of the city during the morning
peak hours, the average housing price is negatively correlated with the impact of demand
for ride-hailing. It can be seen from Figure 6k that the average housing price in this area is
generally high, including some private villas, and some high-income people may prefer to
drive private cars instead of using ride-hailing services.
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5. Conclusions

This paper formulated the MGWER model to analyze the effects of built environment
factors on demand for ride-hailing. Considering the scale effect and zoning effect in
MAUP, this paper aggregates the built environment “5Ds” factors and pick-up ridership
of ride-hailing into the spatial units according to four zoning methods, which are grid
scale, traffic analysis zone, Thiessen polygon and community unit. The community unit
was determined as the optimal spatial unit by comparing the goodness-of-fit of the global
OLS regression model. This process of finding the optimal scale and zoning method is
crucial for the aggregate analysis of geographical big data, and should be carried out before
the regression model of built environment and ride-hailing ridership is constructed. The
framework and approach proposed in this paper can also be applied to other analyses of
geographical big data. We integrated logarithmic dependent variables and independent
variables into the MGWR model and put forward the MGWER model. This study focuses
on the elastic relationship between the built environment and demand for ride-hailing, and
compares the influence degree and spatial heterogeneity of different built environment
variables on the demand for ride-hailing. We ranked the elastic impact of each built
environment factor, and the results showed that the built environment factor with the
greatest positive impact during peak hours was the density of commercial POI density,
while the built environment factor with the greatest negative impact was the distance to
CBD. Meanwhile, the elastic relationship between the built environment and the demand
for ride-hailing services showed spatial heterogeneity and was influenced by different peak
periods. The impact of six built environment factors, including population density, office
POI density, land-use mix entropy, road density, distance to CBD and average housing
price, varied significantly at different locations. The result of elasticity coefficient reflects the
effect of 1% change of an independent variable on the percentage change of a dependent
variable. Compared with linear regression models, such as OLS and MGWR, it more
clearly and directly expresses the important impact of built environment variables on
ride-hailing ridership.

This study explores the relationship between the built environment and demand for
ride-hailing, which can provide reference for the operation and management of ride-hailing
and urban planning decision-making. Urban planners can make a preliminary prediction
of the demand for ride-hailing passenger flow according to the built environment, and on
this basis, they can set up ride-hailing stops in areas with high demand, so as to reduce
the impact of ride-hailing on road traffic during peak periods. For ride-hailing operators,
the demand for ride-hailing can be predicted according to the built environment factors by
using the MGWER model, which will be conducive to the scheduling optimization plan of
ride-hailing. When adjusting the demand for ride-hailing of the whole city, policy-makers
should focus on the built environment variables with a high degree of elastic influence
and make scientific decisions, which is conducive to achieving the expected goals. For
community service departments, strategies and planning schemes for community renewal
of built environment should be formulated according to the spatial heterogeneity impacts
of built environment variables. For example, within the First Ring Road of the city, it
is possible to reduce the demand for ride-hailing in the region by updating the built
environment to decrease the variables with positive impact or increase the variables with
the negative impact on ride-hailing ridership, so as to alleviate the traffic congestion caused
by the concentration of ride-hailing trips. For areas outside the scope of the First Ring Road,
it is suggested to encourage ride-hailing and other shared travel modes to improve the
traffic accessibility of the outer areas of the city center.

This study has the following limitations: (1) there are cases of people not being able
to order a ride-hailing service during peak periods, which may underestimate the actual
demand for ride-hailing services; (2) further research needs to be extended to weekend days
and holidays, and consider the drop-off ridership of ride-hailing to reveal the relationship
between the built environment and demand for ride-hailing; (3) due to the limitations of
the MGWR model itself, the excessive sample size will lead to a sharp increase in the time
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cost of the model, so this study used the global OLS model to determine the optimal space
unit, which is expected to improve with the progress of the model in the future; (4) the
research results are only applicable to Chengdu, but it is not known whether different cities
have similar results, so we need to analyze more cities to verify the accuracy of the results
in the future.
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