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Abstract: In modular structures, inaccuracies of the modules superimpose over the entire structure.
Depending on the placement of the modules, these inaccuracies have (different) effects on stresses
and total deformations. Especially for structures with many individual modules, it is favorable to
place them according to their influence. To cover structural diversity, column-, beam-, and wall-like
modular structures made from plane modules are investigated. In numerical simulation, geometric
inaccuracies are applied via an equivalent temperature approach, which allows almost arbitrary
nodal deviations of the modules. With the elementary effects method, the sensitivities of the modules’
inaccuracies regarding their structural impact can be determined with minimal computational effort.
On a predefined control node, the overall structural inaccuracies are examined in a simplified manner.
Column-like structures experience higher deformations due to inclination than beam-like or wall-like
structures. For column-like, the bottommost modules are decisive for the overall inaccuracy, as they
contribute significantly to the inclination. By contrast, modules at the supports are identified as
particularly sensitive for beam- and wall-like structures. Controlling module placement towards
their mean absolute influence, the deformation at the control node is mathematically reduced by at
least 43% compared to random placement. Thereby, even modules that do not comply with tolerance
requirements for structural components can be used in areas of low influence for a sustainable and
low-waste design.

Keywords: modular construction; sensitivity analysis; elementary effects method; permutation;
geometric inaccuracies; temperature constraints; sustainable design

1. Introduction

Modular structures are built up from (precast concrete) components. These offer the
advantage that they can be prefabricated in a quality-assured, automated manner [1]. Thus,
construction on site is limited to the mere assembly of the modules, which considerably
accelerates the building process. This is common practice in steel construction. Components
are delivered and connected in situ by simple screwing while tolerances are compensated
for, e.g., by hole clearance of few millimeters. Prefabricated concrete components, however,
exhibit tolerances in the range of centimeters, so that joining usually means subsequent
casting [2]. Although even high tolerances can be compensated for, it again results in
hardening times due to the additional casting on-site. This can delay subsequent work and
thus the progress of construction. Alternative joining methods are, e.g., (pre-stressed) dry
joints [3,4], shear [5] or tension joints [6]. An overview of different approaches (for modular
structures) is given in [7–9]. Yet, if the joints are not tolerance-compensating, the tolerance
requirements on the individual components increase simultaneously, since inaccuracies of
the components or connections sum up over the whole structure [2].

Modular construction [10] is most effective when the same element is mass-produced
in automated fashion [1]. Therefore, structures are segmented into a large number of equal
(or similar) components that form construction kits [11–14]. The components of these
kits can even be structurally optimized for low-weight, sustainable and resource-efficient
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design [15–17]. Additionally, the production can be accelerated by non-standard heat
treatment of the concrete elements [18]. The assembly is achieved by means of simple
screwing or dry joints [19]. Thereby, high tolerance requirements, which come with higher
production costs, emerge [20]. In addition, proper assembly in situ should be ensured to
avoid delays due to reworking or replacement of modules. On the one hand, this should
be ensured by high standards of quality assurance in production [21,22], e.g., by suited
measurement techniques [23–25] of the components. On the other hand, if the tolerance
requirements of the components are too high, tolerance-compensating placement strategies
can be exploited.

Classical approaches to determine tolerance requirements often use tolerance chains
that are mainly additive models and restricted to 1D (or 2D directed) problems [26]. Ad-
vanced approaches, e.g., using Monte Carlo simulation [27,28], can be used to control
the fabrication process but are also limited to the prediction of joint tolerances, however,
in a more accurate way. But, all of these tolerance analysis methods do not incorporate
compensation of tolerances in assembly. So, appropriate tolerance management [29] can
mitigate tolerance requirements by an improved analysis but is not able to outbalance
module tolerances within a structure. However, in mechanical engineering, for example,
pairing strategies have become established in which “too long” components are paired with
equally “too short” components in order to minimize scrap [30]. Aligning and balancing
deviations of the modules with the help of optimization-based permutation strategies,
such as meta-heuristics [31–33], can be used for compensation, but these are usually com-
putationally intensive [34]. In consequence, a direct balancing of module inaccuracies
is too expensive for modular structures consisting of a multitude of modules. However,
sensitivity analysis, in particular by screening methods [35–37] as qualitative methods,
has been proven to enable distinguishing relevant from non-relevant parameters with re-
duced computational effort. Here, those positions within a modular structure that are most
sensitive regarding the global deformation are identified first. Then the modules, which
possess certain geometric inaccuracies, can be permuted depending on their influence on
the superimposed deformation of the structure to outbalance inaccuracies afterwards.

The general procedure of the sensitivity-based permutation method, derived in this
paper, is visualized in Figure 1. Geometric inaccuracies of concrete modules are transferred
into equivalent temperature constraints within a finite element (FE) environment. They
serve as initial deformations within modular structures. For convenience, plane structures
are investigated here, which are modeled as column-, beam-, or wall-like structures de-
pending on the number of modules in their spatial directions. Then, the modules that
have a significant influence on the superimposed structural deformations—for an exam-
ined control node—are determined by means of sensitivity analysis. Depending on the
sensitivities, placement is permuted so that more accurate modules are placed in the influ-
ential regions to minimize structural inaccuracy. The sensitivity-based permutation is then
evaluated by means of Monte Carlo analysis of the structural deformation. In particular,
the efficient Latin Hypercube Sampling (LHS) technique is used to sample the geometric
inaccuracies of the modules. The evaluation bases on statistical analysis of the resulting
structural deformations.
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Figure 1. Procedure of the sensitivity-based placement strategy. 
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deviations from the production process, and inherent deviations, i.e., load- or material-
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In this work, the geometric deviations ∆l are randomly generated by inverse 
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the standard deviation for concrete components as outlined above. The mean value is 
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The general procedure is shown in Figure 2 on a truss-like element. In (a) the element 
exhibits nominal length l and initial deviations of ∆la and ∆lb at its nodes a and b. The 
member is modeled by means of a 1D structural FE with linear shape functions and a 
thermal expansion coefficient αT. Support is provided by springs at the nodes a and b in 
order to avoid kinematics, but with very low stiffness (c → 0) to permit deformation due 
to temperature constraints (b). For each node, ∆Ta or ∆Tb is determined from Equation (1). 

Figure 1. Procedure of the sensitivity-based placement strategy.

2. Materials and Methods
2.1. Tolerances of Concrete Modules

Concrete modules possess geometric deviations ∆l, which arise from different sources
and are usually superimposed. These can be divided into induced, i.e., initial deviations
from the production process, and inherent deviations, i.e., load- or material-related, but
also transient inaccuracies [38]. The former largely depend on the type of formwork used,
the care taken, and the measurement methods chosen, while the latter capture, for example,
shrinkage [18] and creep deformations [39].

Geometric deviations are usually specified as tolerances t. These tolerances define
limit values that a component exhibits with a certain probability P ϵ [0; 1] of an underlying
Gaussian distribution. Precast concrete components usually have relatively low accuracy or
high scatter, respectively. Therefore, it is assumed that 95.45% of the expected deviations fall
within tolerance limits, which corresponds to two times the standard deviation σ [38]. The
limits of t are thus associated with the probabilities P = [0.02275; 0.97725]. By comparison,
in mechanical engineering, the so-called 6σ-principle was established to meet high fitting
requirements [40]. Its fulfillment means that only 2 out of a billion components do not
comply with the tolerances. Yet, these requirements seem hardly transferable to concrete
components.

In this work, the geometric deviations ∆l are randomly generated by inverse trans-
formation through a Gaussian distribution, whereby the limits correspond to twice the
standard deviation for concrete components as outlined above. The mean value is chosen
to be 0, so that no systematic errors are considered for the initial deviations of a module.

2.2. Modelling Geometric Deviations Using Temperature Constraints

If a solid component is subjected to temperature variation ∆T, its geometric dimensions
change depending on the thermal expansion coefficient αT. For the one-dimensional case,
the lengthening ∆l related to the total length l of the component is the thermal strain εT
and calculated as follows:

∆l
l

= αT∆T = εT (1)

Vice versa, the temperature variation ∆T can be determined for which a certain initial
deviation ∆l is caused. Thus, geometric deviations can be introduced into a module via
equivalent temperature constraints.

The general procedure is shown in Figure 2 on a truss-like element. In (a) the element
exhibits nominal length l and initial deviations of ∆la and ∆lb at its nodes a and b. The
member is modeled by means of a 1D structural FE with linear shape functions and a
thermal expansion coefficient αT. Support is provided by springs at the nodes a and b in
order to avoid kinematics, but with very low stiffness (c → 0) to permit deformation due to
temperature constraints (b). For each node, ∆Ta or ∆Tb is determined from Equation (1).
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The transfer of the proposed approach to plane elements (2D) is straightforward. 
Figure 3 shows the plane case for given but different initial deviations and the associated 
boundary conditions of the FE model. It consists of a quadratic module with the outer 
dimensions lx = lz (a), which exhibits the initial deviations ∆lx and ∆lz at the nodes a, b, c, 
and d, respectively. The module is designed as a plane finite element with linear shape 
functions, whose thermal expansion coefficients αT,x and αT,z can be defined separately for 
the spatial directions. Support is provided through directional springs at all nodes, which 
again have very low stiffness (c → 0) to permit deformations (b). The geometric deviations 
at the nodes are converted into temperature constraints (c) according to Equation (1). 
Assuming again a linear course of the temperature distribution, the equivalent ∆Ti per 
node i corresponds to twice the equivalent temperature. The deformations from finite 
element analysis (FEA) are shown in (d). It must be noted that the deviations per node are 
derived separately for the spatial x- and z-directions according to Equation (1). Since for 

Figure 2. Modeling geometric deviations for a truss element: (a) 1D module with initial deviations,
(b) schema of the FE, (c) temperature constraints, (d) resulting deviations.

However, the appropriate nodal deviation always bases on the total deformation of
the module, i.e., resulting from a constant temperature constraint over the length of the
module. If a specific deviation at one node should be directly applied to the module, the
respective nodal temperature must be doubled (c). This is due to the always linear course
of the temperature for isotropic elements. In general, different deviations for both nodes
can separately be considered and superposed. Then a constant temperature constraint
over the module, resulting from the sum of ∆Ta and ∆Tb, is prescribed ((c), bottom). The
area under the constant temperature curve over the length l complies to the sum of the
two triangular distributions ((c), top). The temperature constraint in turn results in a total
geometric deviation ∆l, which is divided equally on the two nodes of the module (d).
And ∆l corresponds to the sum of ∆la and ∆lb. Geometric inaccuracies can thus not be
implemented as direct deformations at the nodes, but as absolute deformations for the
whole module.

It should be noted that in principle, the local nodal deviations could also be implemented
via temperature constraints. Fixed supports at the position where the mean deformation
occurs—which is initially unknown and would have to be derived additionally—must then
be implemented. But this greatly complicates the modeling. Moreover, the superposition of
the inaccuracies of several modules in structures is then no longer possible.

The transfer of the proposed approach to plane elements (2D) is straightforward.
Figure 3 shows the plane case for given but different initial deviations and the associated
boundary conditions of the FE model. It consists of a quadratic module with the outer
dimensions lx = lz (a), which exhibits the initial deviations ∆lx and ∆lz at the nodes a, b,
c, and d, respectively. The module is designed as a plane finite element with linear shape
functions, whose thermal expansion coefficients αT,x and αT,z can be defined separately
for the spatial directions. Support is provided through directional springs at all nodes,
which again have very low stiffness (c → 0) to permit deformations (b). The geometric
deviations at the nodes are converted into temperature constraints (c) according to Equation
(1). Assuming again a linear course of the temperature distribution, the equivalent ∆Ti
per node i corresponds to twice the equivalent temperature. The deformations from finite
element analysis (FEA) are shown in (d). It must be noted that the deviations per node are
derived separately for the spatial x- and z-directions according to Equation (1). Since for
both directions, the same ∆T is used, differences between the deviations are incorporated
through the ratio of the thermal expansion coefficients αT,x and αT,z.
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Figure 3. Modelling geometric deviations for plane FE: (a) 2D module with initial deviations,
(b) FE net, (c) temperature constraints, (d) resulting deformations; from top to bottom: biaxial constant,
uniaxial constant, uniaxial variable, (almost) arbitrary at the nodes (red – positive temperatures or
deformations, blue – negative temperatures or deformations).

Four characteristic sets of deformations are obtained from prescribed initial geometric
deviations at the nodes shown in Figure 3, from top to bottom:
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• Constant plane deformation in both directions ( αT,x ∼ αT,z ̸= 0, ∆T = const.);
• Constant plane deformation in one direction (αT,x ∨ αT,z = 0, ∆T = const.);
• Linear variable deformation over the height (αT,x ̸= 0, αT,z = 0, ∆T1 = ∆T2,

∆T3 = ∆T4);
• (Almost) arbitrary deformation at the nodes ( αT,x ∼ αT,z, ∆T = var.).

Constant deformations are achieved through a constant ∆T. If deformation should be
one directional, αT must be set to 0 in the other direction. Different deformations for the
same dimensions in x- and z-direction can be achieved, fixing the ratio of the deviations
as follows:

αT,z = αT,x

(
∆lz
∆lx

)
(2)

A similar approach is possible if the element is not quadratic, but the same deviations
are to be applied in both directions (∆lx = ∆lz). Through Equation (1), the geometric
deviations ∆l are related to the nominal dimension l so that the ratio of αT,x to αT,z must
be chosen proportional to the ratio of the nominal dimensions lx and lz for plane elements
with lx ̸= lz.

αT,z = αT,x

(
lz
lx

)
(3)

Thereby, ∆T remains constant.
In the case of linear variable initial deviations in the x-direction, αT,z remains 0, but

a linear temperature course is chosen affine to the desired deformation. Then, the nodal
temperatures ∆T1–4 result from the corresponding deviations ∆la–d as described.

Almost arbitrary deformation can be achieved, defining individual temperature con-
straints at the nodes (∆T1–4). This results in a bilinear distribution of ∆T. Prescribing αT,x
and αT,z, variable deformations in the x- and z-direction can be realized. However, since
the values for αT are defined for the whole module, the ratio of the thermal expansion
coefficients must be proportional for all nodes. This means a completely arbitrary modeling
of nodal deformation is not possible.

As already recognized for the 1D case (cf. Figure 2), explicit nodal deviations cannot
be applied exactly to the FE model by means of the proposed temperature approach, e.g,
average absolute deviations of neighboring nodes also occur for the plane state. Thus, for
the variants in Figure 3, for example, ∆la + ∆ld = ∆l1 + ∆l4 always apply, but not ∆lb = ∆l2.
(cf. Figure 3, bottom). Since implicitly arbitrary deviations cannot be mapped exactly, they
are not considered for structural and sensitivity analysis in the remainder. Nevertheless,
the proposed approach resulting in average deformations for each module is considered
sufficiently accurate to model geometric inaccuracies.

2.3. Extension to (Plane) Structures Consisting of Several Modules—Superposition of Geometric
Deviations Due to Temperature Constraints

Planar modular structures are considered next, which are composed of several rect-
angular finite elements. For convenience, the model is parameterized with respect to the
number of modules in horizontal nel,x and vertical directions nel,xz as well as for the module
dimensions lx and lz. Virtually, the system corresponds to a single-span or a wall-like
beam, respectively, whereby column-like structures can also be designed depending on the
number of modules chosen in the two directions.

To apply geometric deviations according to the temperature equivalent approach
introduced in Section 2.2, each module is modeled by a 4-node planar FE with linear
shape functions. If the modules would consist of several finite elements with different
temperatures, e.g., to model a temperature gradient, unwanted bending occurs. It originates
from the forces transferred between the finite elements and would cause unwanted shear
stiffening of the module. However and since geometric inaccuracies and their impact on
the structure are to be assessed here, this rather coarse discretization with one element per
module is seen as sufficiently accurate.
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The coefficient of thermal expansion for concrete is set to αT = 10 × 10−6 1/K through-
out. For simplicity, the modulus of elasticity is also set constant to 30,000 MPa and rep-
resentative for a normal-strength concrete. Moreover, the Poisson’s ratio corresponds to
ν = 0 to avoid transverse strains and thus orthogonal deformations, which would bias the
inaccuracy to be modeled here.

In principle, the deformation can be evaluated on each node or each group of nodes.
For the modular structures investigated, this is performed on the node at the top right
corner (control node, cf. Figure 4) since it is the most remote from the fixed support. Here,
the greatest influences of superimposed deviations due to the inaccuracies of the modules
are expected. Horizontal ux, vertical uz, and total deformations u are examined. It is worth
noting that with another focus, not only deformations but strains, internal forces or other
system responses could be used to evaluate sensitivities, too.
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Figure 4. Parametrized modular structure of a wall-like beam made of 3 × 2 modules. Control node
to evaluate the superimposed deformations located at the top right corner.

Figure 4 shows the conceptual design of the parametrized modular structure exem-
plary with nel,x = 3 modules in the x-direction and nel,z = 2 in the z-direction, i.e., 6 modules
in total. The modules are numbered in rows, ascending from bottom left to top right.

2.4. Sensitivity Analysis of Modular Structures

Sensitivity analysis serves to determine the influence of scattering variables on a
system response. In general, local and global techniques are distinguished [41]. The local
sensitivity analysis is based on partial derivatives of the system response y according to a
parameter xi* within a set of reference values xi. The (local) sensitivity Si with respect to xi*
is numerically obtained as follows:

Si =
y
(
x1, x2, . . . , x*

i , . . . , xn
)
− y(x1, x2, . . . , x∗i + ∆xi, . . . , xn)

∆xi
(4)

Therein, the increment ∆xi corresponds to the change in the parameter xi* whose
influence is to be analyzed.

Limitation of the local sensitivity analysis lies in the limited value range of parameters,
so that possibly decisive regions of the design space might not be examined for their
influence. Especially for non-linear models, this can yield insufficient results. Therefore,
methods of global sensitivity analysis are recommended, as these allow for variations in the
parameters over the entire design space and cover non-linear models as well as enabling
the identification of interactions between the parameters.
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To quantitatively assess their impact, the scatter of the input variables on the scatter
of the system response is examined. Using sampling methods, such as Latin Hypercube
Sampling [42,43] or the Sobol’ sequences [44], parameter ranges can be mapped holistically
and the scatter can be taken into account via distribution functions. However, for a
quantitative analysis, e.g., via quantile values, a large number of evaluations becomes
necessary. This often excludes numerical investigations with the finite element method
(FEM) due to high computational effort. In comparison to qualitative methods, so-called
screening methods [45] require significantly fewer evaluations. Typically, they are used to
identify decisive or less relevant parameters, for example, to reduce complex models [46].
Subsequently, a quantitative sensitivity analysis can be carried out in a then reduced design
space [41].

For the modular structures investigated here, the elementary effects (EE) method
is adapted to identify the modules that have a decisive influence on the superimposed
structural inaccuracy. The EE method belongs to the global sensitivity analyses [35] and is
used when a too large number of variables does not allow for a more elaborated variance-
based sensitivity analysis. It bases on the system response y, e.g., of an FE simulation,
which depends on k input parameters. For sampling, the input parameters are successively
increased by an increment. Thereby, the k-dimensional design space is built up diametrically.
The design space forms—as is usual for sampling methods—a unit space with the limits
[0; 1] for each dimension k. Next, the unit space is divided into p-1 intervals of equal size.
From this, the increment ∆ can be computed according to [35,47,48]:

∆ =
p

2(p − 1)
(5)

The parameter p is an even number and is to be chosen in such a way that ∆ > 0.5 to
cover (almost) the entire design space during sampling. The result is a trajectory of k + 1
points describing a path through the k-dimensional unit cube with the diagonal length of
∆
√

k. Figure 5 shows the trajectory exemplarily for p = 4 (∆ = 2/3) and a dimension of k = 3.
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Affine to Equation (4), the (local) sensitivity EEi of parameter i can be determined
according to the change in the system response y due to the increment ∆:

EEi =
y(x1, x2, . . . , xi + ∆, . . . , xk)− y(x1, x2, . . . , xi, . . . , xk)

∆
(6)
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To cover the entire unit space, it is advisable to generate several trajectories r. Therefore,
a total of r(k + 1) calculations or simulations of y is necessary. According to [36,41], good
results are obtained for r = 10 and p = 4.

The random trajectories are generated as follows. A base point x* is created by choosing
a random value from the interval [0, 1/(p − 1),2/(p − 1), . . ., 1 − ∆] for each dimension.
x* is then increased by ∆ for one or more parameters and thus forms the starting point
x(1). The following points x(i+1) are generated from the previous point x(i) by increasing or
decreasing a random parameter j with j = 1, . . ., k by ∆ until this is completed exactly once
for each parameter (cf. Figure 5). All points must lie within the unit space. A numerical
implementation in matrix notation is published, for example, in [45].

The sensitivities EEi are then determined for all trajectories, and the mean µi and the
standard deviation σi are subsequently derived as follows:

µi =
1
r
(EEi,1 + EEi,2 + · · ·+ EEi,r) (7)

σi =

√
1

r − 1

[
(EEi,1 − µi)

2 + (EEi,2 − µi)
2 + · · ·+ (EEi,r − µi)

2
]

(8)

The mean thus corresponds to the average influence of the parameter i. The standard
deviation provides information on non-linearities or interactions between the input param-
eters [41]. According to [36], it is recommended to use the mean µi* of the absolute values
|EEi| to avoid sign-related misinterpretation.

µ*
i =

1
r
(|EEi,1|+ |EEi,2|+ · · ·+ |EEi,r|) (9)

This ensures that significant influences that take on partially positive or negative
values and thus might negate each other are identified, too.

2.5. Sensitivity-Based Permutation of Modules

Once the decisive positions of modules in the structure have been identified by means
of the EE method, it is favorable to arrange them regarding the weighting of their average
influence µi

(*). All modules together define a construction kit that contains as many
modules as necessary for the structure sought. Here, the structure is designed in such a
way that each module can be interchanged with any other (cf. Figure 4). No limitations
arise from individual bearing capacities that might be incorporated defining two or more
different module types. Then of course, the type of module would affect the sensitivities,
too. Just for the sake of simplicity when identifying the sensitive positions here, an equal
type of module has been used to compute the EEs. The placement strategy is as follows:
module positions that possess high µ* are assigned to modules that have low deviations.
This means that modules with low inaccuracy are assigned to positions with high impact
and vice versa.

For illustration, a construction kit is formed containing the k modules of the structure
in Figure 6. The geometric inaccuracies of the modules scatter in the tolerance range t.
LHS of the inaccuracies ∆l is performed to cover the design space completely. For precast
concrete elements, the tolerance range corresponds to two times the standard deviation
of a Gaussian distribution [38]. This construction kit is then used to place the modules
and compute the resulting structural deformations. These deformations are compared for
random placement versus sensitivity-based permutation. Qualitative evaluation employs
repeated simulation. nsim kits of the same tolerance range are generated, the modules
placed and the resulting structural inaccuracies evaluated.
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The matrix entries are then interpreted as probabilities P and matched to the 
tolerance range of the geometric inaccuracies ∆l. For concrete, a tolerance range of twice 
the standard deviation is chosen as discussed above (cf. Section 2.1). The modules here 
are assumed to possess a tolerance of ± 2 mm, which represents the production-induced 
tolerance [38]. Matching associates the lower limit 0 with a probability of P = 0.02275 and 
the upper limit 1 with P = 0.97725 of the Gaussian distribution. This yields geometric 
deviations of ∆l = [−2, −0.41, 0.41, 2] mm at the sampling points of the unit trajectory. 
Obviously, the increment in the unit space is not proportional to the change in ∆l. 

Next, ∆l is converted into equivalent temperature constraints ∆T. For the sake of 
simplicity, constant equivalent temperature constraints ∆T and thus equal deviations in 
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3. Results
3.1. Sensitivity Analysis
3.1.1. Sampling of Inaccuracies

To evaluate the impact of individual module inaccuracies on the entire structure, the
equivalent temperature constraints must be sampled according to the procedure outlined
in Section 2.2. Therefore, the trajectory through the unit space is first constructed as a
function of the parameter k, which corresponds to the number of modules in the overall
structure (nel,x × nel,z). With p = 4, the interval [0, 1] is divided into p − 1 = 3 subintervals.
The increment corresponds to ∆ = 2/3 (cf. Equation (5)). Figure 7 shows the trajectory for
a structure with k = 8 modules in matrix notation. Between each of the n = 9 variations,
only one entry is altered by ∆. All possible values of the sampling points, i.e., 0, 0.33, 0.67,
and 1, for the variations are color-coded to illustrate this graphically. As recommended in
Section 2.4, r = 10 trajectories are investigated in total, which leads to nsim = r(k + 1) = 90
simulations in the example.

Sustainability 2024, 16, 3016 10 of 20 
 

 
Figure 6. (a) Latin Hypercube Sampling of geometric inaccuracies with respect to a tolerance range, 
(b) random placement and sensitivity-based permutation of modules. 

3. Results 
3.1. Sensitivity Analysis 
3.1.1. Sampling of Inaccuracies 

To evaluate the impact of individual module inaccuracies on the entire structure, the 
equivalent temperature constraints must be sampled according to the procedure outlined 
in Section 2.2. Therefore, the trajectory through the unit space is first constructed as a 
function of the parameter k, which corresponds to the number of modules in the overall 
structure (nel,x × nel,z). With p = 4, the interval [0, 1] is divided into p − 1 = 3 subintervals. 
The increment corresponds to ∆ = 2/3 (cf. Equation (5)). Figure 7 shows the trajectory for 
a structure with k = 8 modules in matrix notation. Between each of the n = 9 variations, 
only one entry is altered by ∆. All possible values of the sampling points, i.e., 0, 0.33, 0.67, 
and 1, for the variations are color-coded to illustrate this graphically. As recommended in 
Section 2.4, r = 10 trajectories are investigated in total, which leads to nsim = r(k + 1) = 90 
simulations in the example. 

 
Figure 7. Trajectory in the unit space for k = 8 parameters and n = 9 variations in matrix notation. 

The matrix entries are then interpreted as probabilities P and matched to the 
tolerance range of the geometric inaccuracies ∆l. For concrete, a tolerance range of twice 
the standard deviation is chosen as discussed above (cf. Section 2.1). The modules here 
are assumed to possess a tolerance of ± 2 mm, which represents the production-induced 
tolerance [38]. Matching associates the lower limit 0 with a probability of P = 0.02275 and 
the upper limit 1 with P = 0.97725 of the Gaussian distribution. This yields geometric 
deviations of ∆l = [−2, −0.41, 0.41, 2] mm at the sampling points of the unit trajectory. 
Obviously, the increment in the unit space is not proportional to the change in ∆l. 

Next, ∆l is converted into equivalent temperature constraints ∆T. For the sake of 
simplicity, constant equivalent temperature constraints ∆T and thus equal deviations in 
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The matrix entries are then interpreted as probabilities P and matched to the tolerance
range of the geometric inaccuracies ∆l. For concrete, a tolerance range of twice the standard
deviation is chosen as discussed above (cf. Section 2.1). The modules here are assumed
to possess a tolerance of ± 2 mm, which represents the production-induced tolerance [38].
Matching associates the lower limit 0 with a probability of P = 0.02275 and the upper
limit 1 with P = 0.97725 of the Gaussian distribution. This yields geometric deviations of
∆l = [−2, −0.41, 0.41, 2] mm at the sampling points of the unit trajectory. Obviously, the
increment in the unit space is not proportional to the change in ∆l.

Next, ∆l is converted into equivalent temperature constraints ∆T. For the sake of
simplicity, constant equivalent temperature constraints ∆T and thus equal deviations in
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both directions on quadratic modules are applied. Consequently, αT,x equals αT,z and ∆T
can be determined from Equation (3), just as a function of the module size l.

3.1.2. Sensitivity Analysis of Exemplary Modular Structures

Sensitivities are analyzed on the example of structures with a few square modules
of the same edge lengths lx = lz = 0.5 m for convenience. To cover diversity, the selection
includes 1D column- or beam-like structures with a minimum number of nelx = nelz = 4
elements and square 2D wall-like structures with up to nelx = nelz = 64 modules. Thus,
the sampling of the EE method requires 50 to 650 simulations. Figure 8 shows the corre-
sponding temperature constraint ∆T (left) and the resulting absolute deformations u (right)
exemplarily for a modular structure of 2 × 4 modules. For the module size of 0.5 m and
the maximum tolerances of ±2 mm, ∆T varies between −400 K and 400 K. Maximum
deformation occurs in the top right corner of the column-like structure due to the tilt.
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Figure 8. Temperature constraints (left) and corresponding absolute deformations (right) of a simply
supported column made from 2 × 4 square modules.

The elementary effects of this structure are shown in Figure 9 for the horizontal
ux (a), vertical uz (b), and total deformations u (c) at the control node. For both the horizontal
and vertical deformations, the standard deviation for each module is zero, which indicates
an additive model (no interaction). Only for the total deformations do the EE scatter
(σ ̸= 0). This is because absolute deformations are always positive, which is interpreted as
a non-linear effect.

Regarding the horizontal displacements of the structure (Figure 9a, left) the influence
of the modules increases continuously from bottom to top. The modules on the left above
the fixed support always have more impact µ* than the others. Moreover, all modules on
the right—except for the top row—exhibit a negative impact µ. This means that positive
inaccuracies have a negative impact on the horizontal deviation at the control node and
vice versa. This just does not apply to the upper row, since the module at the control node
has a direct effect on the horizontal deviation. For the vertical displacement at the control
node (Figure 9b, left), the modules on the right have the greatest influence. In comparison,
the modules on the left have a small influence µ, which is also negative throughout.

The elementary effects µ and µ* show the same absolute value per module for the
horizontal as well as for vertical deformations. This is no longer the case for the total
deformations (Figure 9c). Here, some µ* are significantly bigger than the associated µ, so
that misinterpretation might happen when analysis is just based on µ. Therefore, µ* is
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used in the remainder as the essential characteristic of the analysis of the influence of the
module position.
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Figure 9. Elementary effects µ, µ*, and σ for the modular structure according to Figure 8 (left) with
additional absolute effect µ* of module inaccuracies (right) with respect to horizontal (a), vertical (b),
and absolute deformations (c).

µ* is separately visualized by color coding the modules in Figure 9 (right). The
influence µ* on the total deformation also increases from bottom to top, similar to the
horizontal deformations. The module at the fixed support possesses maximum influence
since it contributes significantly to the inclination of the structure due to the bearing
concept chosen. Simultaneously, the increased influence of the right-hand side modules, as
identified in (b), can be observed, which have an almost additive effect on the vertical and
thus the total deformations. However, the horizontal displacements due to inclination are
decisive for this structure since the maximum influences of the horizontal deformations
dominate the vertical ones.

In the following, the absolute influences µ* for different structures are investigated.
Figure 10 shows these in color coding for horizontal, vertical, and total displacements,
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whereby the influence is colored qualitatively from low or none (blue) to high (yellow).
The types of structure cover columns (a), beams (b), and walls (c).
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(a), beams (b), and walls (c) with respect to horizontal, vertical, and absolute deformation.

As is shown in Figure 9, modules at the support of column-like structures have the
greatest impact on deflection. This trend is confirmed in Figure 10a for structures with
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more modules over the height. The higher the position of a module, the less influence it
has, except for vertical deformations. Here, the entire column of modules below the control
node is most influential. In general, this picture is also confirmed for columns with only
one module across the width. However, the support then acts like a clamp and causes
uniform impact of all elements against vertical deformation. Then, the vertical direction
even dominates and leads to an almost equal weighting of all modules that prevails for the
overall deformations.

A similar result is observed on modular beams with one module in the z-direction.
Here, µ* for the horizontal displacement is almost the same for all modules. However,
since the static system is a simply supported beam, bending effects can occur due to
the varying temperature constraints which affect the modules’ influence and, hence, not
all are identified as equal. For beam-like structures with two modules over the height
(nel,z = 2), a higher influence of the module at the fixed support on the horizontal and total
deformations is observed. In the lower row, the influence decreases continuously from the
support to the control node, while it is exactly the opposite in the top row. Differently, the
vertical deformations are significantly influenced just by the modules at the right edge,
i.e., those below the control node, as already observed for the column-like structures.

A similar observation is made for wall-like structures (c). The module at the fixed
support is decisive for the total and especially for the horizontal deformations. Vertical
deformations are again dominated by the modules below the control node at the right edge.
By contrast, wide areas inside the structure, especially for large structures (8 × 8 modules),
have hardly any influence.

3.2. Sensitivity-Based Permutation to Reduce Structural Inaccuracies

As said, the EE method belongs to the qualitative methods and primarily serves for
screening. Nevertheless, it quantifies the impact of individual modules regarding their
mean (absolute) influence. It is therefore investigated how the structural deformations can
be improved if modules with individual inaccuracy are placed in the structure with respect
to their influence µ*. Here, µ* is applied on the total deformation u. To capture the diversity
of structures, a column (2 × 8), a beam (8 × 2), and a wall with 8 × 8 modules are analyzed.
All have been assessed with respect to their sensitivities (cf. Figure 10).

For qualitative evaluation, a total of nsim = 1000 simulations is carried out for each
structure. The inaccuracies cover the tolerance range of +/−2 mm, which describes the
previously defined confidence interval of 95.45% (2σ) of a Gaussian distribution. Using
LHS, the inaccuracies of the individual modules are sampled. Thereby, values greater than
the tolerance range of 2 mm can appear but with low probability (cf. Figure 6a). Finally, the
sampled ∆l are converted to ∆T, as proposed above (cf. Section 2.5).

Each simulation hereby comprises two calculations, i.e., one for an initial, random
placement and one for a permutated one of the same modules just weighted by µ*. The
results are visualized in Figure 11 for the column-like (top), beam-like (center) and wall-
like structures (bottom). Shown are the basic module inaccuracies ∆l and resulting total
structural deformations u from random sampling (a), sensitivity-based placement by per-
mutation (b), and the histograms of the horizontal deformations ux at the control node for
all nsim simulations (c).

Due to inclination, the column-like structure exhibits the greatest horizontal deforma-
tion. The beam-like and wall-like structures show less deformation, as the inaccuracies of
the modules tend to partly compensate for each other. For all structures, however, a reduc-
tion in the deformations at the control node is achieved for the steered placement, as shown
in Figure 11c in the example of ux. In relation to the overall structure, however, controlled
placement can result in locally higher deformations, as can be observed in the wall-like
structure, for example. Since the evaluation of the modules’ influence on the deformations
was performed with respect to the control node, high deformations due to permutation
are observed in the upper left edge, too. They even exceed the maximum deformations of
a random placement. In general, however, reduced deformations are obtained over wide



Sustainability 2024, 16, 3016 15 of 20

parts of the structures for all three cases investigated. For the column-like and beam-like
structure, the total deformation is, thereby, usually reduced (cf. Figure 11).
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Basic statistics of the horizontal ux, vertical uz, and absolute deformations u, like the
mean values (mean) and standard deviations (std), are summarized in Table 1. As expected,
ux and uz have zero means for random placement of the modules, which slightly differs for
the permutation approach. Moreover, the absolute total deformation u is always positive,
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and so is the mean. Maximum mean deformation and scatter occur on the column-like
structure. The beam- and wall-like structures show lower deformation. In a comparison of
the two, it is slightly higher for the wall.

Table 1. Evaluation of the deformations in the control node for different modular structures as
mean value (mean) and standard deviations (std) for a random placement and sensitivity-based
permutation of the modules according to Figure 11.

Type of
Modular
Structure

Number of
Modules

Deformation [mm]

ux uz u

Random Steered Random Steered Random Steered

nel,x nel,z Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std

Column 2 8 0 13.38 −0.37 6.74 0 3.59 0.14 3.42 11.38 7.88 6.44 3.96

Beam 8 2 0 2.76 0 1.32 0 1.82 0.03 0.7 2.9 1.58 1.26 0.78

Wall 8 8 0 3.54 0.01 1.17 0 2.85 −0.02 0.94 3.93 2.29 1.32 0.71

Throughout, standard deviations and means are significantly reduced with sensitivity-
based permutation. Regardless of whether components or total quantities are considered,
mean and standard deviations of wall-like structures are reduced to 33%. For column- and
beam-like structures, standard deviations in the (horizontal) x-direction and in total are
reduced to 50%. Again, the (vertical) z-direction is special. While the standard deviation
of columns is nearly not affected at all, it is reduced to 38% for beams. Due to the one
dominant direction of columns and beams, the decrease in mean deformation is lower
compared to walls (43% and 57%, respectively).

4. Discussion
4.1. Modeling Inaccuracies with Temperature Constraint

Geometric inaccuracies can be modeled in a simplified way by means of equivalent
temperature constraints ∆T. These are then applied on elements or modules, respectively,
within an FE environment. For plane elements, almost any deviations can be induced
via different temperature constraints at the nodes, whereby the average deformations
per spatial direction of neighboring nodes result. Since different deviations in the spatial
directions are controlled by the corresponding thermal expansion coefficients αT,x and αT,z,
the deviations for each node of an element must be equally proportional. The following
deformation can be set:

• Constant deformation in one direction.
• Constant, proportional deformations for both directions in the plane.
• Linearly variable deformation in one direction.
• Linearly variable, proportional deformation in both directions.

Completely arbitrary deviations of the nodes are impossible to capture by this ap-
proach. Further limitations result from the static system of the modular structure that is to
be investigated or more precisely from its degree of static determination. If it is statically
determined, the deformations due to temperature constraints superimpose additively. If
the system is (internally) static-overdetermined, module inaccuracies are still additive in
the spatial directions—as revealed by means of the sensitivity analysis—yet a quantitative
evaluation of the structural deformation becomes infeasible due to constraint-induced
eigenstresses. In assembly, these stresses must be absorbed by the modules if possible.
If not, tolerance-compensating joints that are to be derived with respect to the specific
structure and joining method must be implemented. However, in this case, computationally
intensive modeling approaches, such as direct kinematics, are preferred [49]. In general,
the presented method with equivalent temperature constraints is sufficient to simulate
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qualitative deviations in structures to identify modules whose inaccuracy has a significant
effect on the overall structural inaccuracy using sensitivity analysis.

4.2. Sensitivity-Based Permutation Approach

Using the EE method, decisive parameters can be identified for a certain system
response with a maximum of 650 simulations for the largest modular structure investi-
gated here. In contrast, other sensitivity analysis techniques, e.g., sensitivity-based total
effects [50], require N·(k + 2) simulations, in which the sample size N varies between a
few hundreds to thousands and more depending on the model under investigation [41].
Already with N = 100, which is still much too low for reliable results [46], the EE method
requires more than 10 times fewer simulations. This is why the EE method is adapted for
the analysis of relevant module positions that mainly cause deformations on an overall
structure. Here, the structural inaccuracy was determined for the superimposed defor-
mations at a predefined control node. The evaluation of the module impact thus only
applies to the examined deviations at this location. It has been shown that for the selected
node, which is located most remotely from the fixed support, the deformations are greatly
reduced by a permutation of the modules weighted by the mean absolute influence µ*. This
holds true for different types of modular structures, i.e., plane modular columns, beams,
and walls consisting of quadratic modules. Furthermore, deformations over large areas
of the structure are also counterbalanced. In construction, modules with high deviations
that exceed tolerance requirements can be placed in areas of low influence so that overall
structural tolerance is still satisfied. Thereby, expensive and emitting reworking or even
disposal of these modules is avoided, helping to ensure a sustainable design. However,
areas with low influence might get worse and reveal higher deformations. Then, only single
modules might be replaced with newly built, more accurate ones. For a holistic approach,
further control points or even sets of nodes can be defined. But, too many control points
with conflicting sensitivities could prevent optimal rearrangement, and then the effort of
steered placement would no longer be worthwhile. However, the specific optimization
for a certain node of the structure that requires high accuracy, e.g., for connections [9], is
more appropriate. The approach shown here is useful for this. Using the EE method, the
positions that require precise modules can be identified with minimal computational effort
by means of FEA. These specific regions or points can then be communicated to the quality
management within a BIM (building information modeling) environment or digital twin
framework [51,52], so that tolerance requirements are controlled in the production process,
e.g., using laser scanning, to guarantee fast construction [53,54].

5. Conclusions

This paper presents a sensitivity-based approach using the EE-method to identify
module positions in modular structures that are highly influential on the overall structural
inaccuracy. To cover diversity, column-, beam-, and wall-like structures whose modules
have individual geometric inaccuracies that interact holistically are investigated. The
following conclusions are drawn:

• Versatile but not arbitrary geometric deviations can be modeled through the equiva-
lent temperature approach. In an FE environment, corresponding temperature con-
straints are directly applied to the nodes of the modules. But, deviations are not
explicitly prescribable at the nodes, just indirectly for a module. Nevertheless, this
approach is considered sufficiently accurate to model geometric inaccuracies within
modular structures.

• Deviations in (internally) static-overdetermined modular structures cause eigen-
stresses which must be absorbed by the modules, in assembly.

• In the chosen statically determinate system, which resembles a simply supported beam,
the horizontal deformations of the investigated structures dominate. For column-like
modular structures, this bearing configuration results in particularly high deforma-
tions due to inclination.
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• Modules at the fixed support always exhibit the greatest impact on the absolute
deformation at the control node regardless of the type of structure. The impact on
the structural inaccuracy decreases the higher the position of the module for column-
like structures.

• Sensitivity-based permutation with the EE method reduces the total deformations at
the control node by at least 43% on average. The scatter of deformation is also signifi-
cantly reduced by at least 50% for columns and beams or 69% for walls. Modules with
high inaccuracies that otherwise would be disposed of due to tolerance requirements
can still be used in areas of low influence. A resource-efficient and sustainable design
is ensured.

• The sensitivity-based permutation approach can easily be adapted to evaluate other
system responses rather than deformations, e.g., strains, stresses, or internal forces.

• With respect to sustainability, this method provides two crucial advantages. First,
the reworking and disposal of modules can be reduced or even avoided due to the
tolerance-compensating placement. Second, the modular design enables the exchange
of modules in the structure, e.g., to extend the service lifetime of the whole structure
without deconstruction. Hereby, the approach of temperature constraints can be
adapted to minimize the eigenstresses of the module for exchange by temperature
induction of the adjacent modules, which will be the focus of future investigations.
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