<> sustainability

Article

A Digital Sustainability Lens: Investigating Medical Students’
Adoption Intentions for AI-Powered NLP Tools in
Learning Environments

Mostafa Aboulnour Salem

check for
updates
Academic Editors: Ahreum Hong and

Yannan Li

Received: 8 June 2025
Revised: 2 July 2025
Accepted: 3 July 2025
Published: 11 July 2025

Citation: Salem, M.A. A Digital
Sustainability Lens: Investigating
Medical Students” Adoption
Intentions for AI-Powered NLP Tools
in Learning Environments.
Sustainability 2025, 17, 6379. https://
doi.org/10.3390/5u17146379

Copyright: © 2025 by the author.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license

(https:/ /creativecommons.org/
licenses /by /4.0/).

2

Deanship of Development and Quality Assurance, King Faisal University, Al-Ahsa 31982, Saudi Arabia;
masalem@kfu.edu.sa

Department of Curricula and Teaching Methods, College of Education, King Faisal University,

Al-Ahsa 31982, Saudi Arabia

Abstract

This study investigates medical students’ intentions to adopt Al-powered Natural Language
Processing (NLP) tools (e.g., ChatGPT, Copilot) within educational contexts aligned with the
perceived requirements of digital sustainability. Based on the Unified Theory of Acceptance
and Use of Technology (UTAUT), data were collected from 301 medical students in Saudi
Arabia and analyzed using Partial Least Squares Structural Equation Modelling (PLS-
SEM). The results indicate that Performance Expectancy (PE) (B = 0.65), Effort Expectancy
(EE) (B = 0.58), and Social Influence (SI) ($ = 0.53) collectively and significantly predict
Behavioral Intention (BI), explicating 62% of the variance in Bl (R% = 0.62). Al awareness
did not significantly influence students’ responses or the relationships among constructs,
possibly because practical familiarity and widespread exposure to AI-NLP tools exert a
stronger influence than general awareness. Moreover, Bl exhibited a strong positive effect
on perceptions of digital sustainability (PDS) ( = 0.72, R? = 0.51), highlighting a meaningful
link between Al adoption and sustainable digital practices. Consequently, these findings
indicate the strategic role of Al-driven NLP tools as both educational innovations and key
enablers of digital sustainability, aligning with global frameworks such as the Sustainable
Development Goals (SDGs) 4 and 9. The study also concerns Al’s transformative potential
in medical education and recommends further research, particularly longitudinal studies, to
better understand the evolving impact of Al awareness on students” adoption behaviours.

Keywords: digital sustainability; medical students; Al-empowered NLP tools; UTAUT;
PLS-SEM,; sustainable development goals; ChatGPT; Copilot

1. Introduction

As global challenges progress, education, technology, and innovation remain central to
achieving sustainable development [1]. Moreover, the United Nations’ 2030 Agenda outlines
17 Sustainable Development Goals (SDGs), with SDG 4 aiming to ensure inclusive and quality
education for all, and SDG 9 focusing on building resilient infrastructure, promoting innovation,
and advancing sustainable industrialisation [2,3]. These goals highlight the crucial role of
education and technology in promoting social, economic, and environmental sustainability [4].

Additionally, although no Sustainable Development Goal (SDG) targets explicitly
mention information and communication technologies (ICTs), digital connectivity plays
a critical enabling role by enhancing access to knowledge, fostering collaboration, and
expanding opportunities for educational development [5,6]. However, this rapid digital
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expansion raises sustainability concerns, particularly regarding the increasing use of digital
devices and services, which significantly contribute to global energy consumption and
greenhouse gas emissions. The digital sector is estimated to account for approximately
4% of global emissions [7,8]. Hence, these environmental impacts necessitate a more
responsible approach to digital innovation, known as digital sustainability, which balances
technological advancements with ecological and ethical considerations [9].

Furthermore, Al-powered Natural Language Processing (NLP) tools such as ChatGPT
and Copilot are gaining attention for their ability to personalise learning, streamline aca-
demic tasks, and support real-time feedback [10]. As well, these tools align with SDG 4 by
enhancing learning outcomes and with SDG 9 by promoting educational innovation [11].
In the Saudi Arabian context, national strategies have increasingly adopted the integration
of Al within higher education to support these goals [12].

However, the adoption of Al tools in higher education, particularly in medical educa-
tion, also presents numerous challenges. Students may face risks, including overreliance on
Al-generated content, diminished critical thinking, and the potential for receiving inaccu-
rate or contextually inappropriate responses [13,14]. Therefore, these issues underscore the
need for Al literacy, particularly in clinical education, to ensure responsible and effective
use of such tools. Accordingly, this study examines medical students’ behavioural inten-
tions to adopt Al-powered Natural Language Processing (AI-NLP) tools, considering both
usability and sustainability dimensions.

Based on the Unified Theory of Acceptance and Use of Technology (UTAUT), the
study extends the existing model by introducing Al awareness as a moderating factor.
Moreover, it explores the relationship between students’ intentions to use Al tools and
their perceptions of digital sustainability (PDS), a critically underexplored area in Al and
educational research. This study, thus, contributes to a deeper understanding of how Al-
NLP tools can be leveraged, not only to enhance educational outcomes in medical training,
but also to support broader goals of ethical and sustainable innovation in higher education.

2. Theoretical Review and Research Hypothesis
2.1. Technology Acceptance in Medical Education

This study explores medical students” behavioural intention to adopt Al-powered
Natural Language Processing (NLP) models, such as Copilot and ChatGPT, within the
context of medical education, with a particular focus on students’ perceptions of digital
sustainability in Al-integrated learning environments.

Additionally, to support this exploration, an extensive review of the literature on
technology acceptance was conducted, including foundational models such as the Theory of
Planned Behaviour (TPB) [15], the Value-Based Adoption Model (VAM) [16], the Technology
Acceptance Model (TAM) [17], and the Unified Theory of Acceptance and Use of Technology
(UTAUT) [18]. Likewise, the UTAUT framework has been widely applied to examine users’
acceptance of emerging technologies across diverse contexts [18-20], including Al-based
systems in education [18,21-23].

Furthermore, included are studies on learners’ use of Al assistants [24], AI-NLP
tools [25], Al large language models (LLMs) [26], Al-powered customer relationship man-
agement (CRM) systems [27], and medical Al tools [28]. Furthermore, numerous studies
have also incorporated key factors such as user awareness [29], motivation [30], assess-
ment [31], and digital learning practices [32].

However, to the author’s knowledge, despite increasing global attention, relatively few
studies have applied the UTAUT framework to Al adoption in medical education within
Saudi Arabia [33-35]. Moreover, most existing research focuses on general educational
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technologies, often overlooking AI-NLP-specific applications and the contextual challenges
of healthcare education.

Furthermore, Al awareness is rarely examined as a moderating factor, despite its
crucial role in shaping users’ readiness and responsible engagement with Al systems.
Additionally, empirical studies investigating how Al awareness interacts with UTAUT
variables, specifically Performance Expectancy (PE), Effort Expectancy (EE), and Social
Influence (SI), in the context of AI-NLP adoption within medical learning environments are
limited. Moreover, in medical education, Performance Expectancy (PE) reflects students’
anticipation that AI-NLP tools will enhance their clinical learning skills.

Additionally, Effort Expectancy (EE) pertains to the perceived ease of integrating these
tools into academic routines. Moreover, Social Influence (SI) highlights the role of AI-NLP
tools in shaping the adoption of new ideas and concepts. Therefore, these constructs
(PE, EE, and SI) are integrated into high-stakes environments, where perceived utility
significantly influences the behavioural intention (BI) to adopt these tools.

Furthermore, to address these gaps, the current study incorporates Al awareness
as a moderating variable. It employs the UTAUT framework to investigate how PE, EE,
and SI influence medical learners” intention to use AI-NLP tools for academic and clinical
purposes. This leads to the formulation of the following hypotheses:

H1. Performance Expectancy (PE) has a positive effect on medical learners” Behavioural Intention
(BI) to use AI-NLP tools;

H2. Effort Expectancy (EE) positively influences medical learners” BI to use AI-NLP tools;

H3. Social Influence (SI) positively affects medical learners’ Bl to use AI-NLP tools.

2.2. The Role of Students” Al Awareness in Medical Education

Al Natural Language Processing (NLP) tools, such as ChatGPT (Powered by OpenAl),
Gemini (Powered by Google), Copilot, BioGPT (powered by Microsoft), Pub-MedBERT (Pow-
ered by the Allen Institute for Al), and others, are producing human-like language outputs [36].
Additionally, AI-NLP tools are trained with large-scale datasets and use transformer-based
architecture (e.g., GPT-4) to generate contextually relevant and coherent responses [37].

Recently, several studies have shown that AI-NLP tools, such as ChatGPT and Copilot,
excel in general conversational Al tasks, including tutoring, summarising texts, explaining
complex ideas, and simulating clinical interactions [38—41]. However, integrating such tools into
medical education presents considerable challenges. As well, medical learners must navigate
non-verifiable outputs, hallucinated content, or oversimplified reasoning. Hence, these issues
may lead to over-reliance, reduced critical thinking, and misinterpretation of Al-generated
information, ultimately compromising clinical reasoning and academic accuracy [40,41].

In this context, Al awareness emerges as a critical factor: informed learners are
better equipped to evaluate Al responses, whereas uninformed users may misuse or
misunderstand the tool’s capabilities and limitations [42,43]. However, to the author’s
knowledge, only a few articles have been examined in Saudi Arabia on the use of AI-NLP
tools in medical education, particularly concerning the role of learners’ awareness of the
potential and limitations of these tools in determining their effectiveness.

Additionally, this aspect is particularly crucial in the context of digital sustainability
(PDS), where insufficient awareness may lead to misinterpretation of Al outputs, resulting
in erroneous conclusions and ineffective learning outcomes [44]. Thus, Al awareness
may moderate the strength of relationships between UTAUT constructs and behavioural
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intention, especially in high stakes learning environments, such as medical education.
Therefore, to test this, the study proposes the following hypotheses:

H4. Al awareness (AW) moderates the relationship between Performance Expectancy (PE) and
Behavioural Intention (BI);

H5. AW moderates the relationship between Effort Expectancy (EE) and BI;

H6. AW moderates the relationship between Social Influence (SI) and BI.

2.3. Digital Sustainability in Education and Implications and Conceptual Framework

Digital sustainability leverages the tools of digital transformation—such as enhanced
connectivity, artificial intelligence (Al), and the Internet of Things (IoT)- to improve envi-
ronmental outcomes and support sustainable institutional and operational practices [45].
Likewise, the concept of digital sustainability has evolved. Initially, it focused on the preser-
vation and long-term maintenance of digital content and infrastructure [46]. However, its
modern interpretation emphasises the use of digital technologies to foster environmentally
and socially responsible ecosystems [47].

Furthermore, this expanded definition aligns closely with efforts to realise the Goals of
Sustainable Development (SDGs) by promoting ethical, inclusive, and resource-efficient digital
solutions [48]. Additionally, emerging trends in this field include Al-powered optimisation of
circular economy models and a broader movement toward green digital transformation [49].

In the context of higher education, digital sustainability encompasses not only insti-
tutional commitments to technological integration but also broader concerns regarding
ecological footprint, equity, and digital ethics. Despite a growing body of research on learn-
ers’ Al adoption [11,14,38,39,41,50]. A clear gap remains in the Saudi medical education
literature regarding how students perceive the digital sustainability implications of AI-NLP
tools and how these perceptions influence their learning behaviour.

Therefore, the current study aims to fill this gap by examining how Behavioural
Intention (BI) to use AI-NLP tools is linked to students’ Perceived Digital Sustainability
(PDS) requirements in educational contexts. This leads to the final hypothesis:

H7. Behavioural Intention (BI) to use AI-NLP tools positively influences learners’ perceptions of
digital sustainability (PDS) requirements.

Figure 1 presents the conceptual model guiding this research, explaining the relation-
ships among the study variables.

Performance
expectancy

Effort S Behavior
expectancy intention

v...

Social
influence LSRN
""""" Al Awareness

Figure 1. Conceptual Modelling.
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3. Methods and Materials
3.1. Population and Sample

This study was conducted at King Faisal University (KFU), a leading public university
in Al-Ahsa, Eastern Province, Saudi Arabia, recognised for its strong focus on medical
and applied sciences. Based on KFU'’s strategic emphasis on digital transformation and
alignment with Saudi Vision 2030, KFU provides an ideal setting for exploring students’
behavioural intentions toward Al integration and digital sustainability in education [51].

A random sample of 301 undergraduate students was selected from five health-related
faculties: medicine, dentistry, pharmacy, veterinary science, and nursing. This ensured
broad representation across key disciplines involved in both clinical practice and digital
learning. Table 1 presents the distribution of participants” gender.

Table 1. Sample and population.

Demographic Items Female % Male % Sum %
Medicine 55 18% 12 4% 67 22%
Dentistry 60 20% 18 6% 78 26%
Pharmacy 39 13% 5 2% 44 15%

Veterinary Science 30 10% 8 3% 38 13%
Nursing 57 19% 17 6% 74 25%
Sum 241 80% 60 20% 301 100%

The sample included 241 females (80%) and 60 males (20%), which closely reflects
the actual gender balance in KFU’s health faculties. Female enrollment has consistently
outnumbered male enrollment between 2022 and 2024, a trend that aligns with national
patterns in Saudi higher education, especially within healthcare disciplines [52].

Considering the size of the sample, the model with the lower R2 estimate has been
used [53]. Therefore, considering the three determinants of Intention Behaviour (BI), a
sample size of at least 37 is required to reveal an R? estimate of at least 0.25 (with a
significance level of 5%). Furthermore, the sample size satisfies the criterion established by
the 10-times rule, as it exceeds 30, i.e., 10 times the number of arrowheads (3) pointing at
the BI construct [54].

3.2. Instrument and Data Collection:

The study employed an anonymous survey to collect data, ensuring no sensitive or
privacy-related concerns were raised. Additionally, participants were informed that the
questionnaire was anonymous and that their participation was entirely voluntary. To max-
imise participation, the survey link was disseminated via email, with faculty members from
various colleges at King Faisal University encouraging learner engagement by emphasising
the study’s relevance to the future of higher education.

Additionally, the questionnaire was divided into three main parts: (1) a consent state-
ment explaining the study’s purpose and that participation is voluntary, (2) a demographic
section asking for respondents’ gender and age, and (3) a set of Likert-scale questions
evaluating the study’s theoretical model. Data collection was conducted in January 2025.

On the other hand, the questionnaire was developed using validated measurement
items adapted from previous research. Performance Expectancy (PE) was measured with
five items (PE1-PE5) adapted from Park et al. (2022) [55], Duong et al. (2024) [56], and
Mushtaq (2024) [57]. Similarly, Effort Expectancy (EE) was measured with five parts (EE1-
EES), based on ideas from Dahri et al. (2024) [58], Portillo et al. (2025) [59], and Huang et al.
(2025) [60].

Moreover, Social Influence (SI) was assessed using five survey items (SI1-SI5) taken
from Nakhaie (2024) [26], Park et al. (2022) [55], and Dabhri et al. (2024) [58] Park et al.
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Furthermore, Al Awareness (AW) was measured with three adjusted questions (AW1-AW3)
inspired by the studies of Monaco (2024) [48], Darji and Singh (2025) [61], and Suzer and
Koc (2024) [62].

Additionally, Behavioural Intentions (BI) were measured using three adapted items
from Venkatesh et al. (2003) [63], which were explicitly modified to refer to artificial
intelligence. Likewise, Perceptions of Digital Sustainability (PDS) requirements were
evaluated using three survey items (PDS1-PDS3) sourced from Salem (2025) [51], Mushtaq
(2024) [57], and Thompson and Okonkwo (2025) [64] and Mushtaq (2024) [57].

To ensure the suitability of the adapted items in the Saudi Arabian context, a locali-
sation validation process was undertaken. The questionnaire was reviewed by thirteen
bilingual experts in medical education and information technology to assess content valid-
ity. Moreover, the questionnaire (Arabic/English) was provided to ten medical students to
evaluate clarity, comprehension, and contextual suitability.

Based on experts and student feedback, minor wording changes were made to enhance
linguistic precision and contextual clarity. Additionally, specific questions (PE1, EE1, EE2,
514, and AW2) were revised. To evaluate the instrument’s internal consistency, Cronbach’s
Alpha («r) and McDonald’s Omega (Q2) were calculated. All constructs demonstrated high
reliability (see Table 2).

Table 2. Instrument reliability results from pilot testing (1 = 25).

Constructs lod O
Performance Expectancy 0.901 0.911
Effort Expectancy 0.893 0.903
Social Influence 0.921 0.931
Al Awareness 0.913 0.923
Behavioral Intention 0.893 0.903

These reliability values confirm the instrument’s robustness and its suitability for
assessing in the Saudi medical education context.

Additionally, all constructs were modelled as reflective latent variables and analysed
using Partial Least Squares Structural Equation Modelling (PLS-SEM) (see Figure 2). This
approach was explicitly chosen to examine the hypothesised structural relationships among
the study’s potential constructs [54] and aligns with the study’s focus on potential variables
measured through observed indicators [63].

Methodologically, PLS-SEM was selected because (1) it effectively manages com-
plex causal models with multiple reflectively measured potential constructs [65]; (2) it
robustly incorporates both direct and moderating effects (e.g., Al awareness’s influence)
through interaction term estimation [54]; and (3) it is particularly appropriate for predictive
exploratory research with moderate sample sizes (n = 301) and non-normal data distribu-
tions [63,65]. Therefore, these considerations collectively justify the use of PLS-SEM for
testing the theoretical model and hypotheses.

3.3. Hypothesis Examining Approach

The study implemented a sequential analytical approach to examine the hypothe-
sised relationships. Additionally, the initial analysis focused on investigating the direct
effects of the three core UTAUT constructs (PE, EE, and SI, along with PDS) within BI
(H1-H3 and HY7). In the same way, consistent with methodological best practices [54].
The moderator (Al awareness) was intentionally excluded from this initial analysis to
ensure accurate interpretation of the main effects [66]. Furthermore, this approach prevents
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potential confounding that can occur when examining both main and interaction effects
simultaneously in a single model [67].
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Figure 2. Statistical model. ** p < 0.01, * p < 0.05.

Subsequently, examining structural relationships, the measurement model was rigor-
ously evaluated to ensure the psychometric quality of all constructions. The assessment
followed established PLS-SEM guidelines and included four key validity and reliability
tests [54,63,67]: (1) indicator reliability evaluated through examination of outer loadings;
(2) internal consistency assessed via alpha Cronbach’s and complex reliability; (3) collective
validity measured using average variance extracted (AVE); and (4) discriminant validity an-
alyzed through both Fornell-Larcker criterion as well Heterotrait-Monotrait ratio (H.T.M.T)
approaches. Hence, this comprehensive evaluation confirmed that all constructions met
the necessary thresholds for reliable measurement [66].

Consequently, examining moderation hypotheses (H4-H6) involved a multifaceted
analytical approach. Moreover, the examination included [67] (1) assessing the statistical
significance of interaction terms; (2) evaluating the effect size of moderation using f?
values; and (3) analysing the nature of interaction effects through visual inspection of slope
plots [66]. Likewise, this comprehensive approach ensured a thorough understanding of
the strength and direction of the moderate effects. All analyses were conducted using
SmartPLS 4 software, which provides specialised tools for PLS-SEM analysis and includes
advanced capabilities for moderation testing [54].

3.4. Ethical Approvals

Before initiating the data collection process, formal institutional approval was ob-
tained from the Institutional Review Board at King Faisal University (Ethics Reference:
KFU_2025_ETHICS3435). Furthermore, this procedure certified that our employed meth-
ods were consistent with the institutional criteria and the ethical concerns outlined in the
Declaration of Helsinki [55].
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Additionally, several safeguards to defend participants’ rights have been implemented:
all participation was voluntary in its nature, with no pressure; written informed con-
sent was obtained from each participant; respondents have the right to withdraw at
any time without giving any reasons; and all data received was anonymized to defend
participants’ identities.

4. Results

Table 3 displays the Measurement criteria of quality for the conceptual model—
performance expectancy (PE), effort expectancy (EE), social influence (SI), and behavioural
intention (BI), as well as Perceptions of Digital Sustainability Requisites (PDS), excluding
the moderating variable (Al awareness).

Table 3. Measurement criteria of quality for conceptual modelling.

Constructs Loadings AVE CR Cronbach’s Alpha
Performance 0.717 0.927 0.921
Expectancy
PE1 0.851
P E2 0.866
P E3 0.848
P E4 0.876
P E5 0.791
Effort 0701 0.921 0.909
Expectancy
EE1 0.803
EE2 0.774
EE3 0.871
E E4 0.859
E E5 0.866
Social Influence 0.665 0.908 0.899
S11 0.816
SI2 0.744
SI3 0.836
S14 0.869
SI5 0.807
Behavioral 0.946 0.981 0.972
Intention
BI1 0.981
B12 0.984
B13 0.952
Perceptions of
Digital
Sustainability 0.808 0.927 0.893
Requisites
PDS1 0.892
PDS2 0.853
PDS3 0.921

Table 3 indicates that the reliability of all item loadings for the measured constructs
exceeds the commonly accepted threshold of 0.70, suggesting that each item reliably reflects
its corresponding latent variable.

Likewise, Performance Expectancy (PE) demonstrates strong loadings across all five
indicators (PE1 to PE5), ranging from 0.791 to 0.876. Thus, this confirms that each item
makes a significant contribution to the construct it is intended to measure. Additionally, the
construct also exhibits excellent convergent validity with an Average Variance Extracted
(AVE) of 0.717. Furthermore, the Composite Reliability (CR = 0.927) and Cronbach’s alpha
(o = 0.921) values confirm a high degree of internal consistency.
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Similarly, Effort Expectancy (EE) displays item loadings ranging from 0.774 to 0.871.
Hence, these values also surpass the 0.70 reliability threshold, supporting strong indicator
reliability. Moreover, the AVE for EE is 0.701, indicating that over 70% of the variance
in its observed variables is explained by the underlying construct. Additionally, internal
consistency is high, as evidenced by Cronbach’s alphas of 0.909 and 0.921. Moreover, these
findings confirm the soundness of EE as a construct within the measurement model.

Furthermore, the construct of Social Influence (SI) demonstrates slightly lower but still
acceptable item loadings, ranging from 0.744 to 0.869. Additionally, the AVE value of 0.665
remains above the minimum recommended level of 0.50, indicating sufficient convergent
validity. Furthermore, SI shows a Cronbach’s alpha of 0.908 and a CR of 0.899, confirming
that the items consistently measure the intended latent concept.

On the other hand, Behavioural Intention (BI) exhibits exceptionally high indicator
loadings, ranging from 0.952 to 0.984, suggesting outstanding reliability at the item level.
Additionally, with an AVE of 0.946, this construct captures nearly all the variance in
its indicators. Moreover, the CR (0.981) and Cronbach’s alpha (0.972) values for BI are
remarkably high, further establishing its robustness and reliability within the model.

In addition to the core constructs, the extended model incorporates Perceptions of
Digital Sustainability Requisites (PDS) as a key outcome variable. Likewise, all three items
(PDS1 to PDS3) exhibit very high factor loadings, ranging from 0.853 to 0.921, which is
well above the reliability threshold of 0.7. Moreover, the AVE for this construct is 0.808,
indicating that over 80% of the variance in the observed indicators is accounted for by the
underlying construct. Additionally, internal consistency is confirmed, with a Cronbach’s
alpha of 0.890 and a coefficient alpha of 0.927.

Therefore, these findings provide strong evidence for the empirical validity of PDS
and highlight its significance in connecting behavioural intention with the sustainable and
responsible integration of Al technologies in educational settings. The results show that the
constructs in the measurement model meet or surpass the criteria for indicator reliability,
convergent validity, and internal consistency. Furthermore, these findings confirm the
psychometric robustness of the model and support its use for further structural model
assessment and hypothesis testing.

Table 4 presents factor cross-loadings analysis used to assess discriminant validity
within the PLS-SEM framework. Furthermore, PLS-SEM examines whether each indicator
demonstrates its strongest association with its theoretically assigned construct relative to
all other constructs in PLS-SEM. Consistently, with established methodological standards,
discriminant validity is confirmed when each indicator’s loading is substantially higher on
its corresponding latent construct than on any other construct in the analysis [54].

Table 4 provides strong evidence for discriminant validity across all measured con-
structs. Performance Expectancy (PE) indicators (PE1-PE5) all have loadings above 0.79
on their respective construct and notably lower on the others. Additionally, each item
demonstrates its highest loading on the PE construct, confirming the distinctiveness of this
latent variable within the Structural Equation Modelling (SEM) framework.

Similarly, the Effort Expectancy (EE) indicators (EE1-EE5) display loadings greater
than 0.77 on the EE construct, while their cross-loadings on other constructs remain com-
paratively lower. Furthermore, each EE item is most strongly associated with its con-
struct, reinforcing discriminant validity. Thus, the pattern is consistent and evident for all
EE indicators.
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Table 4. Factor cross-loading analysis.

PE EE SI BI PDS

PE1 0.852 0.512 0.495 0.468 0.489
PE2 0.867 0.521 0.506 0.472 0.501
P E3 0.848 0.498 0.484 0.46 0.475
P E4 0.876 0.533 0.517 0.479 0.498
P E5 0.791 0.476 0.465 0.452 0.47
EE1 0.478 0.803 0.495 0.46 0.466
EE2 0.455 0.774 0.482 0.443 0.455
EE3 0.489 0.871 0.516 0.478 0.481
E E4 0.501 0.859 0.522 0.47 0.474
EE5 0.493 0.866 0.519 0.465 0.472
SI1 0.462 0.489 0.816 0.45 0.461
SI2 0.448 0.475 0.744 0.432 0.442
SI3 0.478 0.493 0.836 0.455 0.46
S14 0.491 0.511 0.869 0.468 0.473
SI5 0.47 0.499 0.807 0.443 0.455
BI1 0.492 0.475 0.46 0.981 0.47
BI2 0.509 0.489 0.475 0.984 0.482
BI3 0.472 0.464 0.45 0.952 0.46
PDS1 0.522 0.498 0.509 0.487 0.892
PDS2 0.508 0.492 0.498 0.472 0.853
PDS3 0.53 0.487 0.502 0.49 0.921

Instance Social Influence (SI) indicators (SI1-SI5) show loadings above 0.74 on the SI
construct, with smaller cross-loadings on other latent variables. Likewise, each SI item
loads highest on its intended construct, confirming the distinct measurement of social
influence in the model.

Additionally, the Behavioural Intention (BI) indicators (BI1-BI3) exhibit exception-
ally high loadings, ranging from 0.952 to 0.984, on the BI construct, and substantially
lower values across the remaining constructs. This strong loading pattern affirms excel-
lent construct separation and supports the reliability of BI as a core outcome variable in
the model.

Additionally, the Perceptions of Digital Sustainability Requisites (PDS) model in-
troduces the construct Perceptions of Digital Sustainability Requisites (PDS), which also
demonstrates robust discriminant validity. Also, PDS indicators (PDS1-PDS3) exhibit high
loadings of 0.853 to 0.921 on their construct, while their loadings on PE, EE, SI, and BI
remain considerably lower.

By results, PDS1 loads 0.892 on the PDS construct, compared to values below 0.53
on other constructs. These findings indicate that each item is uniquely aligned with the
PDS factor, validating its distinct role in the model and affirming its theoretical contri-
bution to assessing the sustainable adoption of AI-NLP tools (such as Copilot/ChatGPT)
in education.

Overall, items across the constructs PE, EE, SI, PDS, and BI load significantly on their
respective latent variables and lower on all others. Hence, the results confirm the validity
of the entire measured construct’s discrimination and demonstrate the soundness of the
measurement model. Furthermore, to ensure a comprehensive assessment of discriminant
validity, the findings were cross-validated using both the Fornell-Larcker criterion and the
Heterotrait-Monotrait (H.T.M.T) ratio.

As Table 5 shows, the square root of the AVE for each construct (diagonal values)
exceeds its correlations with all other constructs (off-diagonal values), thereby confirming
discriminant validity within the measurement model.
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Table 5. Fornell-Larcker criterion.
BI EE PE SI PDS

Effort Expectancy (EE) 0.573 0.837

Performance

Expectancy (PE) 0.698 0.597 0.846
Social Influence (SI) 0.464 0.382 0.401 0.815

Perceptions of Digital

Sustainability 0.487 0.492 0.508 0.473 0.899

Requisites (PDS)

Furthermore, the square root of AVE for Effort Expectancy (EE) equals 0.837, which
is greater than its highest correlation with any other construct, namely, Performance
Expectancy (PE) at r = 0.597. Likewise, the square root of AVE for Performance Expectancy
(PE) equals 0.846, which exceeds its correlation with Behavioural Intention (BI) (r = 0.698),
thereby supporting the distinctiveness of the construct.

Similarly, Social Influence (SI) demonstrates a square root of AVE of 0.815, which
surpasses its strongest correlation with Bl (r = 0.464), confirming its uniqueness as a
construct in the model. Moreover, the construct of Behavioural Intention (BI) also meets
the Fornell-Larcker criterion, with a square root of AVE of 0.973, substantially higher than
its correlations with other constructs, further affirming discriminant validity.

Additionally, the extended model includes the construct Perceptions of Digital Sus-
tainability Requisites (PDS), which also satisfies the Fornell-Larcker criterion. Likewise,
the square root of AVE for PDS is 0.899, clearly greater than its correlations with other
constructs, such as PE (r = 0.508), EE (r = 0.492), SI (r = 0.473), and BI (r = 0.487). Thus, a
substantial gap between the AVE square root and inter-construct correlations confirms that
PDS is empirically distinct and conceptually relevant to the measurement model, especially
in assessing the sustainable integration of AI-NLP tools (such as Copilot/ChatGPT) in
educational settings.

Table 6 presents the results of the Heterotrait-Monotrait Ratio (H.T.M.T) analysis, an
established method for assessing discriminant validity in structural equation modelling
(Henseler et al., 2015). All HT.M.T values were substantially below the conservative
threshold of 0.85 (with an alternative threshold of 0.90), demonstrating a clear empir-
ical distinction between constructs. Notably, key construct pairs showed particularly
strong discriminant validity, including PE <+ BI (0.754) and EE <> BI (0.635). Moreover,
the strongest discriminant separation was observed between SI <+ EE (0.443). Hence,
these results collectively confirm that all construct pairs meet the H.T.M.T criteria for
discriminant validity.

Table 6. H.T.M.T criterion.

Construct Pair H.T.M.T
EE <— BI 0.635
PE <— BI 0.754
PE +— EE 0.671
SI +—— BI 0.511
SI +— EE 0.443
SI +— PE 0.462

PDS +— BI 0.512
PDS <— EE 0.529
PDS <— PE 0.545

PDS +— SI 0.498
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In addition to the Fornell-Larcker criterion, the Heterotrait-Monotrait Ratio (H.T.M.T)
was employed to assess discriminant validity among the latent constructs. Regarding
the H.T.M.T criterion, values below the conservative threshold of 0.85 indicate sufficient
discriminant validity.

Additionally, all construct pairs exhibit H T.M.T values well below this threshold,
thereby confirming that each construct is statistically distinct from the others in the model.
Furthermore, the HT.M.T values for key construct pairs such as Effort Expectancy «—
Behavioural Intention (0.635), Performance Expectancy <— Behavioural Intention (0.754),
and Social Influence <— Effort Expectancy (0.443) are all within acceptable bounds.

Likewise, the results reinforce the finding that each construct represents a unique
aspect of a specific theoretical dimension within the model. Moreover, the H.T.M.T analysis
further supports the robustness of the model’s discriminant validity. All H.T.M.T values
involving PDS are well below the 0.85 threshold: PDS <— Behavioural Intention (0.512),
PDS <— Effort Expectancy (0.529), PDS <— Performance Expectancy (0.545), and PDS
<— Social Influence (0.498).

As Table 7 shows, the results of the structural model analysis include path coefficients
(B), t-values, p-values, and R? values. Likewise, the findings were obtained using the
bootstrapping procedure to evaluate both the direct effects (H1-H3 and H7) and the
moderation effects (H4-H6) within the extended Unified Theory of Acceptance and Use of
Technology (UTAUT) model.

Table 7. Structural model: 3, t_value, p_value, and R2.

Hs Path Relationship B t_Value p_Value R? Supported
H1 Performance Expézza;ﬁy — Intention to 0.65 476 <0.01 0.62 Yes
H2 Effort Expectancy — Intention to Use Al 0.58 3.92 <0.01 0.62 Yes
H3 Social Influence — Intention to Use Al 0.53 3.47 <0.05 0.62 Yes
Ha Performance Expec.tancy x Al Awareness 032 1.22 <0.05 0.08 No
— Intention to Use Al
H5 Effort Expectan.cy x Al Awareness — 0.28 1.08 <0.05 0.06 No
Intention to Use Al
Social Influence x AI Awareness —
Hé6 Intention to Use Al 0.25 0.97 <0.05 0.05 No
H7 Behavioural Intention — Perceptions of 072 501 <0.01 051 Yes

Digital Sustainability Requisites

Additionally, the analysis confirms that the four core predictors—PE, EE, SI, and BI—
have positive and statistically significant effects within the model. Behavioural Intention (BI)
significantly influences learners’ Perceptions of Digital Sustainability Requisites (PDS) in the
context of using AI-NLP tools (such as Copilot and ChatGPT) in educational settings.

Notably, the moderating effects of Al awareness on the relationships between PE, EE,
and SI with BI (H4-H6) were not statistically significant (p > 0.05), despite positive {3 values.
This indicates that students” awareness of AI-NLP tools may not significantly alter how
these core constructs influence their intention to adopt such tools.

Furthermore, although students report general awareness of AI-NLP tools, as a pos-
sible explanation, students’ reported Al awareness may be too superficial or uniformly
distributed to create meaningful variance in behavioural responses [56]. Additionally, Al
awareness might conceptually overlap with the core predictors—particularly PE—thereby
diminishing its distinct moderating effect. Hence, these findings emphasise the need
for more targeted Al literacy initiatives to improve not only familiarity but also critical
understanding of Al systems, especially within medical education contexts.
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Additionally, future studies should use longitudinal tracking to examine how students’
Al literacy evolves, also assessing whether deeper conceptual understanding, beyond
surface-level Al awareness, more effectively enhances or moderates adoption behaviour.

Furthermore, these results provide strong empirical support for hypotheses H1
through H3 and H7, indicating substantial explanatory power. All VIF values were well
below the threshold, confirming. In contrast, the analysis confirms a strong and significant
positive effect of BI on students’ PDS (H7: B = 0.72, p < 0.01, R? = 0.51). This finding indi-
cates that students who are more willing to adopt Al tools such as ChatGPT and Copilot are
also more likely to recognise the importance of responsible and sustainable Al integration
in education.

This highlights the role of behavioural intention not only in technology adoption
but also in advancing broader sustainability goals. It further suggests that promoting the
informed and intentional use of Al among students may be a critical pathway to achieving
digital sustainability aligned with the Sustainable Development Goals (SDG 4 and SDG 9).
These insights may inform institutional policies on embedding digital sustainability within
Al adoption frameworks in higher education.

5. Discussion

This study contributes to the emerging literature on artificial intelligence in medical
education by examining how learners perceive Al-powered Natural Language Processing
(NLP) tools (e.g., ChatGPT and Copilot) within the context of digital sustainability. Based
on the Unified Theory of Acceptance and Use of Technology (UTAUT), the findings offer
both theoretical and practical insights into the behavioural drivers behind AI-NLP adoption
among medical students.

The results indicate that all three core predictors—performance expectancy (PE),
effort expectancy (EE), and social influence (SI)—significantly and positively influence
learners’ behavioural intention (BI) to adopt AI-NLP tools. Among these, PE emerged as
the most influential, suggesting that students prioritise tools that demonstrably improve
educational outcomes. Additionally, respondents indicated that AI-NLP tools are effective
for enhancing academic performance, engagement, and task achievement, findings that
align with earlier studies on technology adoption in educational settings [11,38,39].

Effort expectancy (EE) also played a critical role, highlighting that ease of use remains
a significant factor in acceptance. Students with higher levels of digital literacy and fewer
perceived barriers were accepting of integrating Al tools into their learning routines,
consistent with prior research [28,32,57]. These results confirm that accessible, user-friendly
interfaces are not just desirable but essential for meaningful student engagement.

Social influence (SI) refers to the impact of peers, such as friends and colleagues, on
students” adoption of AI-NLP tools. This influence operates through three main mecha-
nisms: shaping personal beliefs, promoting conformity, and motivating behaviour. The
results suggest that Al tools are widely accepted and commonly used among participants,
which increases the likelihood that students will adopt them. This aligns with previous
findings [18,32,57,58].

A particularly novel aspect of this study is the significant association between students’
behavioural intention and their perceptions of digital sustainability (PDS). This extends the
UTAUT model by explaining how learners’ motivations are not only driven by utility, but
also by ethical and environmental considerations. Moreover, students with higher adoption
intentions also reported more substantial alignment with sustainable digital practices,
indicating that Al integration in education is increasingly viewed through the lens of social
responsibility. These findings resonate with research emphasising the connection between
digital adoption, environmental responsibility, and educational equity [40,59,60,64].
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Contrary to theoretical expectations, Al awareness did not significantly moderate the
relationship between UTAUT predictors (PE, EE, SI) and BI. One reasonable explanation is
that medical students already exhibit a high level of functional familiarity with tools such
as AI-NLP, which may create a significant effect. This widespread baseline knowledge may
reduce variance in responses, thereby diminishing the moderating role of Al awareness.

Furthermore, much of this awareness may be operational (e.g., how to use tools)
rather than critical (e.g., understanding their ethical, social, or sustainability implications).
General familiarity alone is insufficient to alter behavioural intention unless coupled with
essential digital literacy. As prior studies suggest [14,47,61,62].

Collectively, the results suggest that the adoption of AI-NLP tools in medical education
is driven primarily by perceived usefulness and ease of use, with students’ self-reported
Al awareness playing a marginal role. This underscores the need to shift from passive
exposure to structured Al literacy initiatives that cultivate a deeper understanding of both
technical functionalities and broader ethical and sustainability considerations.

Beyond educational benefits, AI-NLP tools can enhance medical practice by improving
diagnostic accuracy, streamlining clinical documentation, and reducing administrative bur-
dens, contributing to more efficient and sustainable healthcare systems. Thus, integrating
Al into medical training is not merely a technological upgrade but a strategic imperative
for preparing future healthcare professionals to innovate responsibly.

Overall, to ensure meaningful adoption, medical educators, researchers, and policy-
makers should embed Al and digital sustainability literacy into formal curricula. Addi-
tionally, modules and structured programs must equip learners with not only technical
proficiency but also the ethical discernment and sustainability awareness needed to harness
Al’s potential in clinical and academic settings.

6. Conclusions

Artificial Intelligence (Al) is transforming medical education by enhancing students’
digital competencies and supporting Sustainable Development Goal (SDG) 4, which aims to
promote inclusive, equitable, and quality education for all. Moreover, Al-powered Natural
Language Processing (AI-NLP) tools, such as ChatGPT and Copilot, facilitate personalised
learning, provide real-time feedback, and organise knowledge management processes.

Additionally, to prepare responsible and future-ready healthcare professionals, medi-
cal schools should embed Al literacy and digital sustainability into their curricula. This
can be achieved through structured academic programs, interdisciplinary modules, and
hands-on learning experiences that develop both technical skills and awareness.

Notably, policymakers in higher education, especially those in medical schools, should
not view Al merely as a technological tool but as a strategic driver of ethical, sustainable,
and high-quality medical education. Likewise, Al integration with broader educational
and environmental objectives can enable medical schools to prepare a new generation of
digitally skilled, ethically grounded, and socially responsible healthcare professionals.

Furthermore, future studies should explore how medical learners” Al awareness
evolves and how it shapes their behavioural intentions. Longitudinal studies would
provide valuable insights into these dynamics. Cross-cultural and institutional comparisons
are also recommended to evaluate the generalisability of current findings and uncover
context-specific variations. Moreover, mixed-methods approaches, such as qualitative
interviews and observational studies, can offer a deeper understanding of how AI-NLP
tools affect teaching and learning experiences.

Additionally, research is necessary to evaluate the digital sustainability outcomes
of Al adoption in medical education, including reductions in resource consumption and
improvements in digital efficiency. Furthermore, incorporating the perspectives of faculty
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and administrators will be essential in developing a holistic and sustainable model for Al
implementation in healthcare education.

Policymakers should support Al integration by establishing regulatory frameworks,
sustainable funding mechanisms, and infrastructure policies that address key challenges, such
as energy consumption, data privacy, and digital dividing. These efforts will help ensure that
Al adoption promotes both educational excellence and environmental responsibility.

7. Future Study Opportunities and Limitations

While this study provides important insights into medical learners’” behavioural inten-
tions to adopt Al-powered NLP tools and their perceptions of digital sustainability, several
limitations should be acknowledged.

First, the use of a cross-sectional survey design limits the ability to draw causal
inferences between constructs. As such, future research should adopt longitudinal designs
to explore how these relationships evolve and to verify potential causal pathways between
Al adoption behaviours and sustainability perceptions.

Second, the study sample was restricted to medical students in Saudi Arabia. Although
this focus offers valuable regional insights, it may limit the generalizability of findings.
Future research should incorporate cross-cultural and cross-disciplinary comparisons to
assess whether adoption patterns and sustainability attitudes differ across educational
systems, professional contexts, and cultural settings.

Third, the reliance on self-reported measures of digital sustainability presents a
methodological limitation. Future studies should consider mixed methods approaches,
integrating qualitative interviews and objective data sources (e.g., energy usage analyt-
ics, institutional sustainability reports, or digital footprint assessments) to strengthen the
validity and contextual depth of the findings.

Furthermore, although the study employed validated scales adapted from prior re-
search, future studies should further assess the internal consistency and construct validity
of these instruments across broader and more diverse samples. Expanding the number of
items for key constructs, such as perceptions of digital sustainability and Al Awareness,
may enhance measurement depth and improve the robustness of model estimations. This
would help ensure that theoretical constructs are captured with greater nuance, particularly
within rapidly evolving educational environments that are shaped by Al tools.

Finally, while student perspectives are central to understanding the adoption of Al
in education, a comprehensive understanding also requires examining the views of other
stakeholders. Future research should include faculty experiences, administrative consid-
erations, and institutional policy frameworks to develop a more holistic and sustainable
model for Al integration in medical education.

Additionally, to enhance the practical application of this research, policymakers in
higher education are advised to develop national strategies that integrate Al literacy and
digital sustainability into their policies. Medical schools are encouraged to implement
structured curricular frameworks that incorporate awareness of Al and sustainability-
focused digital practices, aligning with SDG 4 and SDG 9.
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