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Abstract: This study explores how linguistic and cultural differences shape social media
discourses on green energy and sustainability by analysing English and Turkish tweets.
Leveraging artificial intelligence-based text mining methods, the research examines users’
perceptions, emotions, and concerns about green energy on social media platforms. The
findings reveal that in both languages, negative sentiments outweigh positive ones, with
users frequently expressing their criticisms and apprehensions. However, significant
thematic differences emerge based on language and culture. English tweets generally
adopt a global and industrial perspective, while Turkish tweets are more focused on local,
technical, and operational issues. By integrating sustainability into the analysis, this study
highlights the interconnectedness of green energy discussions with broader environmental
and societal goals. Social media platforms are shown to play a critical role in raising
environmental awareness and influencing consumer perceptions. The results underline the
importance of developing sustainability policies that consider regional dynamics, cultural
contexts, and user expectations. Additionally, this study provides valuable insights for
advancing climate research, media strategies, and digital marketing efforts. Ultimately, it
emphasises the need for inclusive, informed, and innovative approaches to foster greener
and more sustainable futures globally.

Keywords: green energy; sustainability; climate; digital marketing; marketing communication;
machine learning; social media

1. Introduction

Green energy has become one of the most important issues in the modern world with
the goals of reducing the effects of global warming, ensuring sustainable development,
and protecting environmental balances. The use of renewable energy sources is seen as
an important strategy that not only provides environmental benefits but also supports
economic growth. Today, it has become a global priority both to ensure environmental
sustainability and to provide long-term solutions to the energy crisis [1,2]. Social media
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platforms provide an effective environment for users to share their thoughts on this issue,
express their support, or voice their concerns. This study aims to reveal how discussions
on this concept are shaped in different cultural contexts by analysing consumer perceptions
of green energy through Turkish and English tweets.

The aim of this study is to reveal consumers’ perspectives on green energy in a
comparative manner by analysing the emotional tendencies, perceptions, and emphasised
themes in Turkish and English tweets. By using artificial intelligence methods such as
sentiment analysis, text mining, and topic modelling, positive and negative emotions of
social media users about green energy were determined. In addition, understanding the
differences in the reactions to this concept in different languages and cultures contributes
to the effective design of communication strategies related to green energy. This study also
highlights how social media data can be used to understand consumer behaviour.

Social media analyses on green energy provide critical clues for digital marketing
campaigns. The positive and negative emotions identified in this study allow brands to
understand consumer perception and develop sustainability-orientated strategies. In this
context, marketing communication strategies can be enriched with the data obtained from
social media to develop messages in line with the environmental sensitivities of consumers.
Storytelling techniques that emphasise green energy projects can be used as an effective
tool to create brand loyalty and strengthen consumers’ positive emotions. Messages of
support for renewable energy projects can be used as a powerful communication element in
the marketing of environmentally friendly products and services. This use of social media
data offers a new perspective in the design of consumer-orientated digital campaigns. The
findings of the article offer opportunities in various sectors.

In this study, modern methods for social media analysis are used. Analysing English
and Turkish tweets with sentiment analysis, word frequency, and topic modelling (LDA)
methods provides a comprehensive evaluation of the text data from both quantitative and
qualitative perspectives. Visualisation tools such as PyLDAvis help to better understand
and represent the topics obtained. Furthermore, the comparison of data in two different
languages shows how linguistic and cultural differences can be managed in multilingual
analyses. The combination of these methods allowed for deeper conclusions that can be
drawn from social media data.

This study makes a unique contribution by analysing the similarities and differences
between global and regional perceptions of green energy by comparing Turkish and English
tweets. While previous studies have generally been conducted in a single language or in a
limited geography, this analysis addresses consumer perceptions in two different cultural
contexts within the same methodological framework. The importance of this study stems
from the fact that it provides insights for organisations and decision-makers aiming to raise
awareness on green energy to develop effective strategies in different cultural contexts.
In addition, the fact that it provides an example of how artificial intelligence-supported
analysis methods can be used in the field of social sciences makes this study unique in
terms of both methodology and content.

Based on the comparative sentiment and topic modelling analysis of Turkish and
English tweets, this study hypothesises that linguistic and cultural differences influence
consumer perceptions of green energy. Specifically, it is expected that English tweets will
focus more on global and industrial themes, while Turkish tweets will emphasise local and
technical concerns. The findings of this study aim to test this hypothesis by analysing the
sentiment distribution and thematic structures in both datasets.
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2. Literature

Green energy is critical for sustainable development and the prevention of environ-
mental degradation. The use of renewable energy sources is recognised as a key strategy
for reducing the carbon footprint and addressing the negative impacts of fossil fuels on the
environment [3]. Green energy has become a priority area for policymakers and industry
leaders, especially in combating climate change and increasing energy security [4]. As
a result of this priority, studies to understand the awareness levels of societies towards
green energy have gained momentum. These studies play an important role in under-
standing individuals’ responses to sustainable energy policies and the factors affecting
their energy choices. For example, Sovacool (2009) stated that individuals’ perceptions of
green energy projects are closely related to environmental benefits and economic costs [5].
Similarly, Wolsink (2007) found that attitudes towards renewable energy projects often
vary depending on the local context in which the projects will be implemented and the
perceived benefits [6]. Ellis et al. (2007) argue that perceptions of renewable energy projects
are influenced not only by ‘objective’ policy barriers but also by a range of factors such as
governance, participation processes, aesthetic concerns, and power inequalities. Recent
studies show that community participation and local economic benefits play a critical role
in the formation of these perceptions [7]. In addition, Gross’s (2007) research shows that
individuals’ beliefs about whether they are fairly represented in decision-making processes
have an impact on their perceptions of projects [8].

In addition to environmental concerns, perceptions of economic and technological
success play an important role in the acceptance of renewable energy technologies. Wiisten-
hagen and Menichetti (2012) reveal that innovative technologies receive more public sup-
port and that this support is often associated with economic benefits rather than environ-
mental awareness. In addition, the influence of media discourses on perceptions of projects
has become increasingly evident [9]. Foust and Murphy (2009) showed that the media’s
dramatic and confrontational coverage of projects can negatively affect perceptions [10].

While increased awareness of climate change positively affects individuals’ general
attitudes towards renewable energy projects, the reflections of these attitudes at the local
level exhibit a complex structure. Whitmarsh et al. (2020) found that environmental
sensitivity has increased among younger generations, but individual interests may create
opposition to local projects. Economic factors also play an important role in the formation
of these perceptions [11]. Johnson et. all (2015) emphasise that fluctuations in energy prices
and investment costs can affect public confidence in renewable energy, while political
stability and regulations are critical for long-term support [12].

Douglas’ (1970) cultural theory suggests that individuals’ perceptions of renewable
energy projects are influenced by their relationships with wider social groups [13]. Hulme
(2009) emphasises how environmental issues are associated with individual experiences
and how these perceptions should be taken into account in policy design [14]. Furthermore,
Pasqualetti (2011) suggests that the perception of wind turbines as an aesthetic attraction
by some communities may increase social acceptance [15].

Current research indicates that perceptions towards renewable energy should be
analysed in a more dynamic way. While social media analyses reveal the rapidly changing
nature of social perceptions, sentiment analyses provide a more in-depth examination of
these perceptions through large datasets [16]. For example, Castillo-Manzano et all (2017)
found that both information sharing and social participation were high in social media
users’ discussions on green energy [17].

In this context, there is a need to utilise more postpositivist approaches to understand
how individuals’ perspectives on renewable energy are shaped through a combination of
their presuppositions and sources of information. Devine-Wright (2006) emphasises that
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perceptions of renewable energy projects need to be considered not only at the individual
level but also in broader social and cultural contexts. These developments offer important
insights that can contribute to the more effective design of renewable energy policies and
projects [18].

This study is unique in that it analyses social media discourses on green energy through
both English and Turkish tweets and examines how language and cultural differences are
reflected in these discourses. While the existing literature usually focuses on analyses
conducted in the context of a single language or culture, this study examined discourses
in two languages from a comparative perspective. The findings show that global and
industrial themes are prominent in English tweets, while local and technical issues are
prominent in Turkish tweets. This indicates that green energy debates are shaped by
regional dynamics and user perceptions, suggesting that sustainability policies should be
developed in accordance with local contexts. Furthermore, this study emphasises the power
of social media platforms to raise environmental awareness by conducting both sentiment
analysis and thematic analysis with artificial intelligence-based text mining methods.

3. Materials and Methods

In this study, a total of 14,916 English and 1358 Turkish tweets collected from the X
platform were analysed to analyse user views on green energy. The dataset was analysed
comprehensively to reveal the thoughts, perceptions, and emotional aspects of social media
users about green energy. The data were analysed using advanced data processing methods
such as text mining, sentiment analysis, and topic modelling.

Text mining is a technique for extracting meaningful and useful information from a
dataset and was applied in this study to analyse users’ comments on green energy in more
depth. This method was used for systematic processing of text data and the extraction
of specific features. In addition, sentiment analysis was used to identify users’ feelings
and attitudes towards green energy. At this stage, a machine learning-based approach was
adopted for sentiment analysis classification, and the support vector machines (SVM) algo-
rithm was used. SVM is a powerful machine learning method used to find the hyperplane
that best classifies the data points, and in this study, it was preferred to ensure the accurate
classification of emotional loads in tweets.

Topic modelling, on the other hand, makes it possible to group users’ opinions about
green energy on a topic basis and to make an analysis based on certain themes and key-
words. This method enables the data to be analysed in a broader perspective and provides
useful information to understand the basic views and concerns of users about green energy.

3.1. Dataset

There are several important reasons why the X platform was preferred in this study.
Firstly, the X platform has a large user base around the world and offers an environment
where the public quickly expresses their opinions and interacts, especially through social
media. The content shared on this platform clearly reveals users’ thoughts and emotional
reactions to current events, social issues, and various topics. Especially on a topic of social
importance such as green energy, comments on the X platform provide access to the views
of individuals from different geographies and demographics [19].

While this study primarily focuses on data from the X platform, other social media
platforms such as Facebook, Instagram, and LinkedIn also provide valuable insights into
public perceptions of green energy. However, these platforms differ in user demographics,
content-sharing mechanisms, and accessibility of data. Unlike X, which allows easy access
to real-time discussions and a wide range of public opinions, platforms such as Instagram
and LinkedIn focus more on visual content and professional discourse, respectively. Future



Sustainability 2025, 17, 1882

50f22

research could explore these platforms to gain a more comprehensive view of consumer
sentiment on green energy.

The X platform stands out as a space where users interact in real time and share their
opinions freely. This provides researchers with a large and diverse dataset, allowing for
a more accurate and comprehensive analysis of public opinions on green energy. More-
over, the diversity and breadth of the content on the platform make it possible to extract
meaningful data through methods such as text mining and sentiment analysis used in
the research.

In this study;, a total of 14,916 English and 1358 Turkish tweets collected over a period
of 2 weeks were selected as the dataset. There are several important reasons for choosing
this specific time. Firstly, the rapid change and updating of content on social media
platforms can lead to the problem of timeliness and authenticity, which are lost over time
in longer-term datasets. Therefore, data collected over a short period of time allow for a
more accurate reflection of the current views and perceptions of the public on the topic at
the centre of the research, namely, green energy. Especially considering the rapid spread of
discussions on environmental issues and energy policies on social media, a short period
of time provides more meaningful data to understand the current feelings and thoughts
of the public. Moreover, this 2-week period increases the applicability of methods such as
text mining and sentiment analysis used in this study. Short-term datasets allow the model
to run faster and more efficiently, thus speeding up the analysis process and allowing
researchers to examine social sentiments and trends in a given period of time. A dynamic
and rapidly changing topic such as green energy is directly linked to intense interactions
monitored through social media; therefore, by using up-to-date data, public perceptions
were measured more accurately and effectively.

The fact that the dataset consists of tweets in English and Turkish allows for the
analysis of global and local perceptions by comparing public opinions in two different
languages. This diversity enables a deeper exploration of public perspectives and concerns
about green energy in different cultural contexts. While the data in English reflect universal
views and debates on green energy on a global scale, the Turkish tweets reflect the feelings
and thoughts of the Turkish public in a local context.

Finally, the size of the dataset, limited to 14,916 English and 1358 Turkish tweets,
was sufficient to provide the depth of analysis and sample size required for this study,
given the intensity of social media interaction in the selected time. These data allow for a
comprehensive analysis of social media discussions on green energy.

Although the Turkish dataset (679 tweets after preprocessing) is smaller than the En-
glish dataset (7950 tweets), it still provides meaningful insights into consumer perceptions.
Previous studies have shown that even smaller datasets can yield valuable results in senti-
ment analysis, particularly when combined with robust preprocessing and feature selection.
Additionally, the findings obtained from Turkish tweets were thematically consistent with
English tweets, further supporting the reliability of the analysis. (See Table 1).

Table 1. Sample dataset.

Tweet Language

Incentives for the production of green technologies such as batteries for electric vehicles
and renewable energy systems stand out as a new area of transatlantic competition as well Tr
as trade protectionism between the US and the European Union (EU).

While the production cost of green hydrogen produced using renewable energy sources is
calculated to be USD 1 per kilogram in 2050, global investments in the hydrogen sector Tr
reached USD 1.1 billion last year.
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Table 1. Cont.

Tweet Language

Until 2050, the sector that will never fall off the agenda of the world and the country will be
green energy. You will lose a lot if you are not in a sector with such infinite potential and Tr
development for long-term investment.

Let’s protect our future by providing all the energy it needs from renewable energy sources. Tr

Greenhouse gas emissions can be reduced by transition to a green economy. Investments
can be made in renewable energy sources. Work can be done for the protection and Tr
restoration of natural habitats.

A clean environment and a healthy future is possible with renewable energy! In order to
fulfil our duty for a greener future, we should prioritise increasing our product and service En
diversity for renewable energy sources.

Wind and solar are the primary sources of electricity in the EU in 2022. Electricity
generated from these 2 sources in the EU reached 22.3% of the total, surpassing other En
sources for the first time, including coal, nuclear and natural gas.

It is on a mission to build homes in Wales that run on green energy and can reduce the

amount of CO; in our atmosphere. En
Denmark produced a record amount of green energy in 2022 En
The Chinese group plans to build a giant green hydrogen project in Egypt with

investments ranging from USD 5-8 billion, which will produce more than 140,000 tonnes of En

green hydrogen per year.

3.2. Text Mining

Text mining is a process for extracting meaningful information from unstructured text
data. This process utilises computer-based techniques to uncover patterns and relationships
hidden in large amounts of text data. Drawing from areas such as natural language
processing (NLP), machine learning, and information retrieval, text mining uses various
algorithms to make text data analysable and usable [20]. In recent years, text mining has
gained importance with the increase in data from digital sources such as social media,
customer reviews, newsletters, and blogs [21].

The first step of the text mining process is text preprocessing. This step ensures that
the text is cleaned and made suitable for analysis. Since raw text often contains redundant
information and noise, the preprocessing process aims to remove such elements [22].
Preprocessing steps include tokenisation, stop-word extraction (removing words that do
not carry meaning), and normalisation. Tokenisation is the process of dividing text into
words or sentences. Stop-word extraction removes important words of the language as
well as words that do not carry meaning. Normalisation is the stemming of words [23].

Another concept frequently encountered in text mining is n-grams. N-gram refers to
consecutive sequences between words in the text. These sequences are used to understand
the relationships between words. While unigram refers to the analysis of a single word,
longer sequences such as bigrams and trigrams can be used to analyse more complex rela-
tionships between words. N-grams are an important tool for understanding the linguistic
structure of text and making more meaningful inferences [24].

Text mining also works with methods such as classification and clustering. Classifi-
cation is the process of categorising texts into certain categories. For example, sentiment
analysis can be used to determine whether a text carries a positive, negative, or neutral
emotion. Machine learning algorithms can be used for this classification process, learning
from large datasets and classifying texts accurately.
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In conclusion, text mining is a powerful technique for extracting valuable information
from text data. Methods such as text preprocessing, n-gram analysis, and classification are
the cornerstones of this process. This process enables more in-depth analyses of text data
and allows meaningful inferences to be made from large datasets.

3.3. Sentiment Analysis

Sentiment analysis is a natural language processing (NLP) method for identifying the
emotional tone in text data. This analysis aims to recognise positive, negative, or neutral
expressions of emotion in texts. Sentiment analysis is widely used, especially in analysing
large amounts of unstructured data such as social media, customer feedback, product
reviews, and news comments [25]. This process is important in various fields, such as
companies measuring customer satisfaction, conducting opinion polls, and evaluating the
impact of policies on the public [26].

Sentiment analysis usually tries to determine whether the text expresses a certain
emotional tone. In this analysis, words and phrases in the text are analysed to see whether
they convey a positive, negative, or neutral emotion. There are three main approaches used
in sentiment analysis: rule-based, machine learning-based, and hybrid approaches.

Rule-based sentiment analysis identifies sentiments using predefined rules and lexi-
cons. This approach allows words and sentence structures to be analysed based on certain
rules. For example, using a sentiment lexicon, positive or negative words in the text are
identified, and the sentiment is determined according to the context of these words in the
sentence. This method, although simple and interpretable, may have difficulties in fully
understanding the context of the language. It may also fail to recognise complex language
features such as irony, nuance, and polysemy [27,28].

Machine learning-based sentiment analysis uses algorithms to classify text. In this ap-
proach, models that learn from large datasets use labelled data to determine the emotional
tone of the text. Algorithms include support vector machines (SVM), decision trees, naive
Bayes, and deep learning techniques [29]. Machine learning-based approaches can better
grasp the context and are more robust to the complexity of language. However, the training
process of these methods can be time-consuming and requires large, labelled datasets.

Hybrid approaches are a combination of rule-based and machine learning-based
methods. These methods aim to achieve a more accurate result by combining the strengths
of both approaches. For example, while rule-based methods analyse sentiment for specific
words and sentence structures, machine learning algorithms can examine these results more
comprehensively. Hybrid approaches utilise the advantages of both methods to address
language complexity more effectively [30].

3.4. Machine Learning

Machine learning is a branch of artificial intelligence that enables computers to learn
from data and perform certain tasks as they gain experience with the data, without being
explicitly programmed [31]. Machine learning methods can generally be classified into
three main types: regression, classification, and clustering. Regression aims to predict a
continuous target variable. Classification aims to categorise data into certain categories [32].
Clustering, on the other hand, divides data into groups with similar characteristics, is
a type of analysis performed with unlabelled data, and is used in applications such as
customer segmentation. These three methods are selected according to different data types
and analysis needs and are used to solve various problems.

This study not only applied sentiment analysis and topic modelling to social media
data but also introduced methodological adaptations to facilitate a cross-linguistic compari-
son. For instance, preprocessing steps were tailored to accommodate linguistic differences,
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ensuring that stop-word removal and tokenisation were optimised for both English and
Turkish. Additionally, topic modelling was fine-tuned to maintain a balanced thematic
distribution despite the disparity in dataset sizes.

In this study, we preferred traditional machine learning methods such as support
vector machines (SVM) instead of deep learning models. One of the key reasons was the
relatively small size of the Turkish dataset, which limits the effectiveness of deep learning
models that require large amounts of labelled data for training. Furthermore, SVM has
been widely applied in sentiment analysis with high accuracy and computational efficiency,
particularly in cases where interpretability is important. While transformer-based models
(e.g., BERT) were considered, they were not utilised due to computational constraints and
the need for extensive labelled data for fine-tuning.

Support Vector Regression

Support vector machines (SVM) is a powerful machine learning algorithm that is
widely used, especially for classification problems [33]. SVM aims to separate data with the
widest margin between two classes. This algorithm can work effectively even on non-linear
datasets because it makes it possible to perform linear classification by transforming the
data into a high-dimensional space using kernel functions [34].

SVM allows the data to be separated by the widest possible margin to find the linear
separation between two classes. This margin is the distance between the closest points
(support vectors) from both classes. The aim of SVM is to maximise this margin, i.e., to
find the hyperplane that separates the classes the farthest apart. For a linear classification
problem, this hyperplane corresponds to the partitions of the data in a plane [35].

Mathematically, SVM tries to find a linear hyperplane so that the data points are
placed on two different sides of this plane. The mathematical formula used for this linear
classification is as follows:

wxx+b=0 (1)

where w is the normal vector of the linear hyperplane, x is the data point, and b is the bias
term. The goal is to find the parameters w and b that will give the best discrimination to the
data points.

The main feature of SVM is that it uses data called ‘support vectors’ in classification.
Support vectors are data points in the immediate vicinity of the boundary separating
classes, and these points are most critical to the accuracy of the classification model. These
support vectors determine the margin and play an important role in training the model [36].
The selection of support vectors is very important for classification accuracy.

The goal of SVM is to maximise the margin (distance) between two classes. This can
be expressed mathematically as follows:

Maximize 2 (2)
[[]l

In Equation (2), ||w|| is the norm of the linear hyperplane and represents the distance
between classes. While the margin distance can theoretically be zero in special cases, the
norm ||w|| itself cannot be zero because it represents the vector’s magnitude. A zero norm
would imply the absence of a separating hyperplane, which contradicts the definition of
support vector machines. This distinction is crucial in ensuring the mathematical validity
of the model.

SVM can also be used for non-linear classification problems. For this, kernel functions
are used that linearise the data by projecting them into a higher-dimensional space. These
kernel functions enable linear discrimination by transforming data points into a higher-
dimensional space [37]. Some commonly used kernel functions are the following:
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Linear Kernel: Performs simple linear classification.
K(x,x") = xxx' 3)
Polynomial Kernel: Transforms data points into a polynomial of higher order.
K(x,x") = (x*x’—i—c)d (4)

Radial Basis Function (RBF) Kernel: Transforms data into a very high-dimensional
space and is particularly suitable for nonlinear classification problems.

K(x,x") :exp(—'ny—x’Hz) (5)

These kernel functions are effective tools for finding nonlinear boundaries and enable
SVM to deal with nonlinear datasets. SVM can solve nonlinear problems by transforming
them into a high-dimensional feature space. SVM can work quite effectively even with
small datasets and generally has good generalisation ability. By maximising the margin,
the classification accuracy can be high [38].

3.5. Topic Modelling

Topic modelling is a text mining technique for discovering hidden themes (topics) or
topical structures from large text datasets. This method aims to extract meaningful and
coherent information, especially from unstructured texts [39]. Topic modelling is used to
understand how to classify texts into specific topics and what themes each text contains.
This technique often finds application in the fields of natural language processing (NLP),
text mining, information retrieval, and big data analysis.

Topic modelling essentially represents each document with the probabilities of a set of
topics. Each topic is expressed as a distribution of words, and each document is considered
as a mixture of these topics. In this way, the main themes in texts can be extracted, and
texts can be made more meaningful [40].

The most widely used method of topic modelling is the Latent Dirichlet Allocation
(LDA) algorithm. LDA calculates the probability that each document and each word belong
to a particular topic. Latent Dirichlet Allocation (LDA) is a topic modelling method that
extracts hidden themes (topics) from text data. This method works on the assumption that
each document can belong to more than one topic, especially in large text datasets, and
extracts words that represent these topics. LDA assumes that each document is composed
of one or more topics, and each topic is represented by specific words. The goal is to
accurately model each document and the words associated with each topic [41,42].

The basic working principle of LDA assumes that in each text collection (e.g., a set
of documents), each document may be generated by several topics, and each topic is
represented by certain words. In this case, the themes (topics) contained in each document
and the words contained in each topic are latent variables [43,44].

The main purpose of LDA is to determine what topics each document consists of
and what words each topic consists of. Mathematically, it represents each document as a
mixture of topics and each topic as a mixture of words [45]. To learn the parameters of this
model, LDA explores the text data, and the latent variables (topic distributions and word
distributions) associated with these data.

The basic components of the LDA model are as follows:

e  Number of topics (K): This specifies the number of topics that the model will predict.
e  Document topics (6;): Each document is represented as a mixture of K topics. Here, 0,
is the topic distribution of the dth document.
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e  Topic word distributions (¢): Each topic represents a distribution of words, that is, ¢
is the word distribution of the kth topic.
e  Word vector (wy, n): The words that make up each document. Each word is generated

by a topic.
We can express the mathematical structure of the LDA model as follows:
D Ny
p(w, z1a,p) =] (H p (Wi Zd,n,ﬁ);ﬂ(zd,n!f?d))>P(9d|0<)r7(ﬁ|11> ©)
d=1 \n=1

where

o wy,nis the nth word in the dth document, and z;,7 is the predicted topic label for this
word.

e  §,represents the topic distribution of the dth document.

e B and « are the hyperparameters of the Dirichlet distributions.

This formula shows how LDA models the data and tries to learn topics. Basically, it al-
lows the model to learn the correct topic distributions from given word and document data.

LDA works using a method called “Bayesian learning”. This process involves making
statistical predictions to understand which topics each document and word belong to. Based
on the initialised topic distributions, LDA learns the relationship between documents and
words in an iterative process.

This process usually works in the following steps:

At first, it starts with assigning each document and each word to a random topic. This
is the beginning of the learning process. At each step of the model, the topic distributions
for each word are updated. This update makes a prediction about which topics the words
are more likely to occur in. The probabilities between each document and topic are updated.
This step determines more precisely which topics each document contains. These steps are
repeated until the parameters of the topic and word distributions are learned [46].

There are also more complex and flexible models. These include methods such as non-
negative matrix factorisation (NMF) and latent semantic analysis (LSA). NMF factors the
text data and determines the contributions of each document and word. LSA reduces the
data size by using eigenvalue decomposition to understand similarities between words [47].

4. Results

Before starting the data analysis process, a comprehensive text preprocessing phase
was carried out to ensure that the tweets obtained from platform X could be processed
appropriately. In this process, repetitive, irrelevant, noisy, and incomplete content was
identified and removed from the dataset. The elements considered as noise included
advertisements, automated messages from bot accounts, tweets consisting only of links
or emojis, and off-topic content. In addition, punctuation marks, special characters, and
unnecessary spaces were removed to make the texts grammatically correct. Thus, the
dataset was made more coherent and meaningful, and a suitable basis was created to
improve the accuracy of the analysis methods.

The raw dataset, which initially consisted of a total of 14,916 English and 1358 Turkish
tweets, was optimised for analysis after the text preprocessing stage was completed. In this
process, repetitive, off-topic, incomplete, or noisy tweets were removed from the dataset.
As a result of text preprocessing, the number of data available for analysis decreased to
7950 for English tweets and 679 for Turkish tweets. This cleaned and structured dataset
was made ready and suitable for the next analysis stages.
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4.1. Sentiment Analysis

In this study, the support vector machines (SVM) method is used to classify sentences
in the dataset according to their emotional states. This method is a machine learning-based
classification algorithm that gives successful results in linear or non-linear classification
problems. The dataset is divided into two parts: training and test. While training data
were used to learn the parameters of the model, test data were used to evaluate the
performance of the developed model. After trying different ratios during the parsing of
the dataset, the best result was obtained with a ratio of 70% training and 30% testing.
Accordingly, 5566 comments were used for training the model for English tweets, and
2385 comments were used for the testing phase, while 475 comments were used for training
and 204 comments were used for the testing phase for Turkish tweets. This process was
carried out carefully to increase the overall success and accuracy of the model.

Metrics used to evaluate the performance of classification models play a critical role in
measuring the predictive accuracy and efficiency of the model. In this context, metrics such
as precision, recall, accuracy, and F1 score (F-measure) are widely preferred. These metrics
evaluate different aspects of the model and may have different degrees of importance in
various application scenarios.

Precision refers to how accurate the model’s positive class predictions are and indicates
how many of the positively predicted instances are actually positive. This metric focuses
on the accuracy of predictions and is calculated as follows [48]:

TP

P .. _
recision TP + FP

)
Here, TP (True Positive) refers to true positive predictions, and FP (False Positive)
refers to false positive predictions.
Recall indicates the rate at which the model correctly predicts the positive class and
measures the proportion of samples that should have been predicted as positive. This
metric provides information on the cost of missed positive samples and is calculated by the

formula [48]:
TP

TP +FN

Here, FN (False Negative) represents the number of false negative predicted samples.

Recall = (8)

Accuracy refers to the overall correct classification rate of the model and is calculated
as the ratio of total correct predictions to the total number of samples in the dataset [48]:

Accuracy = TP + TN
Y= TP+ TN+ FP + EN

©)

Here, TN (True Negative) refers to the number of true negative predictions.
The F1 score is a measure of the balance between precision and sensitivity and is
calculated as the harmonic mean of these two metrics [48]:
2 * Recall * Precision

Fl1 = 1
Precision + Recall (10)

These metrics were used to comprehensively evaluate the performance of the classifi-
cation model. The precision, sensitivity, and F1 score produced more meaningful results on
imbalanced datasets, while the accuracy metric was used to evaluate the overall success of
the model.

It was observed that the model developed with support vector machines gave success-
ful results in user emotion classification. Performance metrics showed that the model was
effective in correctly identifying positive examples, and the false positive or false negative
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prediction rates remained at low levels. These results show that the model is a reliable
method for classifying user comments according to their emotional state. Table 2 shows the
performance evaluation of the support vector machines.

Table 2. Performance measurement.

Metric English Tweet Turkish Tweet
Precision 0.871 0.931
Recall 0.913 0.953
Accuracy 0.905 0.943
F Score (F1) 0.891 0.942

Table 3 shows the comparative results of the metrics used in the performance and suc-
cess evaluation of the model developed using the support vector machines (SVM) method.
The model, which was evaluated separately for English and Turkish tweets, achieved
successful results in user emotion classification. The precision metrics are calculated as
0.971 and 0.959, respectively, indicating that the model correctly classifies positive examples
in both English and Turkish tweets, and false positive classifications are quite low. Recall
metrics show a high value of 0.983 for English tweets, while this value is calculated as
0.908 for Turkish tweets. The high sensitivity in English tweets indicates that the majority
of positive examples were successfully detected, and the false negative rate was low. On
the other hand, the relatively lower value in Turkish tweets indicates that some positive
examples were not detected. The accuracy metrics were 0.958 for English tweets and 0.918
for Turkish tweets. These results show that the overall correct classification rate of the
model is higher for English tweets, but a very satisfactory success rate is also achieved
for Turkish tweets. The F1 score was calculated as 0.977 for English tweets and 0.933 for
Turkish tweets. These values show that while the model correctly detects positive examples
in both languages, the false positive and false negative prediction rates remain low.

Table 3. Most frequently used words in English tweets categorised by sentiment.

Positive Negative Neutral
(“clean’, 230) (‘power’, 246) (“Water’, 27)
(‘power’, 201) (“fossil’, 197) (‘Fuel’, 20)
(‘renewable’, 190) (‘renewable’, 196) ("‘power’, 20)
(‘solar’, 187) (“climate’, 189) (‘government’, 19)
(“climate’, 170) (“coal’, 118) (“climate’, 15)

In general, the model developed using the SVM method performed effectively in user
emotion classification for both English and Turkish tweets. However, it was observed that
the success rate of the model was higher for English tweets compared to Turkish tweets.
This may be due to the smaller size of the Turkish dataset or difficulties specific to the
language structure. However, it was concluded that the model can be used reliably in
both languages.

Figure 1 presents the statistics of English and Turkish tweets according to their senti-
ment. A total of 3314 positive, 4091 negative, and 545 neutral emotions were detected in
English tweets. In Turkish tweets, 130 positive, 133 negative, and 43 neutral sentiments
were observed. In both languages, it is noteworthy that tweets containing negative emo-
tions are more numerous than positive ones. This shows that users’ criticisms or concerns
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about green energy are widespread. Although the rate of neutral sentiment in English
tweets is higher than in Turkish tweets, the general trend is similar in both languages.

545

| ’
m Positive = Negative Neutral m Positive = Negative Neutral

(a) (b)

Figure 1. Distribution of sentiments in English and Turkish tweets. (a) Number of English tweets,
(b) number of Turkish tweets.

4.2. Text Mining

In this study, b-gram and TF-IDF methods are used for text mining. N-gram is a
grouping method consisting of n consecutive words or characters in a text document.
For example, 2-g (bigrams) in a text document represent two consecutive words, and 3-g
(trigrams) represent three consecutive words. In this study, the bigram grouping method
is preferred.

Term Frequency (TF) refers to how often a particular term occurs in a document. This
frequency is usually calculated as the ratio of the number of terms to the total number
of words. Inverse Document Frequency (IDF) determines how rare or common a term is.
Rare terms receive a higher weight, while common terms receive a lower weight. IDF is
usually calculated as the ratio of the number of all documents to the number of documents
containing a given term [49].

TF-IDF (Term Frequency-Inverse Document Frequency) is a statistical measure ob-
tained by normalising the frequency of a word in a document by its frequency in all
documents. This method is used to determine how important a word is to a document.
High TF-IDF values indicate that a word is unique and less associated with a document
compared to other documents [50].

The analysis of English tweets about green energy reveals different patterns of word
usage in positive, negative, and neutral moods. In positive sentiments, words such as ‘clean’
(230), ‘power” (201), ‘renewable” (190), ‘solar” (187), and ‘climate’ (170) stand out, reflecting
a positive perception of the environmental benefits and sustainability of renewable energy
sources. On the other hand, negative sentiments were characterised by words such as
‘power’” (246), ‘fossil’ (197), ‘renewable’ (196), ‘climate’ (189), and ‘coal” (118), reflecting
concerns about the dependence on fossil fuels, the viability of renewable energy, and the
impacts of climate change. Neutral sentiments are represented by words such as ‘water’
(27), “fuel’ (20), ‘power’ (20), ‘government” (19), and “climate’ (15), often reflecting topics
that do not carry an emotional tone, such as information transfer or political debates. These
findings suggest that an optimistic approach to green energy coexists with criticisms of
practical challenges and neutral discussions.

The analysis of Turkish tweets about green energy shows that different themes are
focused on in positive, negative, and neutral moods. In positive sentiments, words such
as ‘solar’ (13), ‘companies’ (11), ‘technology”’ (11), ‘renewable’ (10), and ‘clean’ (10) stand
out, showing optimism about solar energy, renewable energy technologies, and the role
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of companies in this field. Negative sentiments are characterised by the words ‘company’
(28), ‘hydrogen’ (27), ‘renewable’ (9), ‘investments’ (7), and ‘coal’ (7), reflecting concerns
such as criticism of companies, the challenges of hydrogen energy, and the limitations of
renewable energy investments. The neutral sentiment category is dominated by words
such as ‘production’ (27), ‘storage’ (14), ‘sustainable’ (8), ‘battery’ (7), and ‘procurement’
(6), reflecting more objective discussions on energy production, storage technologies, and
sustainability. These data reveal that Turkish tweets are a combination of hopes for green

energy, criticism, and neutral approaches focusing on technical issues. (See Table 4).

Table 4. Most frequently used words in Turkish tweets categorised by sentiment.

Positive Negative Neutral
(‘solar’, 13) (‘company’, 28) (“production’, 27)
(‘companies’, 11) (‘hydrogen’, 27) (‘storage’, 14)
(“technology’, 11) (‘renewable’, 9) (‘sustainable’, 8)
(‘renewable’, 10) (‘investments’, 7) (‘battery’, 7)
(‘clean’, 10) (“coal’, 7) (“procurement’, 6)

A general comparison of the most frequently mentioned words related to green energy
in English and Turkish tweets reveals that similar themes are prominent in both languages,
but the points of emphasis differ.

In English tweets, environmentally friendly, renewable energy sources such as ‘clean’,

’/

renewable’, ‘solar’, and ‘climate” and positive perceptions about climate change are pre-
dominant, while words used in a negative context such as ‘fossil’, ‘coal’, and ‘power’
point to the difficulties of the energy transition and the current fossil fuel dependency.
Among the neutral words, political and practical topics such as ‘government’ and ‘fuel” are
prominent, suggesting that English-speaking users make connections between politics and
energy sources.

In Turkish tweets, words such as ‘solar’, ‘technology’, and ‘renewable’ reflect positive
sentiments, while negative sentiment terms such as ‘company’ and ‘hydrogen’ focus on
criticism of companies and the potential challenges of hydrogen energy. Among neutral
words, technical and operational themes such as “production’, ‘storage’, and ‘sustainable’
dominate, suggesting that Turkish-speaking users are more focused on energy production
and technological infrastructure.

This comparison reveals that English tweets emphasise general awareness and envi-
ronmental benefits, while Turkish tweets discuss more specific topics such as technology,
production, and corporate responsibility. It can be argued that there is a balance of hope
and criticism of renewable energy in both languages, but that discourses are shaped by
regional and cultural priorities.

4.3. Topic Modeling

Latent Dirichlet Allocation (LDA) on Turkish and English tweets yielded a consistency
score of 0.71 for Turkish tweets and 0.67 for English tweets when the number of topics was
set to three. These scores indicate that the topics in both languages have a high semantic
similarity and meaningfulness. The coherence score is a metric that measures the quality
of a topic model and takes a value between 0 and 1, where 1 indicates perfect coherence,
and 0 indicates no coherence. These results suggest that three topics provide an effective
balance to capture a sufficient level of detail without overly fragmenting the data in tweets.

When more topics (e.g., 10 or 15) were attempted, the coherence score decreased,
and the resulting topics were ambiguous and difficult to interpret. This suggests that the
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collection of text in both Turkish and English tweets consists of three distinct and separated
topics, confirming the robustness of the modelling approach.

In Figures 2 and 3, the predicted frequency of terms in each topic is visualised in
comparison with the overall model frequency. The PyLDAvis library was used for data
visualisation. PyLDAvis provides a better interpretation of the topic modelling results for
a text data collection. In the visualisations, the blue colour indicates the importance of a
word in the overall dataset, and the red colour indicates the importance of the word within
the selected topic. The larger the red part of a word, the more specific and meaningful that

word is for that topic.

Overall term frequency
I Estmated term frequency within the selected topic

(@)

Overall term frequency
I cstimated term frequency within the selected topic

(b)

Figure 2. Cont.
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Figure 2. LDA terms (English tweets). (a) Topic 1, (b) topic 2, (c) topic 3.

In this context, the words analysed through PyLDAvis in both Turkish and English
tweets provide valuable insight to determine user perception and concerns about green
energy by revealing the key terms of each topic and the context of these terms within
the dataset.

As a result of the analysis of English tweets, three main themes were identified. These
themes reveal the multidimensional structure of the discussions on green energy.

The first theme is ‘Global Energy Transition and Climate Awareness’. This theme
focuses on energy transition and climate change awareness. Terms such as ‘energy’, ‘green’,
‘power’, ‘climate’, and ‘renewable” emphasise the positive approach in the transition to
renewable energy. On the other hand, the frequent use of terms such as ‘coal’, ‘fossil’, and
‘gas’ indicates that fossil fuels still play an important role in the energy system and the
difficulties in the transition process. Furthermore, the word ‘climate” indicates that climate
change is a fundamental element shaping energy policies.

The second theme is ‘Sustainability and Infrastructure Development’. This theme
focuses on the sustainability objectives and infrastructure development requirements of
energy projects. Words such as ‘sustainability’, “project’, ‘building’, ‘renewable’, “‘wind’,
and ‘solar’ emphasise the growing interest in renewable energy projects and the physical
infrastructure requirements of these projects. In particular, the frequent mention of renew-
able energy sources such as ‘wind’ and ‘solar’ reflects the importance of these energy types
in sustainability goals. This theme expresses how green energy projects are shaped by
future investments.

The third theme is ‘New Technologies and Alternative Energy Solutions’. This theme
focuses on innovative technologies and alternative energy solutions in the energy sector.
Terms such as ‘hydrogen’, ‘transition’, ‘development’, and “future’ reveal the potential
of new energy technologies such as hydrogen energy in the energy transition. In addi-
tion, words such as ‘copper’ point to technical and material requirements in the energy
infrastructure. This theme reflects the growing interest in innovative technologies in future
energy systems and their role in the energy sector.

Overall, these three themes show that discussions on green energy in English tweets
offer a multifaceted perspective on the global energy transition, sustainable projects, and
innovative technologies. This clearly demonstrates the societal and sectoral interest in
green energy.
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Three main themes stand out in the analysis of Turkish tweets. The first theme can
be defined as ‘Energy and Climate Awareness’. This theme is heavily associated with
words such as ‘energy’, ‘green’, ‘power’, and ‘climate’ and points to a strong emphasis on
energy transformation and climate change awareness. The fossil fuel-related terms ‘coal’
and ‘fossil’ reveal concerns about the difficulties in this transformation process and the still
significant role of fossil fuels. This theme reflects a discussion focusing on environmental
awareness and climate change in general.

The second theme is ‘Renewable Energy Projects and Sustainability’. Here, the promi-
nence of terms such as ‘sustainability’, ‘renewable’, ‘solar’, and ‘wind’ indicates that
renewable energy-based projects and sustainability targets are emphasised. Words such as
‘building’ and “project’ also indicate the importance of the infrastructure and investments
required for the construction and implementation of these projects. This theme expresses
a strong social demand for increasing renewable energy projects and a strong sense of
environmental responsibility.

The third theme is ‘Alternative Technologies and Future Perspective’. This theme is
characterised by terms such as ‘hydrogen’, ‘development’, ‘transition’, and ‘future” and
emphasises the interest in innovative technologies for the energy sector. Alternative energy
solutions such as hydrogen energy play an important role in the energy transition in the
future. Words such as ‘copper” and ‘sustainable’ emphasise the material and sustainability
requirements for the infrastructure of these new technologies. This theme underlines the
technological developments in the field of green energy and their future potential.

Overall, these three themes show that green energy discussions in Turkish tweets are
multidimensional, focusing on key issues such as energy transition, sustainable projects,
and innovative technologies. This clearly reflects the societal and sectoral interest in
green energy.

5. Discussion

According to the sentiment statistics of English and Turkish tweets, it is seen that
the number of tweets containing negative sentiment is higher than the number of tweets
containing positive sentiment in both languages. While 4091 negative, 3314 positive,
and 545 neutral emotions were recorded in English tweets, 133 negative, 130 positive,
and 43 neutral emotions were detected in Turkish tweets. This shows that users express
their concerns and criticisms about green energy, but positive opinions are generally less
widespread. The higher rate of neutral sentiment in English tweets compared to Turkish
tweets may indicate that English-speaking users may have developed a more analytical
and objective perspective on this issue. The higher proportion of negative sentiment in
both languages suggests that negative perceptions of green energy are widespread and are
more likely to be met with criticism.

When the most frequently mentioned words related to green energy in English and
Turkish tweets are compared, it is observed that while similar themes related to environ-
mentally friendly and renewable energy sources come to the forefront in both languages,
the points of emphasis differ. In English tweets, terms such as ‘clean’, ‘renewable’, ‘solar’,
and ‘climate’ reflect a positive view of environmentally friendly energy sources and climate
change, while words such as ‘fossil’, ‘coal’, and ‘power” emphasise the difficulties in energy
conversion and the continued dependence on fossil fuels. Similarly, in Turkish tweets, the
words ‘solar” and ‘renewable” indicate a positive energy transition, while terms such as
‘company’ and ‘hydrogen’ reflect a critical perspective, especially corporate responsibility
and the challenges faced by hydrogen energy. Furthermore, operational issues such as
energy generation and storage are more prominent in the Turkish data, suggesting that
users are having a more technical discussion about energy infrastructure. In conclusion,
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it can be said that there is a balance of positive and critical views on green energy in
both languages, but each language focuses on different areas of discussion due to its own
cultural and regional context.

When the results of modelling two different topics are compared with the data obtained
from Turkish and English green energy tweets, significant differences and similarities
emerge. In English tweets, Topic 1 emphasises a strong focus on energy and climate change,
Topic 2 focuses on renewable energy projects and sustainability discussions, and Topic
3 addresses future alternative energy solutions and technological developments. In this
model, the words mostly refer to the global energy transition, innovative technologies to
replace fossil fuels, and the need for sustainable energy infrastructures.

In Turkish tweets, similarly, Topic 1 focuses on energy transition and climate aware-
ness, while Topic 2 focuses on renewable energy projects and sustainability. However, in
the Turkish model, Topic 3 includes more words related to alternative energy technologies
and strategies for the future, shaping a discussion focused on technology and innovation.
The differences between the English and Turkish models point to different ways of inter-
pretation arising from linguistic and cultural contexts. While the English data include more
industrial and commercial terms as well as energy changes, especially on a global scale,
the Turkish data emphasise more socially and environmentally orientated discussions.
These differences reveal that the perceptions and expectations of users in both languages
regarding green energy are shaped by local economic and environmental contexts.

6. Conclusions

The aim of this study is to comparatively analyse the views on green energy in English
and Turkish social media posts and to identify the perceptions, sentiments, and discussion
foci of users in both languages. This article analyses the tweets obtained from social media
data using sentiment analysis, word frequency analysis, and topic modelling methods
using artificial intelligence-based text mining methods. This study aims to gain an in-depth
understanding of user views on green energy in Turkish and English contexts and to explore
how social media dynamics in both languages are reflected in green energy debates.

The main purpose of this study is to comparatively analyse tweets about green energy
shared on English and Turkish social media platforms. For this purpose, users’ sentiments
about green energy, which themes are prominent, and which words are used more fre-
quently were analysed. By identifying existing green energy discourses in both languages,
this study investigates how cultural and linguistic differences shape these discourses. The
results present similar and different perspectives of users of two different languages on
green energy, considering social, environmental, and economic contexts.

This study aims to fill an important gap in the field by analysing social media data on
green energy in a linguistic and cultural context. While previous studies on green energy
have generally focused on a specific language or geography, the originality of this study lies
in analysing social perceptions and sentiments in two different languages by comparing
Turkish and English tweet data. Furthermore, combining sentiment analysis and topic
modelling methods to conduct an in-depth thematic analysis of social media data is an
innovative approach. This innovation allows the findings of this study to have important
implications for social media influence, environmental policies, and green energy policies.

The findings of this study show that in both languages, tweets containing negative
emotions are more numerous than those containing positive emotions. While 4091 negative,
3314 positive, and 545 neutral sentiments were recorded in English tweets, 133 negative,
130 positive, and 43 neutral sentiments were detected in Turkish tweets. This reveals that
users’ concerns and criticisms about green energy are widespread, but positive views are
shared less. Linguistic differences show that similar themes are prominent in both lan-



Sustainability 2025, 17, 1882

20 of 22

guages, but the points of emphasis differ. While positive themes related to environmentally
friendly and renewable energy sources are prominent in English tweets, more technical
and operational themes such as technology, production, and corporate responsibility are
discussed in Turkish tweets.

The topic modelling results also reflect linguistic differences. In English tweets, themes
such as energy transformation, dependence on fossil fuels, renewable energy projects,
and technological developments are prominent, whereas in Turkish tweets, criticisms
on energy production, storage, and hydrogen energy are particularly prominent. These
differences reveal the different perceptions and emphases of users in both languages
on green energy. While Turkish-speaking users discuss green energy from a social and
environmental responsibility perspective, English-speaking users approach it from a more
global and industrial perspective.

This study provides important findings on how social media perceptions of green
energy can be related to the climate research, media, and digital marketing sectors. Espe-
cially from a digital marketing perspective, analysing user perceptions and emotions in
different languages and cultures makes it possible to develop strategies sensitive to regional
differences in the marketing of environmentally friendly products and services. In this
context, marketing communication strategies can be supported by such insights derived
from social media data to create more effective messages for target audiences. Increasing
brand loyalty with environmental awareness themed messages can be at the centre of these
strategies. The findings show that the themes of environmental awareness and climate
change are prominent in English tweets, while technical and operational issues are more
prominent in Turkish tweets. This indicates that communication strategies for two different
audiences should be diversified in terms of message content and emphasis points.

The results of this article can be summarised as follows:

The sentiment analysis results indicate that negative perceptions about green energy
are more dominant in both Turkish and English tweets.

The topic modelling results reveal that English tweets focus on global energy policies,
while Turkish tweets highlight local technical challenges.

The comparison suggests that cultural and linguistic factors play a significant role in
shaping consumer views on green energy.

These findings provide insights for policymakers and marketers aiming to develop
region-specific green energy communication strategies.

This study provides important findings on how social media perceptions of green
energy can be related to climate research, media, and digital marketing sectors. Analysing
user perceptions and emotions in different languages and cultures, especially from a
digital marketing perspective, makes it possible to develop strategies that are sensitive to
regional differences in the marketing of environmentally friendly products and services.
The findings show that environmental awareness and climate change themes are prominent
in English tweets, while technical and operational issues are more prominent in Turkish
tweets. This indicates that communication strategies for two different audiences need to be
diversified in terms of message content and emphasis points.
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