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Abstract: The wind wake on the lee side of Hainan Island in the winter covers the southwest entrance
of Beibu Gulf (or Gulf of Tonkin) and is essential to regional ocean dynamics. Using multiple satellite
observations including advanced synthetic aperture radar (ASAR), we revisited the wake process
during the winter of 2011. Asymmetric oceanic thermal responses were found with a warm band
expanding northwestwardly while a cold tongue formed to the southeast. Combining satellite
observations, model simulations, and reanalysis data, heat advection terms (ADV) are reconstructed
and compared to air-sea heat flux terms. The observed thermal evolution process across the wake
footprint is closely related to the balanced spatial variability from the Ekman ADV, the barotropic
geostrophic ADV, and the latent heat flux (LHF), which are all on the order of 10−5 K·m·s−1. Specifically,
the Ekman ADV tends to heat the northwestern side of the wake and cool the southeastern side, while
the geostrophic ADV compensates with the Ekman ADV across the wake footprint. This study reveals
detailed oceanic responses associated with the wind wake and clarifies the contribution of ADV to
the asymmetric spatial thermal variabilities. The identified role of heat advection on a sub-seasonal
timescale may further benefit the understanding of regional oceanic dynamics.

Keywords: Coastal process; wind wake; heat advection; multi-sensor; ASAR; oceanic thermal
response; Hainan Island

1. Introduction

Wind wakes are commonly observed on the lee side of an island with reduced wind speeds due
to frictions of land orography [1]. Concerning the oceanic response, wind wakes are documented to
generate regional thermal variability by different mechanisms depending on detailed hydrological
conditions [2,3], which could be further complicated by circulations and associated eddies [4,5]. The
wind wake of Hainan Island (HIWW) has been observed to the southwest coast of the island with
interactions between the land elevated orography and the Asian monsoon, collocating with a warm sea
surface temperature band [6]. A weak wind wake is also observed to the northwest of the Vietnamese
coast resulting from an orographic blockage from June to October [7], and it is proposed that the
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corresponding warm water is generated by thermal processes (e.g., latent heat flux) on the seasonal
time scale, while dominated by wind mixing processes on the diurnal time scale.

Hainan Island is located in the northwest of the South China Sea (SCS) and is close to the entrance
of the semi-enclosed shallow ocean, the Beibu Gulf (or Gulf of Tonkin). The major circulation of the
SCS is driven by the monsoon wind [8], with a southward coastal current along the western boundary
in the winter and a northward coastal current in the summer [9,10]. Concerning regions around
Hainan Island, many previous studies have focused on the summertime upwelling systems off the east
coast (e.g., [11–13]). For example, the work of Su and Pohlmann [13] revealed that the southwesterly
and southerly winds in the summer are responsible for the formation of the cold water centers off

the eastern Hainan coast, while the combined effects of wind and topography lead to the uneven
distribution of the upwelling centers. For the west coast, tidal currents are considered as an important
factor of local fronts [14,15]. There are also upwellings observed off the west coast during summer
despite the downwelling favorable winds, and these are attributed to the joint effects of tidal mixing
and background stratification [16,17]. Li et al. [14] also found that the interannual variability of the
summer upwellings is related to the combined effects of along-shore wind, tidal mixing, and boundary
currents. Few studies have focused on the southwest coast of Hainan Island during winter, except for
the work of Li et al. [6] who observed the HIWW.

The steady and strong wind conditions in the boreal winter makes HIWW an ideal case for wind
wake studies. An important mechanism forming the warm band in SST is the reduced latent heat
flux associated with the decreased wind speed in the wake region [6]. However, it is not clear yet
how the heat advection term influences the regional thermal evolution process. The competition
between heat advection and the air-sea heat flux in regional heat variabilities has been long discussed
world-wide and may vary depending on the time scale and spatial distributions of interest [18–21].
Meanwhile, the seasonal variation of the seawater temperature is influenced by the air-sea heat
flux [22], and temperature variabilities on time scales from days to weeks over shallow water could
be mainly attributed to heat advection [23]. Hence, the role of heat advection could be essential to
understanding the regional thermal evolution process and should be taken into consideration in a
detailed investigation of regional seawater variabilities.

In this study, with support from multi-sensor satellite observations including Advanced Synthetic
Aperture Radar (ASAR) data and the derived sea surface wind field, sea surface temperature (SST)
and merged wind products from microwave and optical sensors, as well as simultaneous model
simulations, the characteristics of HIWW and associated oceanic responses are investigated in detail.
Our analysis is organized as follows. Firstly, the datasets and the methods adopted are described
in Section 2. Observed wind wake patterns and corresponding sea surface thermal responses are
introduced in Section 3, followed by an analysis of the roles of heat advection and air-sea heat flux
terms. In Sections 4 and 5, the regional thermal evolution mechanism is summarized and discussed.

2. Data and Methods

2.1. Study Area

To study the oceanic spatial variability, a transect is made across the wind wake, starting at
18.8◦N,107.5◦E and ending at 17.0◦N, 109.4◦E in the northwestern-southeastern direction (Figure 1).
There is a total of 568 sampling points with a spacing interval of 500 m along the transect, spanning
over a distance of approximately 283 km.
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Figure 1. The bathymetry of the study area. (a) The bathymetry around Hainan Island, in the 

northwest of the South China Sea. The color shading is the water depth. Areas with bathymetry 

deeper than 200 m are not plotted. The black line is a transect made across the wind wake. (b) The 

bathymetry along the transect. 

2.2. ASAR Data and Processing 

The Envisat/ASAR data (02:47 UTC of December 10th, 2011) in wide swath mode (WSM) was 

used to retrieve the sea surface wind field. ASAR WSM data were not highly acquired within our 

study area during winter. The presented case is a good enough example to show a clear wind wake 

pattern downstream of the island and is thus used for further analysis in this study. The ASAR is one 

of 10 instruments onboard the Envisat satellite, operating at C-band in a sun-synchronous orbit at an 

Figure 1. The bathymetry of the study area. (a) The bathymetry around Hainan Island, in the northwest
of the South China Sea. The color shading is the water depth. Areas with bathymetry deeper than
200 m are not plotted. The black line is a transect made across the wind wake. (b) The bathymetry
along the transect.

2.2. ASAR Data and Processing

The Envisat/ASAR data (02:47 UTC of December 10th, 2011) in wide swath mode (WSM) was
used to retrieve the sea surface wind field. ASAR WSM data were not highly acquired within our
study area during winter. The presented case is a good enough example to show a clear wind wake
pattern downstream of the island and is thus used for further analysis in this study. The ASAR is
one of 10 instruments onboard the Envisat satellite, operating at C-band in a sun-synchronous orbit
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at an altitude of 800 km. The WSM is one of ASAR’s five imaging modes, and the swath width is
approximately 400 km with the pixel size of 75 m [24].

To retrieve the sea surface wind field from ASAR vertical-vertical (VV) polarization data, the
C-band geophysical model function (GMF) CMOD5.N [25] was applied. As one of geophysical model
functions (GMFs), CMOD5.N depicts the relationship between the normalized radar cross section
(NRCS) and wind vectors at 10 m height above the sea surface and radar incidence angles, which has
been confirmed as a mature method for the retrieval equivalent neutral winds from scatterometer
and synthetic aperture radar (SAR) measurements. The difference between the equivalent neutral
wind and the real wind is found to be within 0.1~0.2 m/s [26]. The wind field can be retrieved at a
resolution of 1 km [27,28], while we use a 5 km grid size [29] so as to keep consistent with model
simulations as introduced in Section 2.3. Thus, U and V components were further interpolated to the
grid size in the retrieval. Sea surface wind directions from the European Centre for Medium-Range
Weather Forecasts (ECMWF) ERA-Interim wind data (0.125◦ by 0.125◦) were used as references. In a
comparison [30] between the ASAR-retrieved wind fields and on-land meteorological stations of
Hainan Island, the standard deviation, mean error, and the correlation coefficient are 2.09 m/s, 0.27 m/s,
and 0.75, respectively.

2.3. Other Satellite Observation and Reanalysis Datasets

SST used in this study comes from daily optimal interpolated maps (OISST) [31] from remote
sensing system (RSS) merging both microwave and infrared data at 9 km resolution, which combines
the cloud-free capacity of microwave data and high resolution of infrared data of coastal oceans based
on the optimal interpolation method. To fully investigate the character of the wind wake, gridded wind
vectors from the cross-calibrated multi-platform (CCMP, v2.0) [32] from RSS are also used as a reference
in the present study, with a 25 km spatial resolution and 6-h temporal resolution. The sea surface
latent heat flux (LHF), sensible heat flux (SHF), longwave thermal radiation, and surface net solar
radiation are used as components of the air-sea heat flux, and are available from ERA5 reanalysis [33]
of Copernicus Climate Change Service (C3S) (2017) on a grid size of 0.25◦ with a temporal resolution
of 6 h. Senafi et al. [34] evaluated the performance of surface heat flux components of ERA5 by
comparing with in-situ measurements and MERRA2/NASA reanalysis at the Arabian Gulf and the
Red Sea, showing a bias of 4.5 W/m2 and 1.59 W/m2 respectively. Wind vectors from ERA5 03:00
UTC of December 10th, 2011 are also examined qualitatively to make sure the wind wake feature
is captured, but no further analysis or calculation is conducted with ERA5 wind fields. To derive
the surface absolute geostrophic velocities, we use the absolute dynamic topography (ADT) (version:
SSALTO/DUACS Delayed-Time Level-4), which is available from the Copernicus Marine Environment
Monitoring Service (CMEMS) containing multi-satellite merged daily maps from 1993 to present on
a 0.25◦ Cartesian grid with tidal and inverse barometer corrections. The time-varying sea level is
generally considered with an error of 2~3 cm [19,35]. Different datasets (Table 1) are harmonized by
interpolation on a uniform grid with a spatial resolution of 0.1◦, a temporal resolution of 1 day, and a
vertical resolution of 1 m (if necessary).

Table 1. Observational and Reanalysis Datasets Summary.

Products Variable Time Resolution

ASAR/Envisat/ESA Normalized radar cross section 2011/12/10
02:47 UTC 150 m

OISST/RSS Sea surface temperature 2011/01/01
–2014/12/31 9km, daily

CCMP/RSS 10 m wind vector 2011/01/01
–2014/12/31 0.25◦, 6-hourly
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Table 1. Cont.

Products Variable Time Resolution

ERA-Interim/ECMWF 10 m wind vector 2011/01/01
–2014/12/31 0.125◦, 3-hourly

ERA5/ECMWF
Latent heat flux, sensible heat flux,
surface thermal radiation, surface

net solar radiation, 10m wind vector

2011/10/01
–2012/01/31 0.25◦, hourly

SSALTO/DUACS Sea
Surface Height Absolute dynamic topography 2011/01/01

–2014/12/31 0.25◦, daily

2.4. WRF Model Simulations

The weather research and forecasting (WRF) model with advanced research WRF (ARW) dynamic
core is used in this study to get a high-resolution wind field [36]. The WRF method has been validated
over the Beibu Gulf [36], showing a standard deviation of 1.41m/s, a mean difference of 0.83m/s, and
correlation coefficients squared of 0.67 by comparing offshore winds from WRF and SSM/I. WRF-ARW
is a numerical weather prediction and atmospheric simulation system with fully compressible and
non-hydrostatic equations, and provides several options to parameterize sub-grid scale physical
processes and assimilate data. We use time-updating sea surface temperature (SST) with 0.5◦ × 0.5◦

from the National Centers for Environmental Prediction/Marine Modeling and Analysis Branch (NCEP
/ MMAB) and spectral nudging in order to make sure the lower boundary conditions are updated, and
keep the large-scale circulation patterns of simulations close to the forcing field [37–39]. The spectral
nudging method is applied to temperature, geopotential height, and wind vector over 700 hPa level in
all runs. The double and two-way nested scheme has been adopted in the model.

The model domain is centered at 18.03150◦N and 109.6105◦E, with a fine grid space of 10 km
(dimensions of 135 × 115). The fine domain comprises the whole Hainan Island and Beibu Gulf. The
Mercator projection is chosen due to the low-latitude simulated area. The main parameterization
schemes used are Yonsei University planetary boundary layer (YSU PBL) scheme [40], Kain-Fritsch
Cumulus scheme [41], Lin et al. microphysics scheme [42], the rapid and accurate radiative transfer
model (RRTM) longwave radiation scheme [43], Dudhia shortwave radiation scheme [44] and the Noah
land surface model [45]. These schemes have proven to be appropriate for sea wind simulation [46,47].
Menendez et al. [46] conducted a sensitivity test to demonstrate that the YSU PBL scheme is slightly
more suitable than other PBL schemes in simulations of the sea wind over the Mediterranean Sea. We
chose ERA-Interim reanalysis as the driving field and re-initialized the integral approach to conduct
the dynamical downscaling spanning from January 1, 2011 to December 31, 2014. Then, the 6-hourly
simulation results were interpolated linearly onto the standard grid with the spatial resolution of 0.1◦

and temporal resolution of one day.
Concerning the variation of the wind speed across the wind wake, curves from ASAR, WRF,

CCMP, and ERA5 along the transect (as in Section 2.1) are shown (Figure 2). All datasets could capture
the low-speed feature across the wake consistently, with the minimum wind speed occurs between
150~200 km along the transect. The curve along the transect from ASAR-derived wind shows the finest
features, while the WRF simulation tends to overestimate the wind speed shear, and the CCMP wind
speed shows weakened variation.



Remote Sens. 2019, 11, 3036 6 of 24Remote Sens. 2019, 11, x FOR PEER REVIEW 6 of 25 

 

 

Figure 2. The comparison of sea surface wind speed from different datasets used in this study. The 

wind speed comes from ASAR, WRF, ERA-5, and CCMP on December 10th, 2011, respectively. The 

WRF and CCMP data are the averaged value between 0:00 UTC and 6:00 UTC. The ERA-5 data is at 

03:00 UTC. The ASAR data is at 02:47 UTC. 

To simply provide an uncertainty bound, wind speeds from ASAR observation, WRF model 

simulation, and CCMP merged observation are cross-compared over the study domain with land 

area excluded. The ASAR data is at 02:47 UTC. The WRF and CCMP data are the averaged value 

between 0:00 UTC and 6:00 UTC on Dec 10th, 2011. ERA5 is not included in the comparison since 

ERA-interim is already used in WRF simulation, and ERA5 also assimilates observational datasets. 

In the first step, all datasets are interpolated onto the 0.1º grid as mentioned in the above section. 

There are totally 5485 collocated triplets for ASAR, WRF, and CCMP respectively. We here introduce 

the triple collocation analysis, which is a data comparison method using three independent products 

to assess the error magnitude of each product separately and has been popular in the wind and soil 

moisture products applications [48–51]. Following the calibration model of Stoffelen [48] and the 

error assessment formula of Pan et al. [50], the estimated error magnitudes between the products and 

a deterministic “truth” value are approximately 2.30 m/s, 1.34 m/s, and 2.14 m/s for ASAR, WRF, and 

CCMP, respectively, which is consistent with previous literatures [30,36]. No comparison with in-situ 

measurement was performed due to a lack of offshore meteorological buoy data. 

2.5. Estimation of Wind-induced Currents 

Wind time series used to calculate horizontal heat advection are directly from the WRF high-

resolution simulation. Based on the conventional Ekman theory [52], the depth-averaged wind 

current ( , )e eu v within the Ekman layer can be approximated as: 

0

1
e

e

u k
fD




    (1) 

where 0  is constant seawater density, f  the Coriolis parameter, k  the vertical unit vector, eD

is the Ekman depth, and ( , )x y   is the wind stress, which can be derived from wind vectors. 

The vertical velocities driven by the wind stress curl is given as: 

Figure 2. The comparison of sea surface wind speed from different datasets used in this study. The
wind speed comes from ASAR, WRF, ERA-5, and CCMP on December 10th, 2011, respectively. The
WRF and CCMP data are the averaged value between 0:00 UTC and 6:00 UTC. The ERA-5 data is at
03:00 UTC. The ASAR data is at 02:47 UTC.

To simply provide an uncertainty bound, wind speeds from ASAR observation, WRF model
simulation, and CCMP merged observation are cross-compared over the study domain with land
area excluded. The ASAR data is at 02:47 UTC. The WRF and CCMP data are the averaged value
between 0:00 UTC and 6:00 UTC on Dec 10th, 2011. ERA5 is not included in the comparison since
ERA-interim is already used in WRF simulation, and ERA5 also assimilates observational datasets.
In the first step, all datasets are interpolated onto the 0.1◦ grid as mentioned in the above section. There
are totally 5485 collocated triplets for ASAR, WRF, and CCMP respectively. We here introduce the
triple collocation analysis, which is a data comparison method using three independent products to
assess the error magnitude of each product separately and has been popular in the wind and soil
moisture products applications [48–51]. Following the calibration model of Stoffelen [48] and the error
assessment formula of Pan et al. [50], the estimated error magnitudes between the products and a
deterministic “truth” value are approximately 2.30 m/s, 1.34 m/s, and 2.14 m/s for ASAR, WRF, and
CCMP, respectively, which is consistent with previous literatures [30,36]. No comparison with in-situ
measurement was performed due to a lack of offshore meteorological buoy data.

2.5. Estimation of Wind-induced Currents

Wind time series used to calculate horizontal heat advection are directly from the WRF
high-resolution simulation. Based on the conventional Ekman theory [52], the depth-averaged
wind current (ue, ve) within the Ekman layer can be approximated as:

→
u e =

1
ρ0 f De

→
τ ×

→

k (1)

where ρ0 is constant seawater density, f the Coriolis parameter,
→

k the vertical unit vector, De is the
Ekman depth, and

→
τ = (τx, τy) is the wind stress, which can be derived from wind vectors. The

vertical velocities driven by the wind stress curl is given as:
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we =
1
ρ0 f
∇×

→
τ (2)

However, the conventional Ekman theory is under the assumption of infinite water depth, which
is obviously not the case in coastal oceans. Welander [53] extended the equations to varying water
depths by introducing structure functions, and the depth-integrated flow is expressed as

U = 1
ρ0 f (C1τx −C2τy) +

gh
f (C3

∂η
∂x −C4

∂η
∂y )

V = 1
ρ0 f (C2τx + C1τy) +

gh
f (C4

∂η
∂x + C3

∂η
∂y )

(3)

with structure functions
C1 = 2 sin RsinhR

cos 2R+cosh 2R

C2 = 2 cos R cosh R
cos 2R+cosh 2R − 1

C3 = 1
2R

sin 2R−sinh2R
cos 2R+cosh 2R

C4 = − 1
2R

sin 2R+sinh2R
cos 2R+cosh 2R + 1

(4)

where η is the sea level variation. R = π·h·D−1
e indicates the ratio of water depth h to the Ekman depth.

Currents in Equation (3) consist of contribution from the wind stress, as well as the sea level pressure
gradient adjusted to wind and topography [54]. If we focus on the wind-induced drift components

by eliminating the sea level variation parts and assume that De ≈ 0.4· f−1
·

√∣∣∣∣→τ ∣∣∣∣·ρ0−1 [55,56], the

depth-averaged Ekman currents over coastal oceans could then be estimated as

uw = 1
ρ0 f h′ (C1τx −C2τy)

vw = 1
ρ0 f h′ (C2τx + C1τy)

h′ =
{

h De > h
De De ≤ h

(5)

For infinite depth (R→+∞), C1→0 and C2→−1, and Equation (5) will reduce to Equation (1).

2.6. Heat Advection Estimation

Regarding the temperature variability over the continental shelf, a simplified heat budget [57]
over the whole water column is∫ 0

−H

∂T
∂t

dz +
∫ 0

−H

→
u ·∇Tdz =

∫ 0

−H

1
ρ0Cp

∂q
∂z

dz + Rs (6)

where T is the temperature (unit: K),
→
u is the water currents (unit: m/s), H is the water depth (unit: m),

and q is the vertical heat flux (unit: W·m−2). Cp = 3990 J kg−1 K−1 is the seawater heat capacity [55]
and ρ0 is the seawater density. Rs is the residual term representing processes not included, such as
diffusions.

We assume that the temperature is vertically uniform, which may not be true for stratified oceans,
but is useful and valid for the well-mixed coastal water of Hainan Island during the winter [6]. Then,
SST could be used to approximate the vertical temperature, and Equation (6) becomes

H·
∂TSST
∂t

≈ −
→

UH·∇TSST +
Q
ρ0Cp

(7)

where
→

UH is the vertically integrated horizontal transport (unit: m2
·s−1) from both the Ekman drift

and barotropic geostrophic currents. Q is the air-sea net heat flux, being the sum of the solar radiation
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QS, the longwave radiation Qb, the SHF and the LHF, which can be obtained from the ERA5 reanalysis.
The term on the left-hand side represents the local temporal variability of SST. The first term on
the right-hand side is the horizontal heat advection (ADV), and the second term corresponds to the
air-sea heat flux (ASF). All three terms in Equation (7) have the unit of K·m·s−1, and thus a meaningful
comparison can be made between the ADV and ASF. Since our intent is to clarify the contribution of the
heat advection, no attempt was made to construct a closed heat budget in this study. A weekly moving
average is applied on the ADV and ASF terms hereafter when plotting to remove high-frequency
variabilities.

3. Wind Wake Characters and Oceanic Responses

3.1. Wind Wake Observed by Spaceborne SAR

A high-resolution ASAR image captured at 02:47 (UTC) on December 10, 2011 and the retrieved
sea surface wind field present the capability of capturing sub-mesoscale features of the wind wake.
Due to the incidence angle, the whole image shows a light-to-dark trend from the lower right corner
to the top left corner. The wind wake is indicated as a darker-than-ambient footprint (Figure 3a) to
the southwest side of the island, extending about 200 km from the island to the coast of Vietnam,
covering most of the southern entrance of Beibu Gulf. The dark area (low NRCS) corresponds to
reduced sea surface wind speeds over the wake footprint, which is about 10 m/s lower than ambient
waters (Figure 3b), with the minimum wind speed very close to the coast. Enhanced positive/negative
wind stress curl is also found close to the footprint boundary in the retrieved wind stress curl map
(Figure 3c), forming sub-mesoscale wind curl stripes extending in the offshore direction.

3.2. Seasonality of the Wake Distribution

The Asian monsoon is known to prevail over the South China Sea. However, a detailed description
of local wind condition is necessary, which closely relates to the spatial and temporal distribution
of HIWW. The seasonal wind rose diagrams (Figure 4) using the daily WRF wind vectors from 2011
to 2014 represent the characters of local wind. There is almost no southeasterly wind in the region.
Northeasterly wind prevails during Autumn and Winter, while southwesterly wind prevails during
Summer. The dominant wind intervals, i.e., taking the largest portion during each season, for the
winter, spring, summer and autumn are 10~12 m/s (22.9%), 4~6 m/s (31.9%), 4~6 m/s (25.5%), and
6~8 m/s (22.1%), respectively.



Remote Sens. 2019, 11, 3036 9 of 24
Remote Sens. 2019, 11, x FOR PEER REVIEW 9 of 25 

 

 

 
Figure 3. Cont.



Remote Sens. 2019, 11, 3036 10 of 24
Remote Sens. 2019, 11, x FOR PEER REVIEW 10 of 25 

 

 

Figure 3. (a) An example of the ASAR WSM image acquired at 02:47 UTC on 10 December 2011 

showing a typical wind wake in the lee side of Hainan Island. (b) The retrieved sea surface wind 

speed from the ASAR data and (c) the calculated wind stress curl based on the ASAR wind field. 

3.2. Seasonality of the Wake Distribution 

The Asian monsoon is known to prevail over the South China Sea. However, a detailed 

description of local wind condition is necessary, which closely relates to the spatial and temporal 

distribution of HIWW. The seasonal wind rose diagrams (Figure 4) using the daily WRF wind vectors 

from 2011 to 2014 represent the characters of local wind. There is almost no southeasterly wind in the 

region. Northeasterly wind prevails during Autumn and Winter, while southwesterly wind prevails 

during Summer. The dominant wind intervals, i.e., taking the largest portion during each season, for 

the winter, spring, summer and autumn are 10~12 m/s (22.9%), 4~6 m/s (31.9%), 4~6 m/s (25.5%), and 

6~8 m/s (22.1%), respectively. 

Figure 3. (a) An example of the ASAR WSM image acquired at 02:47 UTC on 10 December 2011
showing a typical wind wake in the lee side of Hainan Island. (b) The retrieved sea surface wind speed
from the ASAR data and (c) the calculated wind stress curl based on the ASAR wind field.

HIWW is expected to show a controlled distribution corresponding to the varying wind, which
can be represented by the occurrence of anomalous wind speeds (Figure 5) 2 m/s lower than the
regional average. The thresholds of other values less than 5 m/s hold consistent distribution patterns.
Three areas with high occurrences of anomalous wind are found in the study area: one locates on
the southwest coast of Hainan Island in winter, corresponding to the known wind wake footprint.
Another one is located on the northwest coast of Hainan, due to the southerly wind in summer. Also,
there is one close to the Vietnam coast at the lower-left corner (17◦N, 107◦E), which is likely due to the
interaction between the southwesterly wind and the Vietnamese orography [7]. No occurrence was
observed to the east of 110.5◦E. In comparison to the northwest Hainan coast, the high occurrence in the
southwest coast covers a larger area and larger magnitude, being consistent with the regional monsoon
character that the northeasterly wind is strongest and steady from October to January (Figure 4).
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Figure 4. Seasonal wind rose diagrams with WRF wind vectors from 2011 to 2014. Results are for
(a) winter, (b) spring, (c) summer, and (d) autumn respectively. The wind direction is defined as the
direction of the wind vector pointing towards and departs from the east (0◦) cyclonically. Land areas
are excluded. Color shading indicates the wind speed, with a speed interval of 2 m/s.

3.3. Spatial Variability of Oceanic Thermal Response

To clarify the oceanic thermal response over the wind wake footprint, both the sea surface wind
speed anomaly and SST are investigated along the transect across the wind wake. The study period
from October 2011 to January 2012 was chosen since this is a period when the regional wind speed is
the strongest in the annual cycle and wind direction is steady towards the southwest as mentioned
in the above section. No steady wind wakes were observed within the transect before October or
from the end of January. On the contrary, a lower-than-ambient wind speed band is clearly shown
between distance 100 km and 200 km, together with the local speed minima identified (Figure 6a,b).
The daily regional means have been removed to show the spatial variability without the influence of
the temporal trend. The temporal-mean wind speed trough is around 5.10 m/s, with a local maximum
value of 9~10 m/s on both ambient sides. To simplify the notation, hereafter we divide the transect
into two parts, namely the northwestern side (NWS) with a transect distance smaller than the wind
speed minima, and the southeastern side (SES) with a transect distance larger than the minima. We
also noticed that the wind wake location oscillates during November and from the middle of January.
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Figure 5. The occurrence of anomalous wind speeds over the study area based on the WRF simulation.
The “anomalous” wind speed here represents those wind speeds that is 2 m/s lower than the daily
mean over the study area. Then the percentage of occurrence is calculated from 2011 to 2014. The land
area is excluded from the calculation. Each contour line indicates a 2% interval from 16% to 40%.

For the SST anomaly (SSTA) along the transect (Figure 6c,d), three features are noted here: firstly,
a warm band is observed through the study period collocating with the wind wake pattern. Secondly,
the SSTA warm band shows an asymmetric feature comparing with the wake footprint. The warm
band covers a larger area than the wind speed band, extending in NWS of the wake. 65% of SST local
maxima (red line in Figure 6c) locate within a shorter along transect distance than that of the wind
speed minima. Specifically, SSTA with an elevated temperature of at least 0.9 ◦C is observed on the
NWS during December and January (black arrow in Figure 6c). Thirdly, areas in SES (along a transect
distance ≥ 200km) keeps reduced temperature steadily during the study period, even forming a cold
tongue (magenta arrow in Figure 6c) to the southeast of the warm band from the middle of December
until the end of January.

One question then arises naturally as what causes the observed asymmetric SSTA spatial variability.
The reduced latent heat flux from the seawater to the atmosphere resulting from the decreased wind
speed has been proposed as the forming mechanism of the warming SSTA band [6]. However, the sea
surface heat flux solely could not explain the observed warming extension beyond the wind wake.
Also, as shown by the retrieved wind stress curl from ASAR data (Figure 3c), a positive wind stress
curl occurs on the NWS, which could bring the cooler bottom water, if any, up to the surface [58].
Obviously, the cooling process by upwelling is conflicting with the observed warming extension. The
most possible mechanism for this is the redistribution of seawater heat induced by the oceanic heat
advection, which is further investigated later on.



Remote Sens. 2019, 11, 3036 13 of 24

Remote Sens. 2019, 11, x FOR PEER REVIEW 13 of 25 

 

 

Figure 6. The oceanic variables along the transect. The left panel are the variables (a) wind speed 

anomaly and (c) sea surface temperature anomaly varying with time in the winter of 2011. The right 

panel are the temporal-mean of variables of the left panel. The width of the gray shading area 

indicates two standard deviations. Blackline in (a) and (c) is the trough locations (±0.25km) of wind 

speed anomaly of each day, the redline in (c) is the peak location of the SSTA. The black and magenta 

arrows in (c) indicate the NWS warm band extension and the SES cold tongue respectively. A weekly 

moving average was applied when plotting. 

For the SST anomaly (SSTA) along the transect (Figure 6c and 6d), three features are noted here: 

firstly, a warm band is observed through the study period collocating with the wind wake pattern. 

Secondly, the SSTA warm band shows an asymmetric feature comparing with the wake footprint. 

The warm band covers a larger area than the wind speed band, extending in NWS of the wake. 65% 

of SST local maxima (red line in Figure 6c) locate within a shorter along transect distance than that of 

the wind speed minima. Specifically, SSTA with an elevated temperature of at least 0.9 ºC is observed 

on the NWS during December and January (black arrow in Figure 6c). Thirdly, areas in SES (along a 

transect distance ≥ 200km) keeps reduced temperature steadily during the study period, even 

forming a cold tongue (magenta arrow in Figure 6c) to the southeast of the warm band from the 

middle of December until the end of January. 

One question then arises naturally as what causes the observed asymmetric SSTA spatial 

variability. The reduced latent heat flux from the seawater to the atmosphere resulting from the 

decreased wind speed has been proposed as the forming mechanism of the warming SSTA band [6]. 

However, the sea surface heat flux solely could not explain the observed warming extension beyond 

the wind wake. Also, as shown by the retrieved wind stress curl from ASAR data (Figure 3c), a 

positive wind stress curl occurs on the NWS, which could bring the cooler bottom water, if any, up 

to the surface [58]. Obviously, the cooling process by upwelling is conflicting with the observed 

warming extension. The most possible mechanism for this is the redistribution of seawater heat 

induced by the oceanic heat advection, which is further investigated later on. 

Figure 6. The oceanic variables along the transect. The left panel are the variables (a) wind speed
anomaly and (c) sea surface temperature anomaly varying with time in the winter of 2011. The right
panel are the temporal-mean of variables of the left panel. The width of the gray shading area indicates
two standard deviations. Blackline in (a) and (c) is the trough locations (±0.25 km) of wind speed
anomaly of each day, the redline in (c) is the peak location of the SSTA. The black and magenta arrows
in (c) indicate the NWS warm band extension and the SES cold tongue respectively. A weekly moving
average was applied when plotting.

3.4. The Oceanic Heat Advection

The horizontal heat advection considered here consists of two terms: one is driven by the
wind-induced Ekman drift (Figure 7), and the other is driven by the barotropic geostrophic current
(Figure 8). Along the transect, the temporal averages of both ADV and LHF terms are in the order
of 10−5 K·m·s−1 (Figure 9), but with different spatial variability across the wind wake, while SHF is
one order smaller thus could be eliminated. The spatial difference of LHF along the transect increases
from October to December. Focusing on December, we found that collocating with the trough of the
wind speed (around 150 km along the transect), reduced LHF is found around 150 km, indicating a
reduced heat loss process. Out of the wake footprint, LHF increased in both NWS and SES suggesting
an enhanced cooling influence.



Remote Sens. 2019, 11, 3036 14 of 24

Remote Sens. 2019, 11, x FOR PEER REVIEW 14 of 25 

 

3.4. The Oceanic Heat Advection 

 

Figure 7. Estimated monthly horizontal heat advection driven by the wind stress along the transect. 

Monthly averaged values are shown for (a) October of 2011, (b) November of 2011, (c) December of 

2011, and (d) January of 2012. 

Figure 7. Estimated monthly horizontal heat advection driven by the wind stress along the transect.
Monthly averaged values are shown for (a) October of 2011, (b) November of 2011, (c) December of
2011, and (d) January of 2012.

Concerning ADV, a much larger temporal variability/uncertainty (yellow error bar in Figure 9) is
observed especially in October and January, though the averaged values are still meaningful in terms
of the temporal-integrated effects. The source of the temporal uncertainty will be analyzed later in
this section. Coherent warming exceeding uncertainty could be found between 50 and 100 km from
November to January, while the advective cooling process occurs around 250 km in November and
December. In December, both ADV and LHF contribute to a higher heat accumulation process around
the wake region than the ambient water (say, the starting and ending point of the transect at 0 km and
283 km) but in an out-of-phase pattern.
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Figure 8. Estimated monthly horizontal heat advection driven by the sea level pressure gradient
along the transect. Monthly averaged values are shown for (a) October of 2011, (b) November of 2011,
(c) December of 2011, and (d) January of 2012.

As mentioned in Section 3.3, a typical warm band extension on NWS (black arrow in Figure 6c) is
observed at around December 10th, and a cold tongue forms on SES from the middle of December
(magenta arrow in Figure 6c), while wind wake location keeps steady and strong during the same time.
Thus, it is necessary to focus on December rather than the whole wake period from October to January
to clarify the detailed day-by-day thermal evolution process (Figure 10). The increased ADV values
(Figure 10b,c) around December 10th transiting northwestward agree well with the observed SSTA
warming extension, and the cold tongue found southeast of the wake in the SST is also consistent with
the decreased ADV values (Figure 10e,f).
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Figure 9. Heat flux terms along the transect averaged over the study period from 2011/10/01 to
2012/01/31. The comparison is made between ADV (black line) and LHF (red line). Uncertainties of two
standard deviations within each month are indicated as the length of error bars. The monthly averaged
values are shown for (a) October of 2011, (b) November of 2011, (c) December of 2011, and (d) January
of 2012.

Moreover, it is of interest to clarify the relative contribution of the two driven mechanisms,
wind-induced Ekman drift and the geostrophic current, to the total heat advection. Still taking the
December of 2011 as an example (Figures 7c and 8c), the wind-driven heat advection tends to warm
the water column from the center of the Beibu Gulf seawater to the NWS of the wake at 106◦E ~ 108◦E,
18◦N ~ 20◦N, while cool the water on the SES of the wake (approximately −4.23 × 10−5 K·m·s−1) at
109◦E, 17.7◦N. We also noticed the cooling of the west coast of Hainan Island and warming of the
continental shelf, which is beyond our interest in this study though. Meanwhile, the geostrophic heat
advection tends to decrease the water temperature in the center of the Beibu Gulf (e.g., −8.25 × 10−5

K·m·s−1 at 107.5◦E, 18.9◦N), and warm both sides of the wake (e.g., 4.53 × 10−5 K·m·s−1 at 107.9◦E,
18◦N, and 9.54 × 10−5 K·m·s−1 at 108.9◦E, 17.7◦N). Along the transect (Figure 11), the Ekman advection
shows a consistent distribution through the whole wake period, cooling the NWS and warming
the SES, which is probably related to the wind speed distribution associated with the wake. The
maximum amplitude occurring in December corresponds to the intensified wind speed during the
winter monsoon. On the other hand, the geostrophic advection is subjected to relatively larger temporal
variability as represented by the standard deviation (yellow error bar in Figure 11), suggesting the
temporal uncertainty observed in the total ADV (Figure 9) mostly comes from the geostrophic advection.
Moreover, the geostrophic advection process tends to compensate the Ekman advection in the center
of the Beibu Gulf and the SES, especially from October to December.
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the NWS of the wake at 106 ºE ~ 108 ºE, 18 ºN ~ 20 ºN, while cool the water on the SES of the wake 

Figure 10. Heat flux anomaly comparison between the heat advection and the latent heat flux in
December of 2011. The transect is averaged every 50 km from(a) 0~50 km,(b) 50~100 km, (c) 100~150 km,
(d) 150~200 km, (e) 200~250 km, and (f) 250~300 km. Blue bars are the heat advection, and red bars are
the latent heat flux. The black and magenta arrows in (c) indicate the NWS warm band extension and
the SES cold tongue respectively. Uncertainties of two standard deviations are indicated by the length
of error bars.
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tends to deplete the heat on the SES of the wake, and accumulate the heat on the NWS, with the sign 
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Figure 11. Heat advection terms comparison along the transect averaged over the study period from
2011/10/01 to 2012/01/31. The comparison is made between the geostrophic heat advection (black line)
and the wind-driven Ekman heat advection (red line). The monthly averaged values are shown for (a)
October of 2011, (b) November of 2011, (c) December of 2011, and (d) January of 2012.The error bar
along curves represent two times of temporal standard deviation within each month.

4. Discussion

It would be interesting to highlight the role of wind-driven heat advection. The wind advection
tends to deplete the heat on the SES of the wake, and accumulate the heat on the NWS, with the sign
switched within the wake footprint where the wind speed is the lowest. On the SES, the wind-driven
heat advection is the major mechanism of the cooling process, which is enhanced (cooling) by the latent
heat flux and compensated (warming) for by the geostrophic advection. The wind stress performs
as an important factor driving the spatial thermal variability, especially in shaping the asymmetric
warm band corresponding to the wind wake. It should be noted that our estimation in this study
is integrated through the whole water column. If considering the surface layer only, the role of the
Ekman drifting could even be amplified [52,58] while that of the geostrophic currents are reduced.
It is also worth mentioning that the derived wind-driven currents in this study agree well with the
reported winter time coastal circulations [59], confirming the influence of the wind in the regional
circulation, even taking geostrophic currents into consideration.

To correspond to the snapshot of the ASAR image from December 10, 2011, we conduct a case
study of the wind wake from October 2011 to January 2012, when the wind wake location is steady
and the wind speed is strong. The similar analyses could also be applied to other periods such as
the following winters of 2012, 2013, and 2014 (Figure 12). The NWS warm band extensions beyond
the wake could also be observed every winter from 2012 to 2014, and also collocate with similar
distributions of the Ekman advection shown in sections above. The Ekman advection always tends
to deplete the seawater heat on SES while accumulating the heat on NWS. This again confirms the
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essential role of the Ekman heat advection associated with the asymmetric thermal distribution across
the wind wake. The geostrophic advection is also found to compensate for the Ekman advection
during winter seasons somehow but is subjected to large spatial and temporal variability. Moreover,
the distribution and the onset time of the wake exhibit interannual variations, which is probably
modulated by climate oscillations via wind variabilities [60–62]. The work of Li et al. [6] also reveals
that the core temperature of the warm band is significantly related to ENSO events from 1983 to 2011.
The detailed climate-modulation process on different heat budget terms across the wake could be
investigated in a future work.Remote Sens. 2019, 11, x FOR PEER REVIEW 20 of 25 
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Figure 12. Multi-year time series along the transect from 2011 to 2014. Four variables are plotted
including (a) wind speed anomaly, (b) SSTA, (c) Ekman advection, and (d) geostrophic advection.

In Section 2.5, our assumption of vertically uniform temperature distribution precludes the heat
advection contribution from the Ekman pumping. While from both the ASAR data and the WRF
simulation, strong wind stress curls are noticed close to the boundary of the wake, corresponding to a
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maximum upwelling at an NWS (downwelling at SES) speed of 2.39 × 10−5 m/s. As previously studied,
the Ekman pumping velocity of the eastern Hainan coast is in the order of 10−4 m/s [13], while the
upwelling velocity on the west coast is approximately 2.1 × 10−5 m/s [16]. Obviously, the magnitude of
the wake-induced upwelling is comparable to the upwelling systems revealed around Hainan Island.
However, the weak background stratification condition could prohibit the wake-induced upwelling to
generate strong surface thermal response [17]. In contrast, the wake-induced upwelling could still
bring nutrients upward, and might enhance the primary production in the upper ocean [58,63,64].
Thus the identification of the suction/pumping process on the sub-mesoscale is meaningful to regional
ecosystem dynamic studies.

A scaling analysis could be further applied considering the warming rate difference ∆Tt between
two locations in the transect. Derived from Equation (7), we have ∆Tt ∼ ∆ADT/H + ∆LHF/H. If we
take the starting point at 0 km along the transect as a reference of ambient water, and assume that areas
with a transect distance of 50 ± 10 km, 150 ± 10 km, and 250 ± 10 km represent the area of extended
warming band out of the wake, the central warming band within the wake, and the cold tongue on
the SES, respectively, then the heat flux difference from values at 0km could be estimated (Table 2)
As analyzed in previous sections, the averaged values could indicate the temporal-integrated effects,
while the uncertainty mostly corresponds to the temporal variations. Quantitatively, we could identify
that the geostrophic ADV (Geo. ADV) dominant the warming of area 50 ± 10 km, and Ekman ADV
dominant the cooling of area 250 ± 10 km. The ADV terms are important in shaping the boundary of
the warm band, though the Ekman ADV and Geo. ADV tend to compensate for each other.

Table 2. Contributions from heat flux/advection terms relative to values at 0 km along the transect.

Along Transect Distance (km) 50 ± 10 150 ± 10 250 ± 10

Heat Flux/Advection Contribution
(10−5 K·m·s−1)

Ekman ADV −1.4 ± 2.2 −3.3 ± 2.3 −2.9 ± 2.3

Geo. ADV 2.7 ± 5.1 3.1 ± 5.9 2.2 ± 7.0

LHF 0.2 ± 0.3 1.4 ± 1.3 0.8 ± 0.8

Net rate 1.5 ± 4.2 1.2 ± 5.4 −0.2 ± 6.4

Our results are not conflicting with the previously proposed mechanism that LHF could trigger
the warm band [6] since we also identified that LHF contributes to the central warming within the
wake footprint. However, only if we introduce the ADV terms could the observed spatial variability
be explained. On the other side, since ∆t ∼ ∆T/(∆ADT/H + ∆LHF/H), the net warming rate at
50 ± 10 km (Table 2) corresponds to a time scale of about 30 days to reach a temperature difference of
0.5 K. However, this shorter time scale, rather than the whole study period, indicates there must be
other processes, such as tidal currents [14,15,65] or ocean wave processes [66], damping the spatial
variability supported by the heat advection and the air-sea heat flux processes, which should be the
subject of future works with the support of more in-situ measurements and a high-resolution air-sea
coupling model in this region.

Moreover, documented wind wakes are usually presented through microwave instruments
on much rougher resolutions [3], or indirectly through optical imagery [1,67]. In this study the
high-resolution ASAR data and its derived sea surface wind field show strong observative capacity
on wind wake studies, revealing the sub-mesoscale structures within the wake. Furthermore, the
combined application of observations from multi-sensor satellites, model simulations, and reanalysis
products also support for identifying involved detailed evolution processes and provide complementary
observations for model simulation results. This again validated the strong capacity of satellite remote
sensing in understanding ocean dynamics.

This study sets up a framework via heat advection reconstruction based on multi-source datasets
to clarify the competition process between the air-sea heat flux and the horizontal heat advection
terms, which could be applied to similar phenomena as observed in other areas, e.g., in [4,7,68].
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The reconstruction then might be confined within the mixed layer in stratified seasons, but could
extend to the whole column given support of vertical shear information. The baseline is that the
reduced wind speed across the wake modifies the SST distribution not only through the air-sea heat
flux (which has been extensively recognized), but also with variations in the horizontal heat advection
on sub-seasonal timescale. Although the detailed role of heat advection, especially the wind-driven
heat advection, may vary depending on local thermal and circulation conditions [19], or even the
interaction with land orography [67], the contribution from heat advection could not be neglected
before careful diagnosis.

5. Conclusions

Most of the previous studies around Hainan Island have focused on the upwelling systems on the
eastern and western coasts during summer, but only a few have investigated the ocean dynamic to the
southwest coast during winter, where HIWW is observed due to the interaction between the winter
monsoon and the island’s orography. In this study, HIWW occurred during the winter of 2011 is taken
as a study case to investigate the characters of the wind wake and associated oceanic thermal responses.
Presented by ASAR NRCS and the retrieved sea surface wind field and wind stress curl, a triangular
wake footprint with sub-mesoscale features is observed to extend around 200 km between Hainan
Island and the Vietnamese coast, covering almost the whole southern entrance of the Beibu Gulf. The
identification of strong Ekman suction/pumping bands on the boundary of the wind wake valids the
strong capability of SAR sensors on sub-mesoscale study of the wind field. Statistics of the anomalous
low wind speed from 2011 to 2014 confirms the monsoon-controlled spatial distribution of the wind
wakes off the southwest coast of Hainan Island. It is necessary to further clarify the associated oceanic
response to the wake during the wintertime so as to better understand the regional oceanic dynamics.

By a comparison between the wind field and temperature, the collocation of the wind wake
footprint and the warm SST band along the transect is noticed. However, the northwest extending
of the warm band and the cold tongue appearing to the southeast side could not be explained by
the reduced LHF in response to the wind wake. The reconstructed heat advection reveals that the
wind-driven horizontal heat advection, the barotropic geostrophic heat advection, and the latent heat
flux are the three major factors contributing to the spatial temperature variability and are on the order
of 10−5 K·m·s−1. The LHF mainly contributes to the central warming across the wind wake footprint.
The wind-driven Ekman advection tends to deplete the seawater heat on SES of the wake and increase
the heat on the NWS. The largest temporal and spatial variabilities are found within the geostrophic
heat advection while compensating for the Ekman advection term somehow. In December 2011, the
combined effects of these three terms generated the warming extension on the NWS and the cold
tongue on the SES, forming an asymmetric thermal distribution across the wind wake. Our analysis
highlights the role of heat advection concerning the thermal evolution process on a sub-seasonal
timescale and clarified the regional asymmetric thermal responses to the wind wake in the winter.
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