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Abstract: At present, passive microwave remote sensing is the most efficient method to estimate
snow depth (SD) at global and regional scales. Farmland covers 46% of Northeast China and
accurate SD retrieval throughout the whole snow season has great significance for the agriculture
management field. Based on the results of the statistical analysis of snow properties in Northeast
China from December 2017 to January 2018, conducted by the China snow investigation project, snow
characteristics such as snow grain size (SGS), snow density, snow thickness, and temperature of the
layered snowpack were measured and analyzed in detail. These characteristics were input to the
microwave emission model of layered snowpacks (MEMLS) to simulate the brightness temperature
(TB) time series of snow-covered farmland in the periods of snow accumulation, stabilization, and
ablation. Considering the larger SGS of the thick depth hoar layer that resulted in a rapid decrease
of simulated TBs, effective SGS was proposed to minimize the simulation errors and ensure that
the MEMLS can be correctly applied to satellite data simulation. Statistical lookup tables (LUTs)
for MWRI and AMSR2 data were generated to represent the relationship between SD and the
brightness temperature difference (TBD) at 18 and 36 GHz. The SD retrieval results based on the LUT
were compared with the actual SD and the SD retrieved by Chang’s algorithm, Foster’s algorithm,
the standard MWRI algorithm, and the standard AMSR2 algorithm. The results demonstrated
that the proposed algorithm based on the statistical LUT achieved better accuracy than the other
algorithms due to its incorporation of the variation in snow characteristics with the age of snow cover.
The average root mean squared error of the SD for the whole snow season was approximately 3.97 and
4.22 cm for MWRI and AMSR2, respectively. The research results are beneficial for monitoring SD in
the farmland of Northeast China.
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1. Introduction

Snow cover is an important factor in determining the Earth’s radiation balance. It not only has a
strong impact on the climate system but also has an extremely important influence on the global water
cycle [1,2]. At the regional and global scales, passive microwave remote sensing is the most efficient
way to monitor snow. It can observe snow under nearly all weather conditions and can penetrate snow
cover to monitor snow depth (SD) and snow water equivalents (SWEs) [3–5].

Passive microwaves can penetrate snow and monitor the height of the snowpack. Therefore,
passive microwave spaceborne measurements are often used for large-scale estimates of SD and SWE.
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Since the 1970s, passive microwave remote sensing sensors have evolved from scanning multichannel
microwave radiometer (SMMR) data (1978–1987), special sensor microwave imager (SSM/I) data
(1987–present), advanced microwave scanning radiometer for Earth observing system (AMSR-E)
data (2002–2011), Fengyun-3B (FY3B) microwave radiation imagery (MWRI) data (2010–present), and
advanced microwave scanning radiometer 2 (AMSR2) data (2012–present) [6–8]. With the development
of satellite passive microwave radiometer, retrieval algorithms for determining snow parameters have
been explored and developed and more reliable global and regional SD data have been accumulated
for snow monitoring. Currently, most algorithms considered for operational retrievals are based on
empirical relationships between snow and the brightness temperature difference (TBD) of satellite-borne
microwave radiometers [9,10].

Recently, applications of passive microwave remote sensing techniques to estimate SD and SWE
rely increasingly on the comprehension of microwave emission theories [11,12]. Snow microwave
emission modeling can describe the dynamics of snow state variables based on snow physical properties,
including snow thickness, snow density, SGS, snow temperature, and stratigraphy, which significantly
influence the accuracy of SD and SWE estimates. The microwave emission model of layered snowpacks
(MEMLS) is one of these representative models [13]. For instance, a comprehensive comparison was
made between the results and four commonly used models of snow microwave radiation transmission,
the dense media radiative transfer-multilayer model (DMRT-ML) [14], the dense radiative transfer
model-quasi-crystalline approximation (QCA) [15], Mie scattering of sticky spheres (DMRT-QMS)
model [16], the Helsinki University of Technology n-layers model (HUT-nlayers) [17], and MEMLS [18].
The analysis results showed that the MEMLS model converged to better results compared with other
models [19]. Recent studies have demonstrated that prior information of snow variables is an important
input parameter for snow microwave emission modeling. To retrieve forest SD in northeast China, the
forest transmissivity and snow properties need to be considered for the MEMLS [20]. Comparing TB
data of snow from airborne microwave radiometer observations and MEMLS simulations, an SWE
retrieval algorithm was proposed for local snow properties [21]. A novel SD and SWE data retrieval
algorithm from AMSR-E passive microwave TB was proposed based on a priori snow characteristics
observations in Xinjiang, China [22]. Highly accurate retrieval of SD and SWE using snow models is
challenging due to insufficient knowledge of snow processes. It requires more quantitative analyses of
snow physical properties.

SD is an important factor in agriculture management in Northeast China; farmland covers 46% of
this region. The purpose of this paper is to propose an SD retrieval algorithm based on a statistical
LUT and use it to improve the accuracy of farmland SD estimations in Northeast China. MEMLS was
applied to simulate the TB at 18 and 36 GHz based on a priori statistical and analysis results of snow
cover characteristics in different periods. On the basis of MEMLS, the statistical LUTs of the periods
of snow accumulation, stabilization, and ablation were established, which represent the relationship
between the snow properties and microwave properties. The SDs retrieved in this work and other SDs
retrieved by state-of-the-art algorithms were validated and compared with the actual SD information.
The shape and size of grains are very important to TB simulation. Based on previous work, this study
focuses on how to use the effective SGS to make the TB simulated by MEMLS closer to the real TB
observed from the satellite data, and then simplify the SD retrieval process by establishing an LUT.
The remainder of this paper is organized as follows: the study area and data used in this work are
introduced in Section 2. Section 3 details the establishment of the statistical LUT. The determination
of snow characteristics parameters are priori and important information for MEMLS to simulate TB
and establish the LUT. Section 4 describes the SD retrieval algorithm based on the LUT and other
traditional algorithms. The results and analysis are presented in Section 5, and the conclusions are
provided in the final section.
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2. Materials

2.1. Study Area

Northeast China is one of the most important seasonal snow areas in Asia and has abundant
snow resources [23]. According to the MODIS Land Cover Type Product (MCD12Q1) with 500 m
spatial resolution, farmland cover represents 46.4% of the total area and is the most abundant cover
type in Northeast China. Forest and grassland cover 29.9% and 22.3% of the total area, respectively,
as shown in Figure 1. There is a stable snow accumulation period in the winter, which provides
suitable conditions for snow resource research. Melted snow water is one of the most important water
resources for Northeast China, which is essential for agriculture development.

The research work was to carry out snow survey experiments throughout China from December
2017 to January 2018, conducted under the “snow characteristics and distribution survey of China” of
the Basic Resources Survey Project of National Science and Technology. According to the distribution
characteristics of snow in China, there are six snow survey routes, which are marked from No. 1 to
No. 6. For example, No. 6 is the route marked as number 6. The selection of sampling points on
each route has considered the underlying surface type, the representativeness of passive microwave
data, the practical sampling feasibility, and other factors. Experiments were conducted during the
snow accumulation, stabilization, and ablation periods. For the investigations, all routes adopted used
the same instruments and methods for measuring snow parameters. Various snow parameters and
environmental parameters were measured, such as density and SGS of stratified snow, air temperature,
and snow thickness. A snow fork was used to measure the stratification snow density. The air
temperature and snow temperature were measured by a meteorological thermometer. As shown in
Figure 1, the investigation route of No.5 started in the Xing’an League in Inner Mongolia, reached
Mohe in the north direction, and returned to the Songnen Plain in the south direction. The main
underlying surfaces of No.5 are farmlands and grasslands. The investigation routes of No.6 are mainly
in the Xiaoxing’an Mountains and the Changbai Mountains to gather data about the snow cover on the
underlying surface of forests and farmlands along a snow loop course. These investigations were carried
out in periods of snow accumulation (12/14/2017–12/30/2017), stabilization (01/24/2018–02/05/2018),
and ablation (03/03/2018–03/14/2018) on the basis of the two routes.
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Figure 1. Study area, located in Northeast China, including the land cover distribution and the snow
investigation routes of the survey project.

2.2. Snow Measurements in the Field

Snow properties and the surrounding environmental parameters were measured along the two
investigation routes. Considering that SD varies greatly, the average value of the measured SDs was
recorded. Then, the location with the SD closest to the average SD was selected to measure the snow
properties, including the snow thickness, density, SGS, and temperature within each natural layer.
Each snow layer was visually distinguished based on variations in the SGS profile. Observations
indicated that snowpack typically had three layers. The snow properties were measured in the upper,
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upper and bottom, or upper, bottom, and middle layers depending on whether there were one, two,
or three layers.

In the snow survey, a snow fork, shown in Figure 2a, was used to gather data on the snow
density of each layer, which was calculated with semi-empirical equations using the complex dielectric
constant of snow, which was itself calculated using measured electrical parameters. The snow density
was measured three or five times in each layer, and the average value was recorded. The Anyty
3R-V500IR/UV series optical microscope, shown in Figure 2b, was used to collect and measure
the photos of actual SGS. The optical microscope was used mainly due to its convenience in the
field [24–26]. Unified measurement specifications and standards have been formulated for the entire
snow characteristic investigation experiment in China. During the experiment, we collected snow
parameter data in strict accordance with the measurement standard and evaluated the validity of the
data, strictly comparing and verifying the SGS data. The results show that the SGS data measured by
this method have high reliability and conform to the local snow parameter characteristics. The SGS
within a snow layer was recorded as a range due to the grain size variations within each natural
layer. Meanwhile, meteorological thermometers were used to measure the air temperature and snow
temperature within each natural layer. The snow densities, SGS, and temperature data were often used
in developing the SD retrieval algorithm, and the measured SD was used to validate the algorithm.
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Figure 2. Investigation instruments in the snow survey.

2.3. Passive Microwave Data

The L1 level of passive microwave TB data from the FY3B satellite MWRI and that from the
GCOM-W1 satellite AMSR2 are used in this study [27,28]. The MWRI data were published by the
National Satellite Meteorological Center (NSMC) via the FengYun Satellite Data Center, while the
AMSR2 data were published by the Japan Aerospace Exploration Agency (JAXA) via the GCOM-W1
Data Providing Service System. The instrument specifications of MWRI and AMSR2 are presented in
Table 1.

Table 1. Instrument specifications of passive microwave sensors.

FY3B-MWRI

Center Frequency (GHz) 10.65 18.7 23.8 36.5 89
Band Width (MHz) 180 200 400 900 2300
Polarization Type V, H V, H V, H V, H V, H

Instantaneous Field Of
View (IFOV) (km × km) 51 × 85 30 × 50 27 × 45 18 × 30 9 × 15

AMSR2

Center Frequency (GHz) 6.9/7.3 10.7 18.7 23.8 36.5 89
Band Width (MHz) 350 100 200 400 1000 3000
Polarization Type V, H V, H V, H V, H V, H V, H
IFOV (km × km) 35 × 62 24 × 42 14 × 22 15 × 26 7 × 12 3 × 5
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3. Models and Methods

3.1. Algorithm Development

In this section, an SD retrieval algorithm based on the statistical LUT built from the MEMLS
is introduced. The overall flow chart is illustrated in Figure 3. First, we statistically analyzed the
snow characteristics measured from the snow investigation, including snow thickness, SGS, snow
density, and snow temperature based on snow stratification information, and analyzed the general
characteristics of these snow parameters during the different snow observation periods, which are
introduced in Section 3.3 in detail. We proposed the effective SGS to ensure that the MEMLS can
be correctly applied to the TB data simulation. Second, we used the statistical and general analysis
results of the snow stratification information and the instrument characteristics of satellite-borne
passive microwave as the input parameters of the MEMLS to further simulate passive microwave TB
at 18 and 36 GHz. Considering TBD between 18 and 36 GHz can efficiently reduce the influence of
the atmosphere and underlying ground and snow temperatures, an LUT was established between
snow properties and TBD instead of the TB data at each frequency. Then, given a TBD computed from
observed satellite data, the SD can be obtained by searching for the computed TBD in the LUT.
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Figure 3. SD retrieval algorithm based on the lookup table (LUT) built from microwave emission model
of layered snowpacks (MEMLS).

3.2. Microwave Emission Model of Layered Snowpacks

Based on the radiative transfer equation, MEMLS describes the bulk scattering and absorption of
layered snowpacks by the six-stream approximation theory. The MEMLS can calculate the TB that is
radiated from multilayered snowpacks [29]. The MEMLS model requires the following parameters to
simulate the TB of snowpacks.

TB = MEMLS
(

f requency, incident_angle, s0h, s0v, snow_ f ile, Tsky, Tground, sccho
)
, (1)

where frequency represents the passive microwave frequency, here, 18 and 36 GHz were selected;
incident_angle represents the incident angle of the passive microwave sensor and when simulating
TB of MWRI and AMSR2 data, the angle was 53 and 55 degrees, respectively; s0h and s0v represent
snow-covered soil reflectivity with horizontal polarization (H-POL) and vertical polarization (V-POL),
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ranging from 0.04 to 0.09. Our previous experiments demonstrated that the emissivity of an
underlying surface covered by snow is 0.92 and 0.93 for 18.7 and 36.5 GHz horizontal polarization
in the homogeneous farmland of Northeast China, respectively [30]; Tsky represents the brightness
temperatures of the sky background, Tsky was 15 K using 18 GHz, and was 25 K using 36 GHz [31];
Tground represents TB from the underlying ground and was assumed to equal the temperature at
the snow/soil interface; sccho is a scattering coefficient that was selected as 11 based on the MEMLS
recommendation; snow_file is an important file consisting of seven parameters, expressed as follows:

snow_ f ile = f ile(layernumber, Tsnow, moisture, salinity, density, thickness, CL), (2)

where layernumber represents the number of snow layers in snowpack; Tsnow represents the snow
temperature of each layer; moisture and salinity represents the water and salt content of snowpack,
respectively, where the moisture and salinity were assumed to be zero during the observation period;
density represents the snow density of each layer; thickness represents the thickness of snow of each
layer; and CL is exponential correlation length.

3.3. Statistical Analysis of the Priori Snow Characteristics

Accurate simulation of the TB of snowpacks using MEMLS requires prior information of snow
parameters. According to the snow measurement results from the three snow investigations, each
parameter can be empirically determined using the following strategies.

3.3.1. Snow Stratification

During the snowy season, new snowfalls continue to cover previous snowfalls, resulting in a
gradual stratification of snow. Based on the field measurements in farmland, it was found that snow
cover could be divided into three-layered snowpacks (Figure 4). SD and snow stratification mostly
satisfied the following relationships: when SD was less than 7 cm, snow cover was not stratified and
defined as one layer; when SD was 8–15 cm, snow cover was characterized as two layers, and the
thickness of upper and bottom layer were assumed to be equal; when the actual SD exceeded 15 cm,
the snow cover was divided into three layers. For the three-layer snowpacks, the same thickness was
assumed for the upper and bottom snow layers. In the snow field measurements, it was found that
the SD in Northeast China was never more than 50 cm, so an SD over 50 cm was not considered in
this study.
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The snow cover depth (SD) can be expressed as follows:

SD =

LayerNum∑
i=1

thickness(i) (3)

where LayerNum represents the number of snow layers and the thickness represents the thickness of
each snow layer. Although in situ measurements of SD were not directly used in MEMLS, they are an
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important basis for determining the stratification of the snowpack. Based on the snow stratification
information, the snow density, SGS, temperature, and other parameters of each layer were further
measured. The measured SD was also recorded as the actual SD.

3.3.2. Snow Temperature

Snow temperature influences the retrieval of the SD to some extent. Generally, snow cover
has a thermal insulation effect on the ground. The deeper the snow cover, the more obvious the
thermal insulation effect [32]. According to the actual measurement results, the snow temperature is
generally higher than the air temperature. For simplicity, in this study, snow temperatures (Tsnow)
were determined by the following empirical equation:

Tsnow = slope× SD + Tair (4)

where Tair represents air temperature in ◦C, SD represents snow depth in cm, slope represents the rate
of change of snow temperature with SD which can be determined on the basis of the snow temperature
and air temperature obtained from the measurement data. Thus, regression slopes in the three periods
of snow accumulation, stabilization, and ablation were made.

As shown in Figure 5a,b, the snow temperature at the air/snow interface was assumed to be equal
to the air temperature; thus, the difference between the air temperature and the snow temperature
increases linearly with an increase in SD. The rate of change of the snow temperature slope gradually
decreases with time, meaning that the difference between air temperature and snow temperature
becomes smaller from snow accumulation to snow ablation. As shown in Figure 5c, the slope of
Tsnow–Tair is relatively small, implying that there is little correlation between the difference of Tsnow

and Tair and SD during ablation. By analysis, the correlation between air temperature and snow
temperature was very high during the snow ablation period and, thus, the relationship between them
can be established.
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When the snow depth is greater than 25 cm, the snow temperature at the snow/soil interface tends
to be stable due to the thermal insulation of a deep snowpack. Therefore, the snow temperature (Tsnow)
can be computed from the air temperature (Tair) and snow depth (SD):

Tsnow =


0.7SD + Tair in accummulation
0.6SD + Tair in stabilization
0.8Tair in ablation

(5)

3.3.3. Snow Density

Commonly, the old bottom layer of snowpack generally has a larger SGS and a higher snow
density due to compaction. By contrast, the fresh upper layer of snowpack generally has a smaller SGS
and lower snow density. Table 2 describes the measured snow density of each layer from bottom to top
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during the three snowfall periods. From the accumulation period to the ablation period, the overall
snow density tends to increase. In the accumulation period, only two-layer snowpacks exist and the
snow density of the bottom layer is slightly higher than that of upper layer. In the stabilization and
ablation period, the snow density of each layer is very similar. As a result, the snow density is almost
equal in the three layers during the three periods, showing that the phenomenon of snow stratification
is not evident in farmland.

Table 2. Statistical results of snow density (g/cm3) in farmland.

Period

Three-Layer

Bottom Middle Upper

Range Mean Range Mean Range Mean

Accumulation 0.089–0.154 0.114 \ \ 0.058–0.109 0.090
Stabilization 0.086–0.218 0.128 0.105–0.169 0.129 0.058–0.197 0.104

Ablation 0.092–0.197 0.140 0.067–0.238 0.141 0.040–0.255 0.135

3.3.4. Snow Grain Size

(A) SGS statistical results

The vertical temperature gradient of snow cover controls the deformation of dry snow. Because
the saturated water vapor pressure is an exponential function of temperature, the temperature gradient
inevitably leads to a certain gradient of water vapor pressure. The diffusion of water vapor from warm
crystals to cold crystals leads to the destruction of warm crystals, and the reconstruction of crystal
morphology at the cold end leads to the change of grain morphology and size, which causes the shape
of snow grains to vary with time. As a result, the shape of snow particles gradually becomes spherical
or cylindrical over time. Assuming the snow particles are pillars, we used the previously proposed
automatic method for measuring and recording snow particle size [33]. This mainly utilizes digital
image processing to find the outline of the SGS and avoids errors caused by manual measurement. As
shown in the third column of Figure 6, the length and width of the red rectangle surrounding the snow
particle was defined as the long and short sides of the particle, and the average result was used as the
SGS of each layer.
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Each layer of snow crystals includes different sizes. The grain size in a range of diameters was
recorded, but the mean value was used for the whole layer. The scatterplots of the SGS values of each
layer during different periods were analyzed to obtain the dynamic ranges of mean SGS, and the mean
SGS values were taken as the representative values of each snow layer in a period. Table 3 describes the
snow grain size variation with snow season. The SGS of each layer gradually increased over the snow
season. In the vertical gradient of the snowpack, similar to snow density, SGS gradually decreases
from the bottom layer to the upper layer.

Table 3. Statistical average SGS result (mm).

Period

Three Layers

Bottom Middle Upper

Range Mean Range Mean Range Mean

Accumulation 2.46–3.11 2.82 \ \ 1.06–3.61 2.16
Stabilization 1.55–4.40 3.37 1.70–3.23 2.70 1.26–3.58 2.56

Ablation 1.44–6.00 4.44 1.60–5.12 3.91 1.04–4.57 3.10

(B) Improvement of SGS

According to the actual snow measurement, the snowpack is divided into three layers by natural
stratification, and the snow parameters (i.e., snow density, SGS, and snow temperature) of each layer
are measured. When simulating the TB of snowpacks using MEMLS, SGS is an important input
parameter. In field investigations of SGS, it has been found that the depth hoar layer easily forms
in the snow layer near to the ground. The SGS of a thick depth hoar layer was often larger than the
upper layers, which resulted in a rapid decrease of simulated TBs, especially at 36 GHz frequency.
If the measured SGS is directly input into the MEMLS to simulate the passive microwave TB, there is
a deviation between the simulated TBs and TBs observed from satellite passive microwave sensors.
Thus, this study proposed an effective SGS. Anna Kontu et al. [34] proposed an effective snow particle
size to limit the growth of larger snow particle sizes and applied it in the HUT model. Similarly,
in order to minimize the difference between the simulated TBs (TBsim) and observed TBs (TBobs)
from satellite passive microwave sensors, we defined the optimal snow grain size (Dopt) as the free
optimization parameter.

min
∣∣∣TBsim(Dopt) − TBobs

∣∣∣ (6)

Considering the phenomenon of snow stratification was not evident in the farmland, we assumed
that the SGS of each layer of snow was equal. Setting the SGS to vary from 0 to 5 mm with a 0.1 mm
step, combined with the other measured parameters, the optimal snow grain size Dopt could be found
that satisfied the simulated TBs based on the MEMLS that were closest to the observed TBs from
satellite data.

Theoretically, the empirical coefficient of the effective SGS should be defined for each layer;
however, this will lead to too many unknown parameters and underdetermined equations. Therefore,
the measured layer thickness-weighted average SGS (Dave) was first obtained using the following
equation:

Dave =

LayerNum∑
i=1

(Di × di)/
LayerNum∑

i=1

di (7)

where LayerNum represents the number of snow layers, and Di and di represent the measured SGS and
snow thickness of the ith layer, respectively.

The effective snow grain size (De f f ) could be obtained from Dave.

De f f = a×Dave + b (8)
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For Equation (7), the parameters a and b can be obtained through the following minimization
procedure:

Min
n∑

i=1

(De f f (a, b) −Dopt)
2 (9)

where n is the number of field measurement points during different snow observation periods. Finally,
the empirical coefficients a and b are applied to each layer, and the effective SGS of each layer is
obtained so that the SGS parameters and other snow parameters are matched and sent to the MEMLS.

From the viewpoint of satellite snow algorithms, an interesting factor is whether the difference
TB18H − TB36H is modeled better than the individual channels. As analyzed in Section 5.3.3, generally,
the root mean square error (RMSE) and Bias of the channel difference was lower and correlation was
higher than those of the individual channels. As a result, the corresponding empirical coefficients
fitted to simulate the channel difference for MWRI and AMSR2 in each period were retrieved using
Equation (9) and are listed in Table 4. In general, the measured SGS in the snow ablation period was
larger than the other periods; thus, the empirical coefficient a in the snow ablation was smaller than
in the other periods. Using Equation (7), we computed the De f f corresponding to each layer based
on the empirical coefficients a and b, and further simulated the TBD between TB18 and TB36 based
on MEMLS.

Table 4. Empirical coefficients of effective SGS.

Period
MWRI AMSR2

a b a b

Accumulation 0.46 0.5 0.23 1.15
Stabilization 0.51 0.11 0.57 −0.02

Ablation 0.24 0.81 0.18 1.07

3.3.5. Correlation Length

Snow correlation length was defined to describe the influence of size and distribution of snow
particles on scattering, which is related to snow density and SGS [35]. Therefore, snow density and SGS
should be determined before estimating the correlation length. We first converted the snow density
and the effective SGS to the correlation length, and further converted the correlation length to an
exponential correlation length by multiplying by a constant (0.75) [36].

Pex = 0.75(4× ρ/ρi × (1− ρ/ρi)/S) (10)

where Pex represents the exponential correlation length, % represents the snow density, %i represents
the ice density (0.917 g/cm3), and S represents the surface area of the effective SGS per unit volume.

S = 2× a/n (11)

where a is the side length of the cubic box and n is the number of particles along its one side.
According to the field measurements, the particle form is similar to the pillar, so we used the

calculated effective SGS as the long-side length and the short-side length was randomly selected to
be between two-thirds and one times the long-side length. It was assumed that these numbers were
homogeneously distributed within a cubic box, and the volume of the cubic box can be calculated
according to snow density and the volume of particles [22]. Using Equation (10), the exponential
correlation length can be calculated on the basis of the effective SGS range and snow density as
presented in Table 5.
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Table 5. Exponential correlation length of the effective SGS.

Snow Density
(g/cm3)

Effective SGS (mm)

1.6–1.7 1.7–1.8 1.8–1.9 1.9–2.0 2.0–2.1 2.1–2.2 2.2–2.3 2.3–2.4 2.4–2.5

0.05–0.10 0.099 0.103 0.107 0.11 0.114 0.118 0.121 0.125 0.129
0.10–0.15 0.148 0.154 0.159 0.165 0.171 0.176 0.182 0.187 0.192
0.15–0.20 0.182 0.189 0.196 0.203 0.21 0.217 0.223 0.23 0.236
0.20–0.25 0.206 0.214 0.222 0.23 0.238 0.245 0.253 0.26 0.268
0.25–0.30 0.222 0.231 0.24 0.248 0.257 0.265 0.273 0.281 0.289

4. SD Retrieval Algorithm

4.1. Retrieved SD Based on LUT

Using the MEMLS physical model to directly retrieve SD is a complex process, not only because of
the interrelationship between many input parameters but, also, the complexity of the physical model
based on the radiative transfer equation. Chang et al. concluded that there is a linear relationship
between SD and TBD [37–41], so we can obtain the TB from the MEMLS, and then establish the
relationship between TBD and SD. Based on the statistical analysis results of the snow parameters
(snow layers, snow density, SGS, and air temperature) measured in the field, in the process of applying
the MEMLS, we assumed that the SD is unknown, and set a dynamic range for SD. According to each
SD value in the range, we used the model to simulate TBs at 18 and 36 GHz, and further established a
lookup table (LUT) between the TBD and the SD. LUT is a calculated array composed of TBD, SD,
and other snow parameters. After using the above method to create an LUT, when the observed
TB of the satellite passive microwave is known, the corresponding TBD can be obtained and, thus,
the corresponding SD can be searched for from the LUT, given the other snow parameters. The snow
parameters should be representative of the region so that the LUT built by inputting these parameters
into the model can be well applied.

Based on the snow stratification information of farmland from the snow survey of Northeast China,
MEMLS was used to establish LUT for three cases of layering, namely, a one-layer LUT established
for an SD of 5–7 cm, a two-layer LUT for an SD of 8–15 cm, and a three-layer LUT for an SD of more
15 cm. After analyzing snow statistical information, the corresponding snow property parameters
of each layer in the three periods described in previous sections were input and a dynamic range
(1–50 cm) for the SD variable with an interval of 1 cm was set. The corresponding TB at 18 and
36 GHz at the H-POL were simulated using MEMLS. Furthermore, the simulated TBD was obtained
by calculating the difference in TB data between 18 and 36 GHz. Thus, the relationship between the
snow properties and the simulated TBD can be established in the LUT. When retrieving SD based
on the established LUT, the observation TBD needed to first be calculated from the satellite passive
microwave data. Then, combining the TBD with the snow observation date, air temperature, and other
reference information, the SD could be retrieved by searching the position where the observed TBD
was closest to the simulated TBD.

4.2. Empirical SD Retrieval Algorithm

The instrument designed parameters of SSMIS, AMSR2, and MWRI radiometer are very
similar [37–40]. Therefore, we make a comparison of these following methods for both AMSR2
and MWRI data in the study area.

(A) Chang’s Algorithm

Using Chang’s algorithm [41] and assuming that snow was homogeneous, the dry snow density
was 0.3 g/cm3, and the SGS was 0.3 mm in diameter. The following algorithm was applicable:

SD = C× (Tb18H − Tb37H) (12)
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where SD represents snow depth (cm), the retrieval coefficient C was 1.59, and TB18H and TB37H were,
respectively, 18 and 37 GHz data at H-POL.

(B) Foster’s Algorithm

Foster et al. [42] refined the retrieval coefficient of Chang’s algorithm. When the SGS is 0.4 mm in
diameter, the retrieval coefficient becomes 0.78 and the refined algorithm is then

SD = 0.78× (Tb18H − Tb37H). (13)

(C) Standard AMSR2 Algorithm

The current AMSR2 SD algorithm is an evolution of the original AMSR-E SWE algorithm and
takes advantage of the channels 10, 18, 23, 36, and 89 GHz available on the AMSR-E. The application of
this algorithm is described in [43,44].

(D) Standard MWRI Algorithm

The land surface is divided into four types: grassland, farmland, bare ground, and forest. For each
grid cell, the SD is estimated from the sum of SD values from each land cover algorithm, weighted
by the percentage of the land cover type within each grid cell. The application of this algorithm is
described in [45,46].

5. Results and Analysis

5.1. Retrieval Results

MWRI and AMSR2 data during the period of the snow survey were collected to retrieve the SD.
According to the latitude and longitude information of the sampling points, the nearest neighbor search
algorithm is used to find the passive microwave pixels covering the sampling points. The SD data of
the sampling points represented the actual SDs of the corresponding microwave pixels. Combining
the observed TBD calculated at 18 and 36 GHz at H-POL from satellite data, the SD based on the
statistical LUTs was obtained and further compared with the retrieval SDs by Chang’s algorithm,
Foster’s algorithm, the standard MWRI algorithm, and the standard AMSR2 algorithm, as well as the
measured SDs along the snow course. In the proposed method, half of the measured snow parameter
data are used to establish the LUT and half are used to verify the LUT. The SD retrieval results of
different algorithms are shown in Figure 7. Moreover, the difference between the SD retrieval result of
each algorithm and the actual SD (DSD) was calculated, and the absolute values of the DSD results
are shown in Figure 8. For MWRI data, the SD retrieval results based on the statistical LUT, Foster’s
algorithm, and standard MWRI algorithm are closer to the actual SD, while the retrieval results
obtained using Chang’s algorithm had larger errors. For the AMSR2 data, the SD retrieval results
based on the statistical LUT and Foster’s algorithm were closer to the actual SD, while the retrieval
results based on Chang’s algorithm and the standard AMSR2 algorithm had larger errors.
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5.2. Result Analysis

The RMSE and Bias selected to evaluate the retrieval precision of the SD calculated by these
algorithms can be expressed as follows:

RMSE =

√√
1
n

n∑
i=1

(Ni −Mi)
2 (14)

Bias =
1
n

n∑
i=1

(Ni −Mi) (15)

where n is the number of field measurement points of the SD, Ni represents the retrieval result of the
SD, and Mi is the actual SD.

Tables 6 and 7 show the RMSE and Bias values calculated using the measured SD along with the
retrieval results of the SD for MWRI and AMSR2 obtained using the four algorithms. As listed in
Tables 5 and 6, the following can be seen:

(1) During the snow accumulation period, because the snow on the farmland was relatively shallow
and many sampling points were not covered with snow, there were fewer sampling points than
during the other two periods. For MWRI data, Chang’s algorithm overestimates SD, while
the other three algorithms were close to the measured SD. The SD results using the statistical
LUT had the highest retrieval accuracy, followed by Foster’s algorithm, and then the standard
MWRI algorithm. For AMSR2 data, both Chang’s algorithm and the standard AMSR2 algorithm
overestimated SD. The retrieval results of SD using the statistical LUT achieved higher retrieval
precision than Foster’s algorithm.

(2) During the snow stabilization period, snow parameters were more representative because
of relatively stable snow conditions. For MWRI and AMSR2 data, Chang’s algorithm still
overestimated SD, similar to that in the snow accumulation period. The statistical LUT algorithm
SD retrieval accuracy for both MWRI and AMSR2 data was higher than that of all the other
algorithms. The standard MWRI algorithm performs well for MWRI data, but the standard
AMSR2 algorithm for AMSR2 greatly overestimated SD. The SD retrieval accuracy using Foster’s
algorithm was slightly less than it was during the snow accumulation period.

(3) During the snow ablation period, due to higher air temperature on several days, snow melted
and condensed, which caused the SD retrieval results based on passive microwave data to differ
from the measured SD. The retrieval result of the statistical LUT algorithm was the closest to the
actual SD, followed by that of the standard MWRI algorithm, then Foster’s algorithm. Chang’s
algorithm and standard AMSR2 algorithm again had the worst SD retrieval accuracy.

Table 6. Comparison of RMSE results obtained using the four SD retrieval algorithms.

MWRI AMSR2

Accumulation Stabilization Ablation Accumulation Stabilization Ablation

RMSE
(cm)

LUT 3.31 4.23 4.36 3.39 4.74 4.53
Chang 10.03 25.40 24.43 11.06 22.64 22.71
Foster 3.89 6.92 6.03 5.03 6.31 4.70

Standard 4.49 5.00 5.61 10.02 16.79 15.96
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Table 7. Comparison of Bias results obtained using the four SD retrieval algorithms.

MWRI AMSR2

Accumulation Stabilization Ablation Accumulation Stabilization Ablation

Bias
(cm)

LUT 2.35 3.33 3.68 2.65 4.00 3.92
Chang 7.78 22.83 22.32 8.18 19.51 20.56
Foster 3.06 5.27 4.93 4.42 4.80 3.47

Standard 3.75 4.02 4.95 6.05 14.10 14.52

The standard deviation of DSD based on sampling points was calculated, which is described in
Table 8. From Table 8, the STD results using LUT are the lowest of the four SD retrieval algorithms,
which means that LUT can better reflect the spatial distribution of actual SD in the area compared to
the other algorithms.

Standard deviation STD is calculated by

STD =

√√
1
n

n∑
i=1

(Ni − µ)
2 (16)

where Ni is the difference of actual SD and retrieval SD (DSD) of the ith sampling point, and µ is the
average DSD.

Table 8. Comparison of STD results obtained using the four SD retrieval algorithms.

MWRI AMSR2

Accumulation Stabilization Ablation Accumulation Stabilization Ablation

STD
(cm)

LUT 2.32 2.60 2.35 2.12 2.54 2.27
Chang 6.33 11.12 9.91 7.44 11.48 9.64
Foster 2.41 4.48 3.46 2.39 4.08 3.17

Standard 2.48 2.96 2.64 7.99 9.11 6.62

5.3. Discussion

5.3.1. SD Spatial Variability

When we designed the snow parameters investigation route, we took the footprint of the passive
microwave pixel into account and conducted the test on the representative sampling points in the
passive microwave pixel. As shown in Figure 9, the color background grid in the figure represents a
10 km × 10 km passive microwave pixel. It can be seen from the distribution range of sampling points
that the whole snow investigation range is large, including the main farmland areas in Northeast China.
Combined with many years of snow field observation experience, the underlying surface of farmland
in Northeast China is considered as uniform and flatly distributed. Thus, the variation of farmland SD
in each microwave pixel is small, so the sampling point data is representative. It can also be seen from
the figure that the snow condition distribution in Northeast China increases gradually with increasing
latitude. The SD in this area increases gradually with increasing latitude. In addition to Chang’s
algorithm, the SD results of other algorithms is similar to the actual SD, which demonstrates that the
empirical coefficient of Chang’s algorithm is not suitable for this area. The SGS and snow density in the
study area are quite different from the snow parameter conditions applied by Chang’s algorithm. In the
process of establishing the standard MWRI algorithm, a large number of meteorological station data in
China were selected, so the retrieval accuracy of SD in this area is higher than that of the standard
AMSR2 algorithm. Compared with other algorithms, in terms of spatial distribution and snow cover
accuracy, SD retrieval results using the LUT for the two types of data are closest to the actual snow
cover survey results in each period, indicating that this method can be used for multisource passive
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microwave radiation data and has good potential for application in high-precision SD retrieval in local
observation areas.
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Due to the large amount of data in the whole observation period, the data of 27 January 2018 is
taken as an example to demonstrate the farmland SD in Northeast China. As shown in the Figures 10
and 11, the LUT algorithm provides an effective method to obtain high-precision SD distribution
in farmland.
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5.3.2. SD Temporal Variability

The box plots in Figure 12 show the mean values and ranges of the SD results in the study area.
A box plot is a statistical chart that displays the spread of a dataset. It is mainly used to reflect the
distribution characteristics of the original data and can also compare the distribution characteristics
of multiple groups of data. The drawing method of a box line graph is to determine the maximum,
minimum, median, and quartiles of a set of data, then to draw the box by connecting two quartiles,
and finally to connect the maximum and minimum with the box, with the median in the middle of
the box. As shown in Figure 12, the actual SD is relatively stable for the whole snow season, with
the SD range varying around the mean value. For both MWRI and AMSR2 data, the SD retrieval
accuracy of the statistical LUT algorithm is overall superior to the other algorithms due to the fact that
its SD change trend is more similar to that of the actual SD. For Chang’s algorithm, the range of the SD
retrieval results varied dramatically, which caused larger SD retrieval errors. When applying the same
algorithm to passive microwave data of a particular satellite, for example, the statistical LUT algorithm,
Foster’s algorithm, or Chang’s algorithm, the SD retrieval results based on MWRI data are slightly
better than those based on AMSR2 data. In addition, the standard MWRI algorithm was demonstrated
to perform well for MWRI data, in contrast to the standard AMSR2 algorithm, which seemed to be
ineffective when applied to the AMSR2 data in the study area. Foster’s algorithm obtained more
accurate SD results in the snow accumulation period, but in the other two periods, the range obtained
using this algorithm contained obvious bias compared to the actual SD.
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In summary, the SD retrieval results obtained using the statistical LUT algorithm achieved the
highest accuracy for the study area because the algorithm fully considers the variation in snow property
parameters during different snow periods. The standard MWRI algorithm also performed well for
MWRI data throughout the whole snow season. The SD retrieval results obtained using Foster’s
algorithm were far better than those obtained using Chang’s algorithm, indicating that the snow
density and SGS applied in Foster’s algorithm were more suitable for the study area. However, snow
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conditions continually change throughout the whole snow season and using constant snow property
parameters in the traditional empirical SD retrieval algorithms decreases the retrieval accuracy.

5.3.3. Solution of the Effective SGS

The effect of SGS was analyzed by minimizing the error of the simulated TB and observed TB with
Equation (6). During the snow stabilization period, the snowpack was relatively stable and the most
measured SGS data were obtained. Thus, the simulated TB from the MEMLS model versus the observed
TB from the MWRI and AMSR2 algorithms in this period is taken as an example. The correlations
(r), biases (Bias), and root mean squared errors (RMSE) between the simulated and observed data
were also computed. The scatterplots of those results in 18 and 36 GHz at H-POL, as well as their
difference (TB18H − TB36H), are shown in Figures 13 and 14, respectively. For the MWRI and AMSR2
data, the correlations are the highest and the RMSE and Bias are the lowest in the observed and
simulated channel differences over the individual channels. The effective SGS listed in Equations (17)
and (18) can correctly predict the channel difference for MWRI and AMSR2 data, respectively.

De f f _MWRI = 0.51Dave + 0.11 (17)

De f f _AMSR2 = 0.57Dave − 0.02 (18)
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5.3.4. Error Analysis

Errors are mainly from measurement and statistical data processing. The measurement errors are
generally caused by the instrument itself or operational issues during the investigation. For example,
errors occur in the results of the snow fork in cold temperatures. The measurement of SGS is only
carried out on two-dimensional images of SGS photos, and the processed results cannot represent
the actual SGS distribution. In addition, snow parameters including temperature, density, and SGS
were processed through statistical analysis, which would contain some errors in the simulation of the
TB when applying the MEMLS. In the establishment of the LUT, the layered snow temperature was
obtained on the basis of the SD and a linear relationship between the difference in temperature at the
snow/soil interface and the air temperature. However, when the air temperature increases rapidly
due to the insulating effect of snow, the air temperature will be higher than the snow temperature.
The increase in the temperature at the snow/soil interface to the underlying ground may not be linear,
which could result in uncertainty in temperature at some snow layers. In addition, in order to obtain
the effective SGS, it was assumed that the SGS of all layers of farmland snow was the same, which
would also bring about some errors.

6. Conclusions

In Northeast China, agriculture is the main source of production, and snow plays an important role
in crop growth. In this paper, through the statistical analysis of snow parameters and environmental
parameters measured in the three periods of snow accumulation, stabilization, and ablation, the
TB time series of snow-covered farmland in varying snow periods was simulated using MEMLS.
The TBD data computed from the observed MWRI and AMSR2 data were used to find the SD from the
established LUT. Furthermore, the SD retrieval results were compared with the actual SD and the SD
retrieved by Chang’s algorithm, Foster’s algorithm, the standard MWRI algorithm, and the standard
AMSR2 algorithm. The experimental results demonstrated that the statistical LUT achieved higher
SD retrieval accuracy than the other algorithms. In the whole snow season, the average RMSE of SD
was approximately 3.97 and 4.22 cm, while the average Bias of SD was 3.12 and 3.52 cm for MWRI
and AMSR2 data, respectively. The experimental results show that the proposed method provides an
effective method to obtain high-precision SD in farmland. This method has a strong potential for use
in snow observation in agricultural areas and serving for local application.

At present, the commonly used SD retrieval methods have their own adaptive conditions.
For example, the Chang algorithm was developed in Siberia, while the Foster algorithm refined
the empirical coefficient of Chang’s algorithm for larger SGS and considered forest cover influence.
The AMSR-E algorithm takes advantage of multiple channels. The MWRI algorithm considers the
influence of the mixed pixel of the underlying surface. Most of the algorithms give good results for
global SD retrieval, but there are still biases in local SD retrieval. The LUT is established by combining
the statistical analysis of the snow parameter data with MEMLS. The advantage of this method is that
once the LUT is established, it can find the SD according to the TBD of the satellite passive microwave.
SD research of a local observation area has better applicability as compared with other existing SD
retrieval algorithms.

MEMLS is quite reliable when applied to different satellite-borne microwave radiometer data
when the statistical results of prior snow parameters of each period are available. The simulations with
limited in situ data showed that snow temperature, snow density, and SGS have a great impact on
the simulation accuracy of TB. To ensure the stability of the simulation results of TB from MEMLS,
the input snow properties parameters should represent the average situation of the observation
area. Considering the measured data mainly covered a pure farmland land cover type under the
Instantaneous Field Of View (IFOV) of satellite passive microwave sensors, the statistical values of the
snow parameters were input to MEMLS; furthermore, the statistical LUTs for the three snow periods
were established. Considering larger SGS would cause higher error when simulating TB, a time series
of the effective SGS was calculated by minimizing the simulation error between the simulated TB and
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the observed TB. It was also found that the simulation with the effective SGS as an input to model
the channel difference between TB18 and TB37 had a lower RMSE and a higher correlation with the
observed satellite data than each individual channel, which are often used in remote sensing of snow.
The SD retrieval algorithm based on the statistical LUT utilizing snow characteristics can improve
the accuracy of SD estimation from satellite passive microwave data, thereby improving monitoring
capabilities of SD in farmland for the whole snow season. The experimental results show that this
method can effectively combine the MEMLS physical model with satellite remote sensing data and
obtain the snow parameters of the observation area by an LUT. If there is field data in other areas and
at other times, the method can also be applied to other passive microwave TB data.
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