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Abstract: In multiple-input-multiple-output synthetic aperture radar (MIMO-SAR) systems, sparse
arrays are usually applied, resulting in increased sidelobes of the point spread function. In this
paper, a phase shift migration (PSM) imaging algorithm based on the explosion reflection model with
modified coherent factor was proposed for sidelobe suppression in MIMO-SAR three-dimensional
(3D) imaging application. By defining the virtual difference wavenumber, reconstructing the raw
echo by data rearrangement in wavenumber domain, the original coherent factor algorithm operating
in spatial domain can be achieved by the PSM algorithm frame in the wavenumber domain, which
means two orders of magnitude increase in computational efficiency. The correctness of the theory is
verified by simulation. Finally, a bistatic prototype imaging system in the 0.3 THz band was designed
for the proof-of-principle experiments. The experimental results show that the proposed algorithm
has a 0.948 structural similarity value to the original coherent factor back-projection algorithm
(CF-BPA) which means comparable image quality with much superior efficiency.

Keywords: sidelobe suppression algorithm; multiple-input-multiple-output synthetic aperture radar;
phase shift migration; terahertz band

1. Introduction

Terahertz (THz) wave is generally referred to electromagnetic wave with frequency
ranging from 0.1 THz to 10.0 THz, which lies between the microwave band and infrared.
THz waves can penetrate clothing; compared to X-rays, the photon energy of THz wave is
lower and will not produce harmful photoionization effects on biological tissues; compared
to the microwave band, it can achieve higher imaging resolution [1,2]. Thus, active THz
imaging systems have attracted extensive attention in the fields of security check, non-
destructive testing (NDT) [3], biomedical testing [4] and so on.

Considering the system cost, THz 3D imaging systems were often designed based on a
wideband transceiver combined with a 2D spatial scanning scheme in the early stage. This
scheme suffers from the problem of long data acquisition time [5–10]; thus, it is difficult
to apply in practice. As the constant growth of various application requirements, lower
system cost and higher data acquisition efficiency becomes more and more necessary,
especially for real-time security checking scenario, in order to meet the above requirements,
multiple-input-multiple-output (MIMO) linear array combined with synthetic aperture
scanning is an effective solution to realize 3D imaging in the THz band [11–15]. It takes
full advantage of the good penetration, high resolution, and non-ionization of THz waves,
while greatly reducing the system cost.

The development of imaging algorithms is closely related to the system scheme. Early
imaging algorithms were mostly based on Monostatic SAR. Later, with the emergence of

Remote Sens. 2021, 13, 4701. https://doi.org/10.3390/rs13224701 https://www.mdpi.com/journal/remotesensing

https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com
https://orcid.org/0000-0001-5230-3431
https://doi.org/10.3390/rs13224701
https://doi.org/10.3390/rs13224701
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/rs13224701
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/article/10.3390/rs13224701?type=check_update&version=1


Remote Sens. 2021, 13, 4701 2 of 20

bistatic SAR systems, some Monostatic-based algorithms were also modified and extended
to bistatic SAR imaging. For the imaging applications with the complex bistatic data, a con-
ventional Back-projection algorithm (BPA) based on the phase-compensated and coherent
summations in time/spatial domain [16] is a common technology which suffers from a huge
computational cost. It does not meet real-time imaging requirements; thus, researchers
developed several methods to accelerate the BPA. In [17], a bistatic Fast Factorized BPA
(BiFFBP) working in an approximative fashion was proposed, then Zhang et al. [18] pro-
posed an accelerated BiBulk FFBP based on an integrated range processing scheme. Such
kinds of methods are based on the far-field approximation for sub-aperture decomposition,
sub-aperture data extraction and sub-image fusion processes involving interpolation oper-
ations. In the airborne bistatic SAR applications, the approximation error and interpolation
error may be negligible; while in near-field high-resolution imaging applications, the errors
in distance approximation and sub-image interpolation may have a more obvious impact
on the final imaging results.

By contrast, the wavenumber domain algorithms based on Fourier Transform are
more suitable. In [19], a modified Range Doppler algorithm was proposed for bistatic
SAR focusing based on a Taylor series expansion. In [20], a Nonlinear Chirp Scaling
algorithm combined with Keystone Transform was proposed to deal with the problem of
2-D variation of both Doppler characteristics and range cell migration. In [21], a Range
Migration algorithm (RMA, also known as Omega-k algorithm) for bistatic SAR focusing
was proposed based on Generalized Loffeld’s bistatic formula. Since the MIMO system is
different from the SAR system in data acquisition, the above methods cannot be directly
used in the MIMO imaging process; while it is worth noting that the development of
the MIMO imaging algorithm has really benefited from bistatic SAR. Zhuge et al. [22]
first proposed an RMA for MIMO 3D imaging based on a 2D array which reduced the
computational cost greatly as compared with the BPA. Then, Zhu et al. [13] extended the
MIMO-RMA to MIMO-SAR regime based on the spherical wave decomposition. After that,
two Modified Kirchhoff based wavenumber domain algorithms were also proposed in [15]
which are also based on the Stolt interpolation. The second algorithm decomposes the
MIMO imaging problem into several single-input-multiple-output (SIMO) problems, which
allows a more flexible distribution of the transmitters, but at the cost of time-consuming
problems when the number of transmitting array elements is huge. In the RMA process, the
wavenumber-domain interpolation plays a key role in final imaging quality; more accurate
interpolation methods usually mean higher computational cost which means that such a
kind of Stolt interpolation method is inevitably affected by interpolation kernel. The phase
shift migration (PSM) algorithm which originated from reflection seismology applies the
phase shift factor and wavenumber integral operation to achieve range compression based
on monostatic data. Gao et al. [23] extended it to the MIMO sidelooking 2D imaging scheme.
This non-interpolation approach avoids the truncation effect of the interpolation kernel.
Although the calculation efficiency of the PSM algorithm is slightly slower than that of
RMA using nearest neighbor interpolation, the PSM algorithm can achieve higher imaging
quality and is more suitable for short-range high-precision imaging applications [24]. In
addition, some virtual monostatic array methods have also been reported in the MIMO-
SAR scheme [25], which can avoid the data rearrangement operation to increase the
computational efficiency. However, the approximation error should be considered and
evaluated according to the imaging scene especially in short-range imaging application. In
summary, the MIMO PSM algorithm takes into account both high imaging efficiency and
high accuracy. Therefore, it has a wider range of applicable scenarios.

To apply FT techniques conveniently and control the system cost, MIMO linear arrays
always apply sparse interval and uniform layout, which means the element interval of
the transmitting and receiving arrays are greater than half-wavelength. The sparse array
inevitably leads to an increase in the side lobes of the point spread function, which interferes
with the imaging quality and dynamic range.
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With the growing demand for compact array antennas, the physical footprint of
the arrays needs to be smaller and the consequence of this is severe degradation in the
performance of the array resulting from strong mutual-coupling and crosstalk effects
between adjacent radiating elements. Thus, many researchers have conducted in-depth
research on this problem and provided some solutions to the coupling problem in the
imaging system such as metamaterial (MTM) [26], metasurface (MTS) [27] and hybrid
coupler approaches [28], which promoted the development of the terahertz imaging system.

In radar imaging systems, common methods to improve image quality include sub-
array [29,30], coherence factor (CF) [31] and its variants [32,33]. The sub-array approach
can suppress the sidelobe but widen the full width at half-maximum (FWHM). CF and its
variants can get a sharp FWHM and suppress the sidelobe; but they were developed in the
time/spatial domain combined with BPA, which means huge computational load. Other
methods based on spectrum estimation [34,35] and regularization [36] are not commonly
used in imaging radars or remote sensing systems due to the complex processing and a
huge amount of calculation.

To overcome this obstacle, in this work, the concept of coherence factor was reconsid-
ered for real-time imaging implementation. In this paper, we modified the implementation
of the incoherent power term of CF, integrating it with the PSM framework. Specifically,
to reconstruct the virtual echo, the double integration while calculating incoherent power
is equivalent to a single integration based on the rearrange method in defined difference
wavenumber. After data reconstruction in the difference wavenumber domain, the incoher-
ent power can be calculated by another independent PSM program. Finally, a MIMO-SAR
prototype system was designed for proof-of-principle experiments in the 0.3 THz band. As
demonstrated by simulation and practical measurements, the proposed modified CF-PSM
(MCF-PSM) algorithm enhances the imaging performance of the PSM algorithm, while
retaining the high efficiency of PSM.

The rest of this paper is organized as follows. Detailed theory and application of the
imaging algorithms are shown in Section 2. Then, the simulation and experimental results
in the 0.3 THz band are given in Section 3 to demonstrate the effectiveness and advantages
of the proposed algorithm. Finally, a conclusion is drawn in Section 4.

2. Theory and Formulation

Synthetic aperture scanning in the perpendicular direction of the linear MIMO array is
called the MIMO-SAR imaging scheme. Figure 1 shows the MIMO-SAR imaging geometry;
the 2D field of view in the x-y plane was covered by the scan of the 1D MIMO array
(x-direction) along the other dimension (y-direction) and the target area is illuminated
by a MIMO linear array which is located at a plane z = 0 m. The linear MIMO array
scanned along the y-axis forms an equivalent 2D radiation aperture to get the integrated
MIMO-SAR scattered wave field.



Remote Sens. 2021, 13, 4701 4 of 20

Figure 1. The scheme of the MIMO-SAR imaging.

2.1. Back-Projection Algorithm with Coherence Factor for MIMO-SAR Imaging

As given in Figure 1, The locations of Nxr receivers and Nxt transmitters can be denoted
as (xr, y, z = 0) and (xt, y, z = 0), respectively. The transmitters transmit step frequency
continuous wave (SFCW) signals. Under this 3D imaging geometry, the corresponding
scattered field echo can be denoted as:

s(xt, xr, y, k) =
∫ x

D

O(x′, y′, z′) · Gt · Grdx′dy′dz′ (1)

where O(x′, y′, z′) denotes the reflectivity distribution function, Gt and Gr are the Green’s
functions of transmitting and receiving elements in the free-space,{

Gt =
exp(−jkRt)

4πRt

Gr =
exp(−jkRr)

4πRr

(2)

k = 2π f /c is the wavenumber in free space, and c represents the propagation speed of elec-
tromagnetic waves. RT , RR denote the distances from target to the transmitters/receivers,
which can be expressed as:

RT =

√
(xt − x′)2 + (y− y′)2 + z′2 (3)

RR =

√
(xr − x′)2 + (y− y′)2 + z′2 (4)

As we know, the phase information of the echo plays a key role in the reconstructed
image. The amplitude decay factor 1/(4π)2RtRR will have little impact on focusing the
image [15,37] and can be ignored. Then, Formula (1) can be simplified as:

s(xt, xr, y, k) =
∫ x

D

O(x′, y′, z′) · exp[−jk(Rt + Rr)]dx′dy′dz′ (5)

The traditional BPA [16] operating in spatial domain for MIMO-SAR 3D imaging can
be written as:

I(x′, y′, z′) =
y ∫

s(xt, xr, y, k) exp(jk(RT + RR))dxtdxrdydk (6)
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CF is defined as the ratio of the coherent power to Pcoh the incoherent power Pinc of
the target reflectivity function [31], and can be formulated as:

CF(x′, y′, z′) =
Pcoh(x′, y′, z′)
Pinc(x′, y′, z′)

(7)

where{
Pcoh(x′, y′, z′) = |I(x′, y′, z′)|2

Pinc(x′, y′, z′) =
t

(xt ,y)(xr ,y)

∣∣∫ s(xt, xr, y, k) exp(jk(RT + RR))dk
∣∣2dxtdxrdy

(8)

Then, the final reconstructed image can be expressed as:

ICF(x′, y′, z′) = I(x′, y′, z′) ∗CF(x′, y′, z′) (9)

According to the BPA imaging Formula (6), a quadruple integral operation must be
conducted to get the estimated reflectivity of each spatial grid point in the region of interest
(ROI) [12]. The incoherent power needs be calculated during the process of BPA, which
undoubtedly adds an additional calculation cost. Obviously, the CF-BPA suffers from the
huge computational cost.

2.2. PSM Algorithm for MIMO-SAR Imaging

The phase shift migration algorithm which originated from reflection seismology
is a non-interpolation imaging algorithm operating in the wavenumber domain. The
fundamental theory derives from the exploding reflector model in geophysics [38], which
assumed that the targets ‘explode’ at the time t = 0 and the ‘exploded fields’ propagate
toward the receiver with a velocity c/2. In the monostatic scheme, the ‘explosion field’ in
3D space [39] can be expressed as:

U(x, y, z, k) =
s

Ũ
(
kx, ky, z, k

)
· exp(jkxx)

· exp
(

jkyy
)
dkxdky

(10)

Ũ
(
kx, ky, z, k

)
=

t
exp

{
−j
[
kxx′ + kyy′ + kz(z′ − z)

]}
·O(x′, y′, z′)dx′dy′dz′

(11)

where U(x, y, z, k) denotes the exploded field at the spatial location (x, y, z). Ũ
(
kx, ky, z, k

)
means the spectrum of U(x, y, z, k) in the wavenumber domain.

Then, the 3D objective function can be obtained by the integration of angular fre-
quency [39]. Specifically, transform the ‘explosion field’ U(x, y, z, k) to the time domain,
when t = 0; a form similar to the reflectance function can be obtained and can be expressed
as:

O(x′, y′, z′) = u(x, y, z, t)
∣∣
t=0 =

∫
U(x, y, z, k) exp(jkct)dω|t=0 (12)

The original PSM algorithm applied in the monostatic imaging scheme cannot be
directly applied to the bistatic MIMO imaging systems. Hence, in the MIMO-SAR 3D
imaging scheme, as long as we can successfully transform the bistatic recorded field to the
‘explode fields’, the 3D object function can be recovered by integral over wavenumber k to
get the reconstructed image.

To find out the relationship between the bistatic data and the ‘exploding fields’, 3D FT
is firstly performed on (5) over xt, xr and y to obtain the spatial wavenumber spectrum [24].

S(kxt, kxr, ky, k) =
∫ x

D

O(x′, y′, z′)F(kxt, kxr, ky, k)dx′dy′dz′ (13)

F(kxt, kxr, ky, k) =
∫

Ft(kxt, y, k) · Fr(kxr, y, k) · exp
(
−jkyy

)
dy (14)



Remote Sens. 2021, 13, 4701 6 of 20

Then, (14) can be computed as a Fourier transform along the y dimension on the
product of the two 1D Fourier transforms over xt and xr, respectively, as follows:

Ft(kxt, y, k) =
∫

exp(−jkRt) exp(−jkxtxt)dxt (15)

Fr(kxr, y, k) =
∫

exp(−jkRr) exp(−jkxrxr)dxr (16)

It is worth noting that in order to obtain the same spatial wavenumber interval,
the transmitting and receiving array needs to apply zero-padding operations, which
means Nxrdxr = Nxtdxt, where dxr is the interval of receivers and dxt is the interval of
transmitters [22]. Thus, the intervals of spatial wavenumber kxt and kxr can be denoted.

∆kxr = ∆kxt =
2π

Nxtdxt
=

2π

Nxrdxr
(17)

The method of stationary phase (MSP) [40] can be applied to get an analytic solution
of the Fourier integral in (15) and (16)

Ft(kxt, y, k) = exp
(
−jkxtx′ − j

√
k2 − k2

xt ·
√
(y− y′)2 + z′2

)
(18)

Fr(kxr, y, k) = exp
(
−jkxrx′ − j

√
k2 − k2

xr ·
√
(y− y′)2 + z′2

)
(19)

By applying (18) and (19), (14) can be rewritten as:

F
(
kxt, kxr, ky, k

)
= exp(−j(kxt + kxr)x′)∫

exp
(
−j
(√

k2 − k2
xt +

√
k2 − k2

xr

)
·
√
(y− y′)2 + z′2

)
· exp

(
−jkyy

)
dy

(20)

Similarly, after applying the MSP again, (18) can be further expressed as:

F
(
kxt, kxr, ky, k

)
= exp(−j(kxt + kxr)x′) · exp(−jkyy′)

· exp

(
−j

√(√
k2 − kxt

2
+
√

k2 − k2
xr

)2
− k2

yz′
)

(21)

Then, the wavenumber spectrum (13) can be rewritten as:

S
(
kxt, kxr, ky, k

)
=

t
O(x′, y′, z′) exp

(
−j(kxt + kxr)x′ − jkyy′

)
exp

−j

√(√k2 − k2
xt +

√
k2 − k2

xr

)2
− k2

y

z′

dx′dy′dz′
(22)

The wavenumber relations can be defined as:
kx , kxt + kxr

kz(kxt, kxr, ky, k) ,

√(√
k2 − k2

xt +
√

k2 − k2
xr

)2
− k2

y
(23)

According to (23), S
(
kxt, kxr, ky, k

)
can be transformed into monostatic form S′

(
kx, ky, k

)
by data rearrangement operation defined as the windowing method. During the rearrange-
ment operation in the wavenumber domain, it is possible to get the same kx with two or
more different sets of kxt, kxr. As shown in Figure 2, under the MIMO-SAR array topology,
the sub-diagonal elements contribute the same kx. The contributions of different sets
can be added or averaged. Experiments show that the PSF function obtained by directly
accumulating have a lower sidelobe level which is better for imaging application [27]. This
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conclusion will be applied again in next part when deriving the modified incoherent power
calculation formula.

Figure 2. The spatial wavenumber rearrangement matrix.

Then, the ‘exploding field’ in the frequency-wavenumber domain can be derived with
the bistatic MIMO-SAR data as following:

Ũ
(
kx, ky, z, k

)
=

t
exp

{
−j
[
kxx′ + kyy′ + kz(z′ − z)

]}
·O(x′, y′, z′)dx′dy′dz′

(24)

Ũ
(
kx, ky, zi, k

)
= Ũ

(
kx, ky, z, k

)
∗ exp(jkz(zi − z)) (25)

where zi= z1, z2, . . . , zN represent the range planes of ROI. When the array is located at the
z = 0 plane, (25) can be further rewritten as:

Ũ
(
kx, ky, zi, k

)
= S′

(
kx, ky, 0, k

)
∗ exp(jkzzi) (26)

By applying the phase shift operator exp(jkzzi) = M(kxt, kxy, ky, zi, k), the integrated
PSM imaging formula for MIMO-SAR 3D imaging scheme can be expressed as:

IPSM(x′, y′, z′) =∫
FT−1

2D
{

FT3D[s(xt, xr, y, 0, k)] ·M(kxt, kxy, ky, z′, k)
}

rearrangedk (27)

To summarize, Figure 3 presents the whole flowchart of PSM algorithm for the MIMO-
SAR imaging procedure, and the practical processing procedures with reference to Figure 2
are presented specifically in Table 1.
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Figure 3. The flowchart of MIMO-SAR PSM imaging.

Table 1. Detailed procedures of the PSM imaging.

Input: Recorded raw echo s(xt, xr, y, 0, k)

Step 1. Conduct the 3D FT operation of the raw echo data s(xt, xr, y, 0, k) to get the spatial
wavenumber spectrum S

(
kxt, kxr, ky, 0, k

)
.

Step 2. Apply the phase shift operator M(kxt, kxr, ky, z′, k) to migrate S
(
kxt, kxr, ky, 0, k

)
to the

interest range plane Ŝ
(
kxt, kxr, ky, z′, k

)
, where z′ ∈ [zmin, zmax] is the discrete value of the

distance of interest.
Step 3. Perform the data rearrangement operation according to kx , kxt + kxr in the spatial
wavenumber domain to convert the 5D data to 4D data S̃

(
kx, ky, z′, k

)
. After data rearrangement,

the bistatic MIMO data is converted to the monostatic imaging case.
Step 4. Perform the spatial 2-D inverse FT of S̃

(
kx, ky, z′, k

)
to obtained s′(x′, y′, z′, k).

Step 5. Sum s′(x′, y′, z′, k) over wavenumber k to form the final reconstructed image
IPSM(x′, y′, z′).

Output: 3-D MIMO-SAR imaging result

2.3. Proposed MCF-PSM Algorithm

Now, we reconsider the formula of incoherent power as given in (8). According to the
theory of complex signals [41], the square of the modulus of the complex signal is equal to
the product of the conjugate of a complex signal and itself, can be expressed as:

|s(xt, xr, y, k)|2 = s(xt, xr, y, k) · s∗(xt, xr, y, k) (28)

where * denotes the conjugate operation. Then, (8) can be rewritten as:

Pinc(x′, y′, z′) =
t

(xt ,y)(xr ,y)

∣∣∫ s(xt, xr, y, k) exp(jk(RT + RR))dk
∣∣2dxtdxrdy

t
(xt ,y)(xr ,y)

(∫ kmax
kmin

∫ kmax
kmin

s(k1) · s∗(k2) exp[j(k1 − k2)(RT + RR)]dk1dk2

)
dxtdxrdy

(29)

where k1, k2 ∈ [kmin, kmax], and k1, k2 are uniform and independent of each other. Then, we
can use ŝ(xt, xr, y, k1, k2) to denote the s(k1) · s∗(k2), and it can be seen that ŝ(xt, xr, y, k1, k2)
is related to k1 − k2.By defining a variable kd as the difference wavenumber to replace
k1 − k2, (29) can be further written as:
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Pinc(x′, y′, z′)
=

t
(xt ,y)(xr ,y)

(∫ kmax
kmin

∫ kmax
kmin

s(k1) · s∗(k2) exp[j(k1 − k2)(RT + RR)]dk1dk2

)
dxtdxrdy

=
t

(xt ,y)(xr ,y)

(∫ kmax
kmin

∫ kmax
kmin

ŝ(xt, xr, y, k1, k2) exp[j(k1 − k2)(RT + RR)]dk1dk2

)
dxtdxrdy

=
t

(xt ,y)(xr ,y)
∫

V(xt, xr, y, kd) exp[jkd(RT + RR)]dkddxtdxrdy

(30)


kd , k1 − k2
kdmin = k1min − k2max

kdmax = k1max − k2min

(31)

It can be seen that (30) has a similar form to (6), which means it is possible to use the
procedure of PSM algorithm to calculate the incoherent power Pinc(x′, y′, z′) as long as the
equivalent echo related to kd can be constructed from the original echo.

Specifically, the wavenumber k is discretized to N points with uniform interval ∆k.
Then, referring to Figure 2, we can get the rearrangement matrix of kd shown in Figure 4,

where kd ∈ [−(N − 1)∆k, (N − 1)∆k] and the diagonal elements contribute to a same
kd. Thus, the same as the realization of (23), we can reconstruct the V(xt, xr, y, kd) from
ŝ(xt, xr, y, k1, k2) by data rearrangement.

Figure 4. Difference wavenumber rearrangement matrix.

Then, we can naturally apply the frame of PSM algorithm to calculate Pinc(x′, y′, z′) by
replacing s(xt, xr, y, k) with V(xt, xr, y, kd).It is worth noting that since we have constructed
difference wavenumber kd, we need to define a new range wavenumber kzd.

kzd(kxt, kxr, ky, kd) ,

√(√
kd

2 − k2
xt +

√
kd

2 − k2
xr

)2
− k2

y (32)

The corresponding phase shift factor is:

exp(jkzdzi) = M′(kxt, kxy, ky, zi, kd) (33)

Finally, the proposed MCF-PSM algorithm can be summarized as the process shown
in Figure 5, and the practical processing procedures with reference to Figure 5 are presented
specifically in Table 2.
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Figure 5. The flowchart of the proposed MCF-PSM imaging algorithm.

Table 2. Detailed procedures of the MCF-PSM algorithm imaging.

Input: Recorded raw echoes s(xt, xr, y, 0, k)

Step 1. Calculate difference wavenumber kd according to kd , k1 − k2, and reconstruct equivalent
echo V(xt, xr, y, 0, kd) from raw echoes s(xt, xr, y, 0, k).
Step 2. Perform the spatial 3-D FT operation of the recorded data s(xt, xr, y, 0, k) and
V(xt, xr, y, 0, kd) to obtain the wavenumber spectrum S

(
kxt, kxr, ky, 0, k

)
and V′

(
kxt, kxr, ky, 0, kd

)
.

Step 3. Migrate S
(
kxt, kxr, ky, 0, k

)
and V′

(
kxt, kxr, ky, 0, kd

)
to the interest plane to get

Ŝ
(
kxt, kxr, ky, z′, k

)
and V̂

(
kxt, kxr, ky, z′, kd

)
by applying the phase-shift operator

M(kxt, kxr, ky, z′, k) and M′(kxt, kxr, ky, z′, kd).
Step 4. Perform spatial frequency domain rearrangement according to kx , kxt + kxr to convert
the 5-D data to 4-D S̃

(
kx, ky, z′, k

)
and Ṽ

(
kx, ky, z′, kd

)
. After data rearrangement, the bistatic

MIMO data are converted to the monostatic imaging case.
Step 5. Perform the spatial 2-D inverse FT of S̃

(
kx, ky, z′, k

)
and Ṽ

(
kx, ky, z′, kd

)
to obtained

s′(x′, y′, z′, k) and v′(x′, y′, z′, k).
Step 6. Sum s′(x′, y′, z′, k) and v′(x′, y′, z′, k) over wavenumber k and kd to form the image
I(x′, y′, z′) and incoherent power Pinc(x′, y′, z′).
Step 7. Calculate the coherence factor coefficient CF(x′, y′, z′) according to (5).
Step 8. Get the final image ICF(x′, y′, z′) according to (7).

Output: 3-D MIMO-SAR imaging result after CF processing

It should be noted that although the proposed algorithm introduces the process of
equivalent echo reconstruction, the calculations of the difference wavenumber and phase
shift factor can be calculated in advance and saved in the register for easy recall when the
system parameters are determined. Thus, the proposed algorithm can be regarded as two
independent PSM imaging processes, so it can be calculated in parallel to improve the
computational efficiency. The analysis of computational efficiency will be discussed in the
next section.
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2.4. Computational Cost

Detailed analysis of the computational cost of the proposed algorithm are discussed
in this section. The computation cost can be evaluated by the floating-point operations
(FLOPs) index. The independent MIMO-SAR PSM algorithm cost are given in Table 3.
According to the processes in Table 2, the integrated calculation cost of the proposed
MCF-PSM algorithm and the CF-BP algorithm can be denoted as:

Cproposed = 2 ∗ [5N f NxtNxr Ny
(
log2 NxtNxr Ny

)
+5N f Nx NyNz

(
log2 Nx Ny

)
+ 8N f NxtNxr NyNz]

+2NxtNxr Ny(N f − 1)2
(34)

CCF−BP = 14NxtNxr NyN f Nx′Ny′Nz′ (35)

where Nf denotes the frequency steps number of the SFCW signal, Nxt, Nxr are the numbers
of transmitters and receivers after zero-padding. Nx = Nxt + Nxr− 1 refers to the number of
the monostatic spatial wave-number after data rearrangement; Nz is the number of samples
along the z-direction; Ny refers to the number of scanning positions along the y-axis.
2NxtNxr Ny(N f − 1)2 denotes the cost of virtual echo reconstruction operation. According
to (34), the completed algorithm cost is about twice that of the MIMO-SAR PSM algorithm,
which means the echo reconstruction operation just adds a little computation cost. To
further simplify the comparison, we can suppose that Ny, N f , Nz, Nx′ , Ny′ , Nz′ = N and
Nxt = Nxr =

√
N. Then, (34) and (35) can be expressed with more intuitive expressions:

CProposed = O
(

N4)
CCF−BPA = O

(
N6) (36)

Table 3. Detailed Cost of the MIMO-SAR PSM imaging.

Operation FLOP

3-D FFT 5N f Nxt Nxr Ny
(
log2 Nxt Nxr Ny

)
Phase shift operation 6N f Nxt Nxr Ny Nz

Data rearrange 2N f Ny Nz(Nxt Nxr − Nx)
2-D IFFT 5N f Nz Nx Ny

(
log2 Nx Ny

)
Sum along k 2N f Nx Ny Nz

Total
5N f Nxt Nxr Ny

(
log2 Nxt Nxr Ny

)
+5N f Nx Ny Nz

(
log2 Nx Ny

)
+8N f Nxt Nxr Ny Nz

From (36), we can find that the computation complexity of the proposed algorithm has
obvious advantage relative to the traditional CF-BPA. In the next section, the simulation
results and experimental results will be given to prove the effectiveness of the proposed
algorithm.

3. Numerical Simulation Results

In this section, the simulation results will be given to prove the effectiveness of the
proposed MCF-PSM algorithm through the comparison with the CF-BPA. The simulation
parameters are given in Table 4. The 1-D MIMO array with 51 receivers and 6 transmitters
applied in this simulation are shown in Figure 6. The simulated target is composed of
7-point scatters with 1.03 m away from the array plane.



Remote Sens. 2021, 13, 4701 12 of 20

Table 4. Simulation Parameters.

Parameters Value

The number of transmitters 6
The number of receivers 51

The interval of transmitters 1.5 mm
The interval of receivers 4.5 mm

Synthetic aperture scan interval 2 mm
Center frequency 0.3 THz

Bandwidth 40 GHz
Frequency step 200 MHz

Figure 6. The MIMO array applied in the simulation.

The 3-D imaging results and 2-D projection on the x-y plane results under the 35 dB
dynamic are given in Figure 7; it is obvious that the imaging results of the BPA and PSM
algorithms are both well-focused but disturbed by the high-energy sidelobes, resulting in
blurring of the main lobe. Then, Figure 8 shows the CF-BPA and the proposed MCF-PSM
imaging results. The 1-D profiles comparison of the center point along the x-axis are shown
in Figure 9. From Figures 8 and 9, it can be found that both the CF-BPA and MCF-PSM
algorithms can suppress the sidelobes and get a sharper main lobe.
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Figure 7. The simulation results without coherent factor processing. (a,b) are the 3D and 2D projection results of BPA.
(c,d) are the 3D and 2D results of PSM.
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Figure 8. The simulation results with coherent factor processing. (a,b) are the 3D and 2D projection results of CF-BPA.
(c,d) are the 3D and 2D results of the proposed MCF-PSM.

Figure 9. The 1D profile along x-axis of the center point. (a) 1D Profile under −80 dB dynamic range. (b) Zoomed-in display
near the main lobe.

4. Lab Experiments Results

To illustrate the performance of the proposed algorithm in practical applications, a
self-designed imaging prototype as shown in Figure 10 was developed. The prototype
system adopts a Ku-band Vector Network Analyzer (VNA) with frequency extension
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modules to generate a 0.3 THz radio frequency signal. The transmitter transmits SFCW
in the 280 to 320 GHz frequency band with 200 frequency steps. The receiving channel
adopts superheterodyne receiving, and the receivers convert scattered echo to intermediate
frequency (IF) to extract the amplitude and phase information of the scattered filed.

Figure 10. The schematic of experimental prototype.

The horn of the transmitter and receivers are the same with an almost 28.89-degree
beamwidth. The geometry of the horn and simulation of beamwidth are given in Figure 11.
The intervals of transmitters and receivers are consistent with those in simulation. Due to
the width limitation of the antenna front-end, the interval between the adjacent transmitter
and receiver in the experiment is 12 mm. As denoted in Figure 12, the total length of the
array is 255 mm.

Figure 11. Horn antenna for experiment with detailed dimensions. (a) The geometry of the horn antenna. (b) The E-plane
beamwidth.

The equivalent 1-D MIMO array with 51 transmitters and 6 receivers as shown in
Figure 13 can be achieved by controlling three motor-driven platforms to scan in a hori-
zontal guide rail. According to the principle of reciprocity, it is equivalent to an array of
6 transmitters and 51 receivers. The fourth motor is used to control the horizontal guide
rail to scan in the vertical direction to achieve synthetic aperture. After completing a round
of transmitting and receiving in the horizontal direction, the horizontal guide rail moves
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2 mm along the vertical y-direction, and the next round of data acquisition starts. In this
experiment, the scanning length along y-axis is 240 mm.

Figure 12. Laboratory experiment setup.

As shown in Figure 14a, a customized Siemens-star target made by steel was used
as imaging target. The angle of each fan-shaped incision is 20 degrees and the maximum
radius of the incision is 50 mm. The target is placed at a 1.1 m away from the array plane.
Then, the BPA and the proposed algorithm are employed to process the raw echo data.
The results of BPA and PSM without/with CF processing are shown in Figure 14b–e. Both
algorithms successfully reconstruct the target with high quality. Before coherence factor
processing, the imaging results are severely interfered by sidelobes, and both algorithms
with coherence factor processing achieve sidelobe suppression.

Figure 13. The equivalent MIMO array in experiment.
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Figure 14. The experimental results. (a) Optical picture of targets. (b,c) are the results of BPA and CF-BPA. (d,e) are the are
the results of the PSM algorithm and the MCF-PSM algorithm.

5. Discussion

For a clear comparison, the structural similarity (SSIM) evaluation index [42] is in-
troduced to quantitatively compare the focusing performance of the 2-D images. The
calculation formula of SSIM can be expressed as:

SSIM(g1, g0) =
(2µ1µ0 + C1)(2σ1,0 + C2)(

µ2
1 + µ2

0 + C1
)(

σ2
1 + σ2

0 + C2
) (37)

where g0 represents the reference image, g1 denotes the image to be evaluated. (µ1, µ0),(σ1, σ0)
and σ1,0 are the average, variance and cross-covariance of the two images, respectively. C1, C2
are constants to prevent the denominator from being 0 and maintain stability. Usually take
C1 = (K1 L)2,C2 = (K2 L)2, where K1 = 0.01, K2 = 0.03 and L = 255. SSIM is a value
between 0 and 1. The larger it is, the smaller the gap between the image to be evaluated and the
reference image. If the two images are exactly the same, the SSIM is equal to 1.
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Then, we use the results of the CF-BPA as the reference image and the results of the
MCF-PSM as the image to be evaluated. According to (35), we can get the SSIM value
between the two images is 0.948 which means there is a high degree of similarity between
the two images. Then, the Table 5 shows the calculation costs and the processing time
of the tow algorithms, it can be seen that the proposed algorithm has obvious efficiency
advantages.

Table 5. Computational Costs of Different Algorithms.

Algorithms FLOPs (1010) Processing Time (s)

CF-BPA 183.84 1976.57
MCF-PSM algorithm 1.75 7.83

6. Conclusions

In this paper, an efficient PSM image reconstruction algorithm with modified coherent
factor was proposed for the MIMO-SAR 3-D imaging. By constructing a virtual echo about
the difference wavenumber, the PSM algorithm framework can be used to calculate the
incoherent power. Therefore, the coherence factor algorithm can be implemented in the
wavenumber domain with high computational efficiency. Compared with the golden-
standard BPA, the proposed algorithm achieves two orders of magnitude increase in
computational efficiency with a 0.948 SSIM value which means the comparable image
quality. Proof-of-principle experiments were also carried out in the 0.3 THz band based on
a self-designed MIMO-SAR prototype system. The imaging results of the target are given
to demonstrate the effectiveness of the proposed image reconstruction algorithm. The
main contribution of this paper is to propose a wavenumber domain calculation method
for incoherent power, which can theoretically be extended to any wavenumber domain
imaging algorithm with considerable flexibility.
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