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Abstract: The multi-constellation, multi-frequency Global Navigation Satellite System (GNSS) has the
potential to empower precise real-time kinematics (RTK) with higher accuracy, availability, continuity,
and integrity. However, to enhance the robustness of the nonlinear filter, both the measurement
quality and efficiency of parameter estimation need consideration, especially for GNSS challenging or
denied environments where outliers and non-Gaussian noise exist. This study proposes a nonlinear
Kalman filter with adaptive kernel bandwidth (KBW) based on the maximum correntropy criterion
(AMC-KF). The proposed method excavates data features of higher order moments to enhance the
robustness against noise. With the wide-lane and ionosphere-free combination, a dual frequency (DF)
data-aided ambiguity resolution (AR) method is also derived to improve the measurement quality.
The filtering strategy based on the DF data-aided AR method and AMC-KF is applied for multi-GNSS
and DF RTK. To evaluate the proposed method, the short baseline test, long baseline test, and triangle
network closure test are conducted with DF data from GPS and Galileo. For the short baseline test,
the proposed filter strategy could improve the positioning accuracy by more than 30% on E and
N components, and 60% on U. The superiority of the proposed adaptive KBW is validated both in
efficiency and accuracy. The triangle network closure test shows that the proposed DF data-aided AR
method could achieve a success rate of more than 93%. For the long baseline test, the integration of
the above methods gains more than 40% positioning accuracy improvement on ENU components.
This study shows that the proposed nonlinear strategy could enhance both robustness and accuracy
without the assistance of external sensors and is applicable for multi-GNSS and dual-frequency RTK.

Keywords: multi-GNSS; real-time kinematic; maximum correntropy criterion; Kalman filter; wide-
lane; ionosphere-free

1. Introduction

The current operating Global Navigation Satellite System (GNSS) includes the Global
Positioning System (GPS), Globalnaya Navigazionnaya Sputnikovaya Sistema (GLONASS),
BeiDou (BDS), and Galileo. The precise position, velocity, and time (PVT) generated from
real-time kinematics (RTK) are crucial for engineering surveys, fleet monitoring, intelligent
transportation systems, geographical information systems, guidance and control, etc. [1,2].
By 2024, more than 110 satellites with different frequencies are expected to be accessible for
multi-GNSS. Compared with a single constellation, multiple constellations and frequencies
could improve the accuracy, continuity, availability, and integrity significantly [3], while
enhancing the robustness against noise and outliers [4].

Multi-GNSS applications usually apply loosely and tightly coupled models for data
curation [5,6]. Both of them could achieve similar performance [7] in precise point posi-
tioning [8] and multi-sensor fusion such as integrating GNSS with the Inertial Navigation
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System, Simultaneous Location and Mapping, Lidar, and 5G [9–15]. Although the tightly
coupled model shares one common pivot satellite for each constellation, it is challenging
to improve the model strength due to the presence of double difference inter-system bias
(DISB) originating from receivers [16]. In this study, the loosely coupled model is used due
to its usability [17].

Even if dual-frequency (DF) data is available [18–20], the ambiguity resolution is still
impacted in urban environments due to signal blockage and interference [18–21]. The
traditional extended Kalman filter is sensitive to outliers and noise [22], as it is based on
the second-order statistics (e.g., variance, correlation, etc.) that exist in the Gaussian noise
assumption and minimum mean square error (MSE) criterion [23]. Thus, the following
limitations still need to be addressed: (1) The unmodeled non-Gaussian noise and heavy-
tail noise originated not only from the outliers and gross errors but also the missed data
due to signal blockage and deformation [24]. (2) The lack of complete prior knowledge
of system dynamics and observations may eventually cause divergence [25]. Extensive
attempts have been made to address these problems. One solution is the particle filter
(PF), which is capable of estimating the posterior probability density function (PDF) by
massive particles [26]. Multi-model filters such as the Gaussian sum filter (GSF) are another
solution, which parallelly implement and interactively combine several filters to estimate
the system states. A computationally economical filter was studied by integrating the
robust M estimation into the GSF framework [27]. Heavy-tailed distribution-based filters
and the H∞ filter have also been studied in [28]. However, attention still needs to be paid,
as most of them are deficient in universality and efficiency [29].

Recently, correntropy has received growing attention in signal processing, posture
estimation, and machine learning [30–33]. It is a measurable metric of local similarity and
is established on Gaussian kernel functions. Specifically, higher dimensional data matching
and error detection can be realized, as Gaussian kernel functions enrich data features by
transforming the observation into the Hibert space with higher dimensions. Thus, the
maximum correntropy between the input and output is robust against various types of
noise and even arbitrarily large outliers, and can be achieved according to the maximum
correntropy criterion (MCC). Although the kernel bandwidth (KBW) is the key parameter
for implementing the MCC, existing studies mostly treat it as an exogenous parameter
from empirical experiments, rather than an endogenous variable of the system [33–36]. In
this paper, a nonlinear adaptive Kalman filter (KF) based on MCC with adaptive KBW is
proposed. The Gaussian hypothesis and MSE criterion are further relaxed, which aims
to improve the adaptability and robustness [37]. The main contributions of the proposed
method are: (1) The AMC-KF is proposed as a new robust nonlinear filter to improve the
precision and robustness of multi-GNSS DF RTK [38]. (2) The DF data-aided AR method
is proposed to fix ambiguities with the wide-lane and ionosphere-free combinations. The
wide-lane pseudo-range is introduced for medium and long baseline RTK. (3) A nonlinear
filter strategy is designed by integrating the DF data-aided AR method into the proposed
AMC-KF. The test results show the significant superiority of the proposed strategy with
various baselines.

The remainder of this paper is organized as follows: In Section 2, the double difference
(DD) RTK model is introduced, followed by the derivation of the proposed DF data-aided
AR method. The loosely coupled model for multi-GNSS is also presented. In Section 3,
correntropy is introduced and the AMC-KF is elaborated in detail. Moreover, the derivation
of the adaptive KBW is outlined. In Section 4, the performance of the proposed filter
strategy is demonstrated. Datasets collected from the continuously operating reference
stations (CORS) network of Australia are used for the short baseline test, adaptive strategy
test, and the long baseline test. Finally, some conclusions are given in Section 5.
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2. RTK Mathematic Model
2.1. Constrained Loosely Coupled Model

The DD carrier phase measurement ϕ (in cycles) with wavelength λ and code mea-
surement P (in meters) is defined as follows [1]:{

λ∇∆ϕ = ∇∆ρ− λ∇∆N +∇∆T −∇∆I +∇∆ε
∇∆P = ∇∆ρ +∇∆T +∇∆I +∇∆ξ

(1)

where ∇∆ is the DD operator; ρ, T, I, and N are the receiver-satellite geometric range,
tropospheric delay, ionospheric delay, and carrier phase ambiguity, respectively; and ξ and
ε are the unmodeled errors including multipath noise, system noise, etc. The covariance
matrix of the system state, system noise, measurement noise, and design matrices can be
defined as P, Q, R, and H. The filter-state vector consists of positioning information and
the DD ambiguities can be expressed as [7]:

x =
[
xG

n xG
u xG

e xG
e xG

n xG
u ∇∆NG ∇∆NE]T

where the superscripts ‘G’ and ‘E’ represent GPS and Galileo, and the subscripts e, n, and u
represent different directions. The diag(·) is a diagonal matrix. The KF recursive process is
defined as [1]:

x̂k|k−1 = Fk,k−1x̂k−1
Pk|k−1 = Fk,k−1Pk−1FT

k,k−1 + Γk−1Qk−1ΓT
k−1

}
prediction

Pk = (I−KkHk)Pk|k−1

Kk = Pk|k−1HT
k (HkPk|k−1HT

k + Rk)
−1

x̂k = x̂k|k−1 + Kk(zk −Hkx̂k|k−1)

update
(2)

where K, F are the gain and state transform matrix; and zk and xk are the measurements
and state that needs to be estimated at the kth epoch. As xG = xE once successfully located,
the following constraint can be attached [39]:

[
I3×3 −I3×3

]︸ ︷︷ ︸
D

[
xG
xE

]
︸ ︷︷ ︸

X

= [03×3]︸ ︷︷ ︸
M

(3)

where I represents the unit matrix, and D and M are the constraint matrices. The prediction
step in (2) can be developed to constrain KF as follows: xk|k−1 = xk|k−1 −DT

k
(
DkDT

k
)−1(DkDT

k
)−1
(

Dkxk|k−1 −Mk

)
Pk|k−1 =

(
I−DT

k
(
DkDT

k
)−1Dk

)T
Pk|k−1

(
I−DT

k
(
DkDT

k
)−1Dk

) (4)

2.2. DF Data-Aided AR

Defining N1 and N2 as the carrier ambiguities on frequencies f 1 and f 2, respectively,
the ρ on different frequencies can be formed by ∇∆ϕ as follows: ∇∆ρ1 = (∇∆ϕ1 +∇∆N1)λ1 − A

f 2
1

∇∆ρ2 = (∇∆ϕ2 +∇∆N2)λ2 − A
f 2
2

(5)

where Ne is the number of electrons in unit area A = 40.3
∫

S Neds. The wide-lane ambiguity
∇∆Nw with wavelength λw can be expressed as:

∇∆Nw = ∇∆ϕ1 −∇∆ϕ2 −
1

λw

(
∇∆ρ−∇∆T − f1

f2
∇∆I −∇∆ε

)
(6)
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For the atmosphere errors in the above equation, ∇∆I cannot be ignored for long
baselines due to the spatial difference. ∇∆T varies from 2 to 20 m depending on the satellite
elevation, but a higher cutoff angle reduces data utilization [40]. Thus, the timeliness of the
fixed solution could not be guaranteed, which is crucial for dynamic RTK once the satellites
are available [41–44]. The proposed DF data-aided AR method is summarized as follows:

∇∆Nw = (∇∆ϕ1 −∇∆ϕ2)− ( f1∇∆P1+ f2∇∆P2)
λw( f1+ f2)

+∇∆ε

∇∆N1 = 1
mλ1−nλ2

[∇∆ϕIF −m∇∆ϕ1 + n∇∆ϕ2 − nλ2∇∆Nw]

∇∆N2 = ∇∆N1 −∇∆Nw

(7)

where ∇∆ϕIF is the ionosphere-free combination for carrier observations, m =
f 2
1

f 2
1− f 2

2
and

n =
f 2
2

f 2
1− f 2

2
, and∇∆ε represents the noise. The above method introduces the code wide-lane

combination to invert ∇∆N1 and the derivation can be found in Appendices A and B.
The proposed method shows the following merits: (1) The positioning accuracy and AR
success rate are improved as the influence of ∇∆I error is eliminated. (2) The method
is applicable for medium and long baselines as the limitation of geometry distance ρ is
eliminated. (3) The ∇∆N on each frequency can be inverted directly from the high precise
ionosphere-free and wide-lane measurements. Moreover, the following moving average
with n epochs is also adopted to reduce the effect result from noise in ∇∆P [45]:

∇∆N̂w(n) =

k+n
∑

i=k
Zi∇∆Ni

w

k+n
∑

i=k
Zi

(8)

where k is the start epoch of the observation arc without cycle slip. Zi is the weight of
ith epoch. The ∇∆N̂w(n) could be fixed to round

(
∇∆N̂w(n)

)
by the integer rounding

method [46] if the differential residual of∇∆N̂w between adjacent epochs meets the follow-
ing constraint: ∣∣∇∆N̂w(n)−∇∆N̂w(n− 1)

∣∣ < 0.1 cycles

Then, the corresponding ∇∆N1, ∇∆N2 and precise carrier measurements could be
formed by Equation (7). In the following test, the moving average window width n is set to
be five epochs.

3. AMC-KF

The obtained ∇∆N1 and ∇∆N2 could be applied to form precise ∇∆ϕ in Equation (1),
and used for state estimating in the nonlinear filter.

3.1. KF Based on MCC Derivation

Assuming the joint PDF of random variables X and Y as FXY(x,y), the correntropy is
defined as follows [47]:

V(X, Y) = E[Gσ(X−Y)]
=
∫

Gσ(x− y)dFXY(x, y)

=
∫

exp
(
− (X−Y)2

2σ2

)
dFXY(x, y)

(9)

where σ is the KBW, E is the expectation operator, and Gσ is the non-negative Gaussian
kernel function. Furthermore, the Taylor expansion of the above equation is:

V(X, Y) =
1√
2πσ

∞

∑
n=0

(−1)n

2nn!
E

[
(X−Y)2n

σ2n

]
(10)
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Here, V is essentially a correlation function in the local kernel space controlled by
σ, as it is the weighted sum of all even order moments of (X-Y). This localization proves
meaningful in measuring the similarity between X and Y [48,49]. Then, the KF based on
MCC (MCC-KF) can be established by optimizing the following loss function [50–52]:

JC = Gσ(‖zk − Hx̂k‖) + Gσ(‖x̂k −Φx̂k−1‖) (11)

where ‖ ‖ denotes the Euclidean norm. Jc is only a function of σ [25]. Let ∂JC
∂x̂k

= 0; the
estimated state can be obtained as follows [53]:

x̂k = Φx̂k−1 +
Gσ(‖zk − Hx̂k‖)

Gσ(‖x̂k − Fx̂k−1‖)
HT(zk − Hx̂k) (12)

It tells that the MCC will be achieved if X = Y, as Gσ reaches the upper bound and the
PDF of the predicted value and the measured value matched to the maximum extent [54].
The further results can be obtained while xk ≈ Fx̂k−1:

x̂k = x̂−k + Gσ(‖zk −Hx̂k‖)HT(zk −Hx̂k) (13)

3.2. AMC-KF Derivation

The KBW of the originally proposed MCC shown in Equation (13) is usually prede-
fined empirically, which results in the compromise between fast learning initially and fast
learning near the optimum point. To derive an adaptive KBW, the loss function is further
enhanced as follows:

JC = Gσ

(
‖zk −Hx̂k‖R−1

k

)
+ Gσ

(
‖x̂k −Φx̂k−1‖P−1

k|k−1

)
≤ Gσ

(
‖zk −Hx̂k‖R−1

k

)
+ Λ

= 1
N
√

2πσ

n
∑

i=n−N+1
exp

(
−‖zk−Hx̂k‖2

R
2σ2

)
+ Λ

(14)

where Λ is a constant overbounded by lim
‖x̂k−Φx̂k−1‖P−1

k|k−1
→0

Gσ

(
‖x̂k −Φx̂k−1‖P−1

k|k−1

)
[47,55].

To search for the proper σ, the gradient ascent approach is applied by taking a small step µ
along the positive gradient, then the nth iteration can be expressed as σn+1 = σn + µ∇Jc [47].
The Jc can be minimized as follows:

∇JC = ∂JC
∂σ = − 1

N
√

2πσ2

n
∑

i=n−N+1
exp

(
− ‖zk−Hx̂k‖R−1

2σ2

)
+ 1

N
√

2πσ

n
∑

i=n−N+1

( ‖zk−Hx̂k‖R−1

σ3

)
exp

(
− ‖zk−Hx̂k‖R−1

2σ2

)
= − 1√

2πσ2 exp
(
− ‖zk−Hx̂k‖R−1

2σ2

)
+
‖zk−Hx̂k‖R−1√

2πσ4 exp
(
− ‖zk−Hx̂k‖R−1

2σ2

)
= 0

Then, the closed-formed KBW, which can adaptively adjust according to R, is ex-
pressed as follows:

σ =

√
‖zk −Hx̂k‖R−1

2
+ σ′ (15)

Through Equations (4), (12), (13) and (15), the proposed AMC-KF is finally obtained.
It should be noted that the exponential part of AMC-KF reduces to constant and is no
longer correntropy-based if Equation (15) is applied without the small penalty term σ’. The
penalty term is artificially added and can be determined according to [56].

3.3. Filter Implementation

The procedure of the proposed nonlinear strategy is summarized as follows: (1) Re-
moving the ambiguities ∇∆N on each frequency by the DF data-aided AR method. A
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threshold and moving average operation are applied to ensure stability and reduce noise.
(2) The precise ∇∆ϕ without ambiguities is fed into the AMC-KF for multi-GNSS float
solution. The adaptive KBW is used for the prediction and update step during the filtering.
Both of them help improve the robustness and accuracy of the float solution. (3) To keep
consistency with other RTK structures, the least square ambiguity decorrelation adjustment
(LAMBDA) is adopted to transfer the float solution to the fixed solution.

To initialize the proposed filter, the variance-covariance matrix is deduced by the least
square method (LS) at the initial epoch. The F and Q can be defined as an identity matrix
and a zero matrix without cycle slips. The noise level for non-difference code and carrier
measurements are set to 3 m and 3 cm, respectively [1]. The framework of the proposed
nonlinear strategy is depicted in Figure 1. As shown in Equation (8), the window width
of the moving average and the threshold in the ‘DF Data-aid AR Stage’ is usually set to
5 epochs and 0.1 cycles, which implies the influence on the first time to fix ambiguity is
tiny and controllable.
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Figure 1. The procedure of the filter implementation.

4. Test and Result

To validate the proposed filter strategy, short and long baseline tests are conducted and
the traditional DD KF (DD-KF) model mentioned in [1] is also used for comparison. The
DD-KF is established in Equations (1)–(4) without the ‘DF Data-aid AR Stage’. As the noise
of original observations is significantly less than those of wide-lane and ionosphere-free
combined measurements, thus, the DF Data-aid AR method is not enabled for the short
baseline test. The improvements illustrated in the short baseline test are only beneficial
from the AMC-KF method. For the long baseline, the DF Data-aid AR stage is enabled to
eliminate atmosphere errors; thus, the improvements in the long baseline test are beneficial
both from the AMC-KF and the DF Data-aid AR method. All results obtained are based
on post-processing performed on an Intel Core i7 2.30 GHz notebook with 16 GB RAM
running on Windows 10.

As Figure 2 shows, the dataset is collected from seven Australia CORS stations (BONE,
QCLF, ANGS, STNY, NEWH, GSBN, WBEE) on January 1, 2021, and all formed baselines
are elaborated in Table 1. The first six baselines range from 19–60 km and are used for
the short baseline test. The last two baselines are formed by (BONE, GSBN, WBEE) and
used for long baselines. The sample interval and cut-off elevation for all tests are 30 s and
10◦, respectively.
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Figure 2. Distribution of CORS station BONE, QCLF, ANGS, STNY, NEWH, GSBN, WBEE. (https:
//gnss.ga.gov.au/network (accessed on 1 January 2021)).

Table 1. Information for different baselines.

No. Baseline Distance
(km)

Sample
Interval

Cut-Off
Elevation

Processing
Model

1 STNY-NEWH 19.562 30 s 10◦ AMC-KF, DD-KF
2 BONE-QCLF 26.363 30 s 10◦ AMC-KF, DD-KF
3 BONE-STNY 29.231 30 s 10◦ AMC-KF, DD-KF
4 QCLF-ANGS 41.335 30 s 10◦ AMC-KF, DD-KF
5 NEWH-BONE 42.606 30 s 10◦ AMC-KF, DD-KF
6 ANGS-BONE 60.213 30 s 10◦ AMC-KF, DD-KF
7 BONE-WBEE 58.942 30 s 10◦ AMC-KF, DD-KF
8 BONE-GSBN 106.877 30 s 10◦ AMC-KF, DD-KF

4.1. Position Accuracy Test

Figure 3 depicts the available satellites and the relative dilution of the precision
(RDOP) on BONE. The other stations will obtain similar indicators for the short baseline.
The average available satellites for filtering in the whole day are 6 for GPS, 6 for Galileo,
and 10 for GPS+Galileo. The RDOP for GPS+Galileo is 0.7228 and indicates an ideal
environment for relative positioning [1]. If the available satellite number of Gallileo is less
than four, the position result is obtained only by GPS.

The root mean square (RMS) and standard deviation (STD) of positioning errors on
the East (E), North (N), and Up (U) components are shown in Table 2, where the positive
and negative values represent improvement and degradation.

For AMC-KF, the RMS on BONE-QCLF, QCLF-ANGS and ANGS-BONE is (0.13417 m,
0.20254 m, 0.30294 m), (0.09421 m, 0.17402 m, 0.27439 m), (0.16395 m, 0.18714 m, 0.26284 m),
respectively. While the RMS for DD-KF is (0.28258 m, 0.43671 m, 0.80099 m), (0.23641 m,
0.23035 m, 0.96756 m), (0.53574 m, 0.15190 m, 0.65454 m). The accuracy improvement by
(+52.52%, +53.62%, +62.18%), (+60.15%, +24.45%, +71.64%), (+69.40%, −23.20%, +59.84%)
is achieved for AMC-KF. Similarly, the STD on each baseline for AMC-KF is (0.10886 m,
0.18606 m, 0.30278 m), (0.08226 m, 0.16659 m, 0.26107 m) and (0.16027 m, 0.16694 m,
0.24867 m) while for DD-KF is (0.10066 m, 0.33062 m, 0.40077 m), (0.11478 m, 0.17340 m,
0.52163 m), (0.23124 m, 0.10958 m, 0.53847 m). AMC-KF ameliorates the performance by
(−8.15%, +43.72%, +24.45%), (+28.33%, +3.93%, +49.95%), (+30.69%, −52.35%, +53.82%).

https://gnss.ga.gov.au/network
https://gnss.ga.gov.au/network
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Figure 3. RODP and available satellites of BONE.

For BONE-STNY, STNY-NEWH, NEWH-BONE, the AMC-KF possesses an RMS
improvement by (+55.90%, +64.82%, +85.24%), (−22.94%, +60.42%, +83.79%), (+53.43%,
+82.67%, +67.43%), and an STD improvement by (+31.55%, +46.827%, +78.57%), (−11.22%,
+35.33%, +53.71%) and (+47.26%, +73.50%, +66.16%), respectively.

Compared to DD-KF in each direction, the proposed AMC-KF obtains an improvement
by (32.24%, 34.48%, 63.07%) on average, despite negative values existing. Thus, AMC-KF
is a beneficial scheme for short baseline RTK as it retains a low-level positioning error.
Particularly, the positioning errors on U are reduced by more than 60%. One possible
reason for the negative values is that AMC-KF also redistributes the positioning residual
since errors in different directions are coupled [57].

Table 2. RMS and STD improvement on ENU for BONE-QCLF-ANGS-BONE.

Baseline
E N U

Improvement on ENU
AMC-KF DD-KF AMC-KF DD-KF AMC-KF DD-KF

RMSE
(m)

BONE-QCLF 0.13417 0.28258 0.20254 0.43671 0.30294 0.80099 +52.52%, +53.62%, +62.18%

QCLF-ANGS 0.09421 0.23641 0.17402 0.23035 0.27439 0.96756 +60.15%, +24.45%, +71.64%

ANGS-BONE 0.16395 0.53574 0.18714 0.15190 0.26284 0.65454 +69.40%, −23.20%, +59.84%

STD
(m)

BONE-QCLF 0.10886 0.10066 0.18606 0.33062 0.30278 0.40077 −8.15%, +43.72%, +24.45%

QCLF-ANGS 0.08226 0.11478 0.16659 0.17340 0.26107 0.52163 +28.33%, +3.93%, +49.95%

ANGS-BONE 0.16027 0.23124 0.16694 0.10958 0.24867 0.53847 +30.69%, −52.35%, +53.82%

RMSE
(m)

BONE-STNY 0.15830 0.35895 0.15017 0.42681 0.19493 1.32102 +55.90%, +64.82%, +85.24%

STNY-NEWH 0.13166 0.10709 0.13620 0.34410 0.19730 1.21688 −22.94%, +60.42%, +83.79%

NEWH-BONE 0.17273 0.37092 0.13468 0.77698 0.19800 0.60796 +53.43%, +82.67%, +67.43%

STD
(m)

BONE-STNY 0.13460 0.19663 0.14762 0.27757 0.18249 0.85175 +31.55%, +46.827%, +78.57%

STNY-NEWH 0.11695 0.10515 0.13590 0.21013 0.19655 0.42460 −11.22%, +35.33%, +53.71%

NEWH-BONE 0.10496 0.19900 0.13333 0.50321 0.19746 0.58359 +47.26%, +73.50%, +66.16%

4.2. Adaptive Strategy Test

The variation and statistics of KBW are shown in Figure 4. The AMC-KF is proved
to be effective as the KBW increases rapidly after initialization to respond to the input
GNSS measurements and varies epoch by epoch. In Figure 4b, the mean and standard
deviation found for (STNY-NEWH, QCLF-ANGS, NEWH-BONE, BONE-STNY, BONE-
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QCLF) are (16.1284, 14.9827, 20.6101, 19.1174, 13.1624, 17.0062) and (4.7120, 5.1061, 6.1030,
5.4980, 3.9002, 5.38731), respectively. Although the KBW is different from each other as all
baselines are spatially separated, the similar variation trend verified that the adaptive KBW
is sensitive to the environment.
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strated in Figure 7. For all 24 cases, negative values (shown in nine cases) indicate a longer 
time consumption than the benchmark, and the positive values (shown in 15 cases) indi-
cate the opposite results. In general, degradation exists in most cases; the calculation load 
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Figure 4. KBW time series and statistics for each baseline. (a) Time series for each baseline; (b) the
statistics of KBW time series.

The filter time consumption with the proposed adaptive KBW and the original fixed
KBW in MCC is illustrated in Figures 5 and 6. The fixed KBW used here is set to be 1, 5, 25,
and 30, as all KBW has shown in Figure 4b fall in [0, 30].

It could be found that the adaptive KBW owns smoother and more stable processing
results. It means that the embedded devices and on-chip modules may benefit from
power conservation [1]. For adaptive KBW, the average time consumption at each epoch
is (0.0683 s, 0.0535 s, 0.0520 s, 0.0674 s, 0.0641 s, 0.0495 s) on ANGS-BONE, BONE-QCLF,
BONE- STNY, NEWH-BONE, QCLF-ANGS, STNY-NEWH. While for fixed KBW (1, 5, 25,
30) are (0.0619 s, 0.0599 s, 0.0717 s, 0.0659 s), (0.0528 s, 0.0549 s, 0.0517 s, 0.0544 s), (0.0515 s,
0.0543 s, 0.0581 s, 0.0582 s), (0.0542 s, 0.0681 s, 0.0680 s, 0.0543 s), (0.0658 s, 0.0594 s, 0.0679 s,
0.0662 s) and (0.0581 s, 0.0560 s, 0.0574 s, 0.0499 s), respectively.
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STNY-NEWH.

Treating adaptive KBW as the benchmark, the efficiency improvement is demonstrated
in Figure 7. For all 24 cases, negative values (shown in nine cases) indicate a longer time
consumption than the benchmark, and the positive values (shown in 15 cases) indicate the
opposite results. In general, degradation exists in most cases; the calculation load increased
by 6.54% in the other 15 cases, and 5 of them take 10% more time. Only three cases achieved
more than a 10% improvement, and the remaining six cases averagely improved by 5.41%.
The superiority of the adaptive KBW strategy is the most obvious in STNY-NEWH and
BONE-STNY. Thus, the proposed AMC-KF and adaptive KBW strategy can generally
improve filtering efficiency.
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The RMS improvement of the proposed AMC-KF compared to the original fixed KBW
is shown in Figure 8. Here, the negative values mean a positioning-accuracy degradation
compared to the adaptive KBW strategy.
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Figure 8. RMS improvement on each baseline.

The RMS increases significantly at least on one direction component while KBW = 1
and 5. Especially, the RMS on U deteriorated by almost six times (−584.261%) compared
to the adaptive KBW. However, no significant performance fluctuation appears when the
fixed KBW = 25 and 30, except for the−43.13% degradation on U (KBW = 25) and the 23.3%
improvement on E (KBW = 30), which both occur on QCLF-ANGS.

Although the large KBW seems better, the improvement is hardly permitted as the
increase in KBW amplifies the time consumption and positioning errors. In conclusion, the
proposed AMC-KF method takes both efficiency and accuracy into account and is more
progressive than the traditional methods with KBW fixed.

4.3. Ambiguity Resolution Analysis

In the triangle network formed by BONE-STNY-NEWH, all baselines shared the common
pivot satellite, and the closure residual of DD ambiguities should meet the following constraint:
∇∆Nclosure = ∇∆NBONE-STNY + ∇∆NSTNY-NEWH + ∇∆NNEWH-BONE = 0. Thus, ∇∆Nclosure
could be used to verify the proposed DF data-aided AR method. It should be noted that only
DF data from GPS is used for a long baseline test since only GPS signal is stably received.

To illustrate the reasonability for setting the window width of the moving average to
be five epochs, Figure 9 gives the differential residuals of adjacent ∇∆Nw on each baseline.
The statics of results are shown in Table 3 and the results within±1 cycle are shown for easy
observation. The threshold of ±0.1 cycles, ±0.15 cycles, and ±0.5 cycles are also illustrated
as limitations bounds.

Table 3. ∇∆Nw statistics of the triangle closure network.

Baseline (−0.1, 0.1) (−0.15, 0.15) (0.5, 0.5) Others

BONE_STNY 98.6679% 98.7700% 99.0339% 0.9661%
NEWH_BONE 98.3097% 98.5279% 98.9901% 1.0099%
STNY_NEWH 98.8000% 98.8726% 99.1373% 0.8627%
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Figure 9. The ∇∆Nw for each baseline of the triangle closure network. (a) BONE-STNY; (b) NEWH-
BONE; (c) STNY-NEWH.

In Table 3, the proportion of residuals suppressed within ±0.1 cycles is 98.6679% for
BONE-STNY, 98.3097% for NEWH-BONE, and 98.8000% for STNY-NEWH, respectively.
Meanwhile, the results increase slightly when the threshold bounds increase. Thus, set-
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ting the threshold to 0.1 cycles is reasonable and conservative, as most validated epochs
are included.

The ∇∆Nclosure of all available satellites is shown in Figure 10. It could be found that,
for most satellites, the ∇∆Nclosure converges to 0 once they are used and ∇∆Nclosure = 0 ac-
counts for the majority. This means that∇∆NBONE-STNY,∇∆NSTNY-NEWH,∇∆NNEWH-BONE
are fixed correctly without initialization. The outliers usually appeared at discrete epochs
contaminated by cycle slip and could be further eliminated by refined data synchronization
and cycle-slip detection.
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Figure 11 shows the detailed results of ∇∆Nclosure with a total of 23377 effective
epochs used. The minimum and maximum outliers accompanied by the cycle slip are
(−283.56 cycles, 365.86 cycles). According to Table 4, the ∇∆Nclosure < 0.5 cycles in most
epochs, meaning that the ∇∆Nw can be correctly fixed by integer rounding with a success
rate of not less than 93%. The 1.7154% epochs fall into 0.5–1 cycles and 2.7848% fall into
1–5 cycles are treated as small residuals and could be improved by synchronization and
cycle-slip repair. However, at least one of the three baselines fails to fix its ambiguity for the
remaining 1.6041% of epochs that include residuals larger than 10 cycles. Once the ∇∆Nw
is fixed, the corrected ∇∆ϕ is used for the float solution, which is expected to be with a
small variance.
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Table 4. The statistics of ∇∆Nclosure.

∇∆Nclosure
Residual Range (Cycle)

[0, 0.5) [0.5, 1) [1, 5) [5, 10) [10, +∞)

Proportion 93.1043% 1.7154% 2.7848% 0.7914% 1.6041%

The BONE-GSBN and BONE-GSBN with the distance of 106.877 km and 58.942 km,
respectively, are used for the long baseline test. The improvements are both benefiting from
the ‘DF Data-aid AR stage’ and the ‘filter stage’. Figure 12 and Table 5 show the positioning
error on ENU components. The AMC-KF maintains the positioning error around 0 and no
obvious difference occurs in all directions.

It can be inferred the proposed filter strategy suppresses the noise in DD measurements
on the whole, as the correntropy can measure the similarity between the random variables
through PDF.

For AMC-KF, the RMS is improved by (+78.60%, +88.85%, +77.74%) at BONE-WBEE
and (+57.49%, +69.52%, +42.31%) at BONE-GSBN than DD-KF. The STD is improved
by (+64.97%, +66.26%, +60.81%) at BONE-WBEE and (+51.10%, +46.89%, +40.34%) at
BONE-GSBN, respectively. The proposed filter strategy can reduce the positioning error
significantly for the long baseline.
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Table 5. The RMS and STD of position error on the ENU component.

Baseline Model
RMS (m) STD (m)

E N U E N U

BONE-WBEE
DD-KF 0.87648 1.17600 1.38090 0.37734 0.37925 0.76978

AMC-KF 0.18754 0.13117 0.30743 0.13217 0.12794 0.30166

BONE-GSBN
DD-KF 0.34605 0.58798 0.62407 0.29501 0.33371 0.50501

AMC-KF 0.14710 0.17921 0.36000 0.14426 0.17722 0.30130

5. Conclusions

In terms of the timeliness and accuracy of RTK in harsh environments, both the
measurement quality and the filter robustness need to improve, especially with the presence
of non-Gaussian noise. This paper focus on multi-GNSS DF applications and a new
nonlinear filter strategy is proposed. It consists of the DF data-aided AR method and
the AMC-KF based on MCC and adaptive KBW. The superiorities are verified through
tests with various baselines. First of all, ionosphere-free and wide-lane measurements are
used for the DF data-aided AR method. The ambiguities on each frequency are directly
converted without searching. Then, the corrected carrier measurements are used for the
float solution by the proposed AMC-KF. The AMC-KF is robust to non-Gaussian noise and
sparking noise as it employs MCC and adaptive KBW to measure the similarity between the
input and output. Compared to the conventional DD-KF, the proposed strategy achieves
higher accuracy and efficiency. The following conclusions are obtained:

(1) For the positioning accuracy of short baselines, the RMS and STD of positioning
error improved by more than 30%, 30%, and 60% on the E, N, and U components,
respectively. The applicability and flexibility of the proposed AMC-KF are vali-
dated significantly.

(2) For the proposed adaptive KBW, the efficiency and accuracy are compared and
validated with fixed KBW (1, 5, 25, 30). The results show that large KBWs increase
the computational load, while the small KBWs gain a worse positioning accuracy.
The proposed optimization strategy can change the KBW adaptively according to
the measurements and is validated to be effective as it considers both efficiency
and accuracy.

(3) A total of 29 satellites were involved in the ambiguity resolution test with long
baselines. It validates that the proposed DF data-aided AR method achieves a success
rate of more than 93%. The results are expected to be further improved with stringent
data synchronization and cycle-slip detection.

(4) For the long baseline test, the proposed filter strategy obtains an improvement of
more than 40% in all directions as the noise is effectively suppressed. For the longer
baseline BONE-WBEE, the RMS of positioning error is reduced by more than 75%
on E, N, and U, which shows that the proposed method plays a better role in long
baseline RTK when the multi-GNSS multi-frequency data is stably available.

Our future work focuses on deriving the sequential form of the proposed nonlinear fil-
ter strategy and applying it to smartphone RTK applications. To improve the precision and
reliability of dynamic navigation in urban environments, the integration of the proposed
method with vector-tracking GNSS receivers will also be explored.
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Appendix A

Defining the common geometry distance ρ + c(δtu − δts) + T without considering
ionosphere delay as Θ. The carrier phase measurement ϕ (in cycles) with wavelength λ
and code measurements P (in meters) are defined as follows:

ϕ1 = f1
c Θ− A

c f1
+ N1 + ξϕ1

ϕ2 = f2
c Θ− A

c f2
+ N2 + ξϕ2

P1 = Θ + A
f 2
1
+ εP1

P2 = Θ + A
f 2
2
+ εP2

(A1)

where f 1 and f 2 represent different frequencies, tu and ts are the clock errors from the user
receiver and satellite and ξ and ε are the unmodelled noise on ϕ and P. The c denotes the
speed of light. The Θ and A can be expressed by P1 and P2 as follows:

A =
f 2
1 f 2

2
[
(P1 − P2)−

(
εP1 − εP2

)]
f 2
2 − f 2

1
=

f 2
1 f 2

2 (P1 − P2)

f 2
2 − f 2

1
+ εA (A2)

Θ =

(
f 2
1 P1 − f 2

2 P2
)
−
(

f 2
1 εP1 − f 2

2 εP2

)
f 2
1 − f 2

2
=

f 2
1 P1 − f 2

2 P2

f 2
1 − f 2

2
+ εΘ (A3)

where, εA =
f 2
1 f 2

2 (εP1−εP2)
f 2
2− f 2

1
and εΘ =

( f 2
2 εP2− f 2

1 εP1)
f 2
1− f 2

2
are the noise on A and Θ, respectively.

The wide-lane combination of ϕ is expressed as:

ϕWL = ϕ1 − ϕ2 =

(
f1

c
− f2

c

)
Θ−

(
f2 − f1

c f1 f2

)
A + Nw + ξw (A4)

where Nw is the wide-lane ambiguity, ξw = (ξ1 − ξ2). Then, the following expression can
be obtained:

ϕWL = f1− f2
c · f 2

1 P1− f 2
2 P2

f 2
1− f 2

2
−
(

f2− f1
c f1 f2

)
· f 2

1 f 2
2 (P1−P2)

f 2
2− f 2

1
+ Nw + ε

=
f 2
1 P1− f 2

2 P2

λw( f 2
1− f 2

2 )
+
(

f1− f2
c f1 f2

)
· f 2

1 f 2
2 (P1−P2)

f 2
2− f 2

1
+ Nw + ε

=
f 2
1 P1− f 2

2 P2

λw( f 2
1− f 2

2 )
+ f1 f2(P1−P2)

λw( f 2
2− f 2

1 )
+ Nw + ε

=
( f 2

1 P1− f 2
2 P2)− f1 f2(P1−P2)

λw( f 2
1− f 2

2 )
+ Nw + ε

= ( f1P1+ f2P2)
λw( f1+ f2)

+ Nw + ε

where ε is the combination of the noise terms which can be expressed as ε = ξw +(
f1
c −

f2
c

)
εθ −

f2− f1
c f1 f2

εA. Finally, the Nw can be obtained as follows:

NWL = (ϕ1 − ϕ2)−
( f1P1 + f2P2)

λw( f1 + f2)
+ ε (A5)



Remote Sens. 2022, 14, 4578 17 of 19

In addition, the corresponding DD wide-lane ambiguity can be obtained by:

∇∆Nw = (∇∆ϕ1 −∇∆ϕ2)−
( f1∇∆P1 + f2∇∆P2)

λw( f1 + f2)
+∇∆ε (A6)

Appendix B

According to Equation (5), the ionosphere-free measurement is defined as ∇∆ϕIF

= m∇∆ρ1 − n∇∆ρ2. Where m =
f 2
1

f 2
1− f 2

2
and n =

f 2
2

f 2
1− f 2

2
, the definition of symbols and

variables stay the same as those above. Thus, we have the following expansion:

∇∆ϕIF = m
[
∇∆ϕ1 +∇∆N1λ1 − A

f 2
1

]
− n

[
∇∆ϕ2 +∇∆N2λ2 − A

f 2
2

]
= m∇∆ϕ1 + m∇∆N1λ1 − n∇∆ϕ2 − n∇∆N2λ2
= m∇∆ϕ1 − n∇∆ϕ2 + mλ1∇∆N1 − nλ2(∇∆N1 −∇∆Nw)
= m∇∆ϕ1 − n∇∆ϕ2 + mλ1∇∆N1 − nλ2∇∆N1 + nλ2∇∆Nw
= m∇∆ϕ1 − n∇∆ϕ2 + (mλ1 − nλ2)∇∆N1 + nλ2∇∆Nw

In addition, then, we have

(mλ1 − nλ2)∇∆N1 = ∇∆ϕIF −m∇∆ϕ1 + n∇∆ϕ2 − nλ2∇∆Nw
∇∆N1 = 1

mλ1−nλ2
[∇∆ϕIF −m∇∆ϕ1 + n∇∆ϕ2 − nλ2∇∆Nw]
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