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Abstract: This study aims to assess the potential of Sentinel-2 NDVI time series and Google Earth
Engine to detect small land-use/land-cover changes (at the pixel level) in fire-disturbed environs. To
capture both slow and fast changes, the investigations focused on the analysis of trends in NDVI time
series, selected because they are extensively used for the assessment of post-fire dynamics mainly
linked to the monitoring of vegetation recovery and fire resilience. The area considered for this
study is the central–southern part of the Italian peninsula, in particular the regions of (i) Campania,
(ii) Basilicata, (iii) Calabria, (iv) Toscana, (v) Umbria, and (vi) Lazio. For each fire considered, the
study covered the period from the year after the event to the present. The multi-temporal analysis
was performed using two main data processing steps (i) linear regression to extract NDVI trends
and enhance changes over time and (ii) random forest classification to capture and categorize the
various changes. The analysis allowed us to identify changes occurred in the selected case study areas
and to understand and evaluate the trend indicators that mark a change in land use/land cover. In
particular, different types of changes were identified: (i) woodland felling, (ii) remaking of paths and
roads, and (ii) transition from wooded area to cultivated field. The reliability of the changes identified
was assessed and confirmed by the high multi-temporal resolution offered by Google Earth. Results
of this comparison highlighted that the overall accuracy of the classification was higher than 0.86.

Keywords: wildfire; land-use/land-cover change; Sentinel-2; random forest; linear regression; ma-
chine learning; Google Earth Engine

1. Introduction

Wildfires are considered one of the most significant causes of environmental disturbance
and damage, capable of affecting the functionality of ecosystems and generating complex
socio-economic impacts at local and global levels. The phenomenon of wildfires is extremely
complex as it depends on several aspects, including those related to the characteristics of
vegetation, morphology, meteorological conditions, and, above all, anthropic factors.

The use of satellite data makes supports the monitoring and management of forest
fire before, during, and after the emergency and at different spatial/temporal scales (from
global down to a local scale). In particular, the ability to monitor post-fire dynamics and
detect post-fire changes is crucial to understanding forests’ response to wildfire (especially
under changing climate conditions) and the anthropogenic impact on the fragile fire-
affected areas.

In recent decades, the problem of forest fires has profoundly increased in intensity
and frequency, due to anthropogenic and natural phenomena, including climate change,
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the abandonment of rural areas, and the constant loss of biodiversity that makes agro-
forestry systems increasingly fragile. Hence, land-use/land-cover changes in fire-affected
areas are generally not allowed and in some cases, as in Italy, prohibited by law in order
to discourage arsonists and facilitate the post-fire vegetation recovery (see, for example,
Italian law n. 353/2000). Preserving the “natural capital” and adopting good practices
to monitor and support the sustainability of ecosystem goods and services is a priority
today. In this context, satellite can provide a valuable support for setting up reliable and
effective monitoring systems. In particular, satellite data can provide synoptic information
systematically updated and, with modern facilities, also available free of charge. For these
reasons, the use of satellite technologies for the monitoring of forest resources can, in some
aspects, be considered a consolidated practice although, obviously, the ever-increasing
availability of information and data and the latest technological developments have opened
up new frontiers and applications.

Today, the availability of big and open data, such as datasets available from NASA
(MODIS, Landsat satellites [1–6] etc.) and ESA (Sentinels [7–16]), and the developments in
information and communication technologies (ICT), including cloud-based resources, have
supported the massive increase of the use of satellite for change detection and analysis,
based on various methods and techniques [13,17–26] including artificial intelligence (AI)
and, therefore, machine learning (ML) and deep learning (DL) [11,27–36].

Land-use/cover-change (LUCC) analyses can be divided into two macro-category
techniques based on: (i) comparison of two or multiple dates and (ii) time-series analyses.

(i) Techniques focused on comparing two (or multiple) dates comparison can be split into
approaches based on a post-classification comparison (PCC) and procedures based on
a direct comparison, generally known as comparative pre-classification [37–41].

(ii) Multi-temporal analysis methods can be split into: (i) temporal segmentation algorithms,
such as CCDC (continuous change detection and classification), VERDeT (vegetation
regeneration and disturbance estimates through time), and LandTrend [41–48]; and
(ii) trend analysis [49–56] to detect land-use/land-cover changes by analyzing the pixel-
in-time signal [47,57–60].

Compared to the techniques based on comparing two (or multiple) dates, the time
series methods are generally more complex and time consuming due to the amount of data,
but they are expected to be suitable for the identification of both slow and fast changes
such as, for example, those due to parasites, salinization, deforestation, or wildfires. Both
of these methods, coupled with socio-economic parameters [61–63], can be a useful basis
for the definition of metrics and indicators of SDGs (Agenda 2030).

In recent years, one of the main issues has been the ability to store and work with big
data. To date, there have been many solutions proposed to overcome this problem and to
take advantage of open and big datasets made available for free or for a fee. One of these
systems, probably one of the most widely used, is Google Earth Engine [64,65], an open-
source tool [66–68] that provides various datasets and tools [18,25,27–29,51,65,69,70,70–82].
The strength of a cloud-based computing system, which includes ready-to-use and up-to-
date datasets, is the ability to use computing power without having to download large
amounts of data locally.

Several initiatives have been developed using Google Earth Engine (GEE), such as (i)
Global Forest Watch [80,81] and (ii) Global Surface Water [83], useful for the monitoring
of forests and water, respectively. More recently, GEE has also been used for the analysis
of natural events with high impact on the landscape, such as wildfires, landslides, and
floods [18,26,70,73,74,84–86].

The purpose of this work is to evaluate the potential offered by the combined use of
high spatial and temporal resolution satellite data (such as Sentinel-2) and cloud computing
systems (such as Google Earth Engine) to capture land-use and land-cover changes occurred
in fire-affected areas. This poses challenges, since the aim is the identification of small
changes (at the pixel level) in disturbed environs, because they are already affected by fire,
which generally occurs over large areas of at least several hectares.
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To capture both slow and fast changes, the investigations focused on NDVI time series,
selected because they are expected to be suitable for the purpose of our investigations,
being extensively used for both the monitoring of vegetation’s post-fire behaviours, as
in [87–92], and the assessment of changes in vegetation cover [47,57–60].

For each fire considered, the study covered the period from the year after the event to
the present. The multi-temporal analysis was performed using two main data processing
steps (i) linear regression to extract NDVI trends and enhance changes over time and (ii)
random forest classification to capture and categorize the various changes.

2. Materials and Methods
2.1. Study Area

This study was carried out to identify land-use/land-cover changes in fire-affected
sites located in several regions of the Italian peninsula (shown in Figure 1). In Italy,
according to Italian law (n. 353/2000), an area is subject to restrictions for ten years after
a fire. These restrictions prohibit anyone from changing the land use without a permit
from the Italian Ministry of the Environment and Land and Sea Protection (Ministero
dell’Ambiente e della Tutela del Territorio e del Mare).
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Table 1. Summary table of wildfire events considered as case studies.

Region Year Area (ha) Approx. ID

Basilicata 2015 13,176 1
Campania 2015 9180 2
Calabria 2017 33,249 3
Calabria 2017 43,692 4
Calabria 2012 39,495 5

Lazio 2017 6104 6
Toscana 2016 5284 7
Umbria 2017 8464 8

The area considered for this study is the central–southern part of the Italian penin-
sula, in particular the regions of (i) Campania, (ii) Basilicata, (iii) Calabria, (iv) Toscana,
(v) Umbria, and (vi) Lazio (Figure 1). For the purpose our study, NDVI time series have
been investigated because they are considered a reliable tool to assess post-fire vegetation
recovery dynamics, and therefore it is expected that it will be suitable for identifying
land-use/land-cover changes in fire-affected sites.

2.2. Methodological Approach Rationale, Tools, and Datasets

The rationale of the approach we adopted is based on the consideration that methods
for the identification of changes in long time series of vegetation indices, such as NDVI,
must enable the characterization/classification of different types of changes and trends
from the seasonal components of time series. Changes occurring in the seasonal component
indicate phenological changes, whereas changes occurring in the trend component often
indicate disturbances such as those linked to climate change or specific events such as
fires, floods, or extreme meteorological conditions (drought, wind), or those induced by
parasite/insect attacks. Methodological approaches for extracting useful and meaningful
information from time series must be capable of detecting the subtle changes/trends within
the time series (heavily influenced by fire occurrence) which can be completely veiled or
hidden by seasonal variations. Moreover, the subtle changes/trends to be identified are
generally partially or totally unknown and characterized by very subtle spectral variations
in fire-affected areas. The ability and effectiveness of change detection approaches and
methods depends on the ability to account for the great variability exhibited by seasonal
variations (at seasonal and/or intra-annual scales) while identifying small multi-year trends
and changes at diverse inter-annual timescales.

Therefore, today there are still numerous open issues and scientific challenges. In
particular, among the great variety of unanswered questions, the following ones seem to
require particular attention:

(i) What type of data processing can be adopted to suitably transform spectral informa-
tion into vegetation parameters?

(ii) What is the minimum mapping unit (pixel, cadastral parcel, or segment level) to be
considered from satellite Sentinel-2?

In order to contribute towards answering these questions, Sentinel-2 NDVI time series data
were processed following the workflow shown in Figure 2. NDVI time series have been already
successfully used by a group of authors to characterize the vegetation dynamic and behavior
after fire, and to identify a proxy indicator of vegetation fire resilience, as per [87–91]. NDVI
is the most widely used index for vegetation health status analyses [92,93]. It is widely used
to identify the health of vegetation and provides information on the spatial and temporal
distribution of vegetation communities and biomass. High values of the vegetation index
identify pixels covered by substantial proportions of healthy vegetation [94]. Therefore,
variations in NDVI values and in general in vegetation indices are indicative of variations
in ongoing vegetation trends and dynamics. Vegetation’s dynamical processes are difficult
to study since they affect the complex soil–surface–atmosphere system, due to the existence
of feedback mechanisms involving human activity, ecological patterns, and various subsys-
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tems of climate. The use of satellite time series along with statistical analysis techniques
can be helpful in understanding the functional characteristics of vegetation dynamics and
enable the reporting of ongoing trends at a detailed level [24,38,87,88,95,96].
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Figure 2. Flowchart.

For the purpose of our investigations, Sentinel-2 data were chosen for their spatial
(10 m/pixel), spectral, and temporal (revisit time five days) resolution. Sentinel-2 BOA
(Bottom Of the Atmosphere) data [7] were processed using GEE tools along with ancillary
data used to (i) identify areas of interest, previously affected by fire and (ii) improve the
classification and interpretation.

The areas of interest were selected using shapefiles provided directly by the Carabinieri
Corps, relating to wildfires that occurred in the regions of Campania, Basilicata, Calabria,
Toscana, Lazio, and Umbria between the years 2012 and 2017 (Table 1).

The ancillary data used were: (i) CORINE land cover (CLC) provided by the Coperni-
cus Programme, for the years 2012 and 2018, at 100 m/pixel [97–99], to get an overview
of land cover in areas of interest; (ii) NASA SRTM Digital Elevation at 30 m [100] and its
derivatives [101,102] (elevation and slope) to get an overview of the morphology of the
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area of interest; (iii) Google Earth high-resolution images to obtain a visual validation of
the change; and (iv) JRC Global Surface Water Mask to mask the water out [83].

2.3. Methods

The whole data processing chain (see flowchart in Figure 2) is subdivided into three
blocks, divided into operations of (i) input, (ii) processes, and (iii) validation.

The method, devised to identify land-use/land-cover changes that have occurred in
fire-affected areas, is based on two main steps, (i) the linear regression (LR) LUCC method
to quickly and easily obtain the information needed to understand any changes over time
and (ii) random forest classification to categorize the various dynamics of change that have
occurred in the land use/land cover.

The whole procedure started from the shape of the burnt areas (provided by the
Carabinieri). For each shape, all the images in the Sentinel-2 dataset were processed if
characterized by a cloudiness of less than 20% and acquired in the year after the fire oc-
currence. In addition, facilities available from GEE were used to mask (i) clouds, (ii) cloud
shadows, (iii) snow, and (iv) water [103], as suggested in the documentation provided by the
developers (https://developers.google.com/earth-engine/tutorials/community/sentinel-2-
s2cloudless, accessed on 3 August 2022) and described in [104]. Filtering and masking opera-
tions were applied to the entire collection considered, using an image-by-
image calculation.

NDVI maps were computed using the appropriate GEE function, “normalizedDiffer-
ence ([‘B8’, ‘B4’])”, where B8 and B4 are the near infrared and red bands of the Sentinel-2
sensor, respectively. Once this operation was completed, the system proceeded to separate
the entire collection on a temporal basis, according to a given time window. The time
window considered for these analyses was year by year, and the annual collection was
created based on the average values of the NDVI index.

The linear regression (LR) LUCC method was chosen because it is useful for detrending
data and reducing stationarity along a time series, thus enabling us to (i) obtain the
information needed to understand any changes over time and (ii) easily classify and/or
threshold the data.

This type of analysis is particularly useful for understanding events that occurred
at a specific location or in a restricted area, and for separating “extraordinary” events
that affected a pixel from ordinary events related to seasons and weather conditions. The
analysis started by calculating and adding dependent variables (e.g., vegetation indices)
and independent variables (e.g., time), over the entire time series considered at the pixel
level over time [60,96,105]:

xt = β0 + β1zt1 + β2zt2 + · · · + βqztq + wt (1)

where xt is the linear regression model, β0 + β1zt1 + β2zt2 + · · · + βqztq are unknown fixed
regression coefficients, and wt is a random error or noise.

For each pixel, the output provided two parameters called “slope” and “offset” [45,96].
Both slope and offset products were merged into a single stack to be classified using a
ML (random forest classifier) to identity and categorize the pixels characterized by (i) no
significant changes, (ii) negative changes, and (iii) positive changes in the NDVI trends.

The accuracy of the classification was assessed using the regions of interest (ROIs) and
by comparison with independent datasets made up of high-resolution images available in
GEE (the code is fully described by GEE developers at https://developers.google.com/
earth-engine/apidocs/ee-classifier-smilerandomforest, accessed on 3 August 2022).

For each change type (see Section 3), the training points (ROIs) were selected and
randomly split to have the 60% points as training and the 40% as testing to compute the
kappa and accuracy [106–109].

To determine the best-performing number of trees to be used in the RF, the hyperpa-
rameter tuning method (described in [104] for each case study) was used (Figure 3).

https://developers.google.com/earth-engine/tutorials/community/sentinel-2-s2cloudless
https://developers.google.com/earth-engine/tutorials/community/sentinel-2-s2cloudless
https://developers.google.com/earth-engine/apidocs/ee-classifier-smilerandomforest
https://developers.google.com/earth-engine/apidocs/ee-classifier-smilerandomforest
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Figure 3. Example of hyperparameter tuning of random forest classification applied to case study ID
5 (Table 1).

3. Results and Discussion

The use in Google Earth Engine of LR and ML applied to the annual average value of
the NDVI provided interesting results for all the analyzed case studies. In particular, offset
and slope/scale were suitable in the identification of the areas of change and highlighted
them both (i) quantitatively, in numerical terms, and (ii) visually in chromatic terms,
through the RGB and in the use of the single-band display as well. The RGB composition
(obtained from R: slope, G: offset, B: slope) showed the change zones with (i) blue (or close
to blue), (ii) green (or close to green), and (iii) yellow (or close to yellow) tones (Figure 4).

The analysis of the values of the selected ROIs showed common values between the
analyzed events, with the same trend of offset and slope in the three classes identified as
(i) type-1 change, (ii) type-2 change, and (iii) no change (Figure 5a). A similar signal was
observed for the slope alone, which showed negative and positive values in areas with
higher change and values very close to zero in the areas with a stable signal over time
(Figure 5b). The identification of areas where the LULC (Land Use Land Cover) has changed
over time in the post-fire period was also significantly distinguishable from the value that the
slope/scale pixels assume. In fact, from the ROIs identified, type-1 change is characterized by
a positive offset and a slope always greater than 0; type-2 change, on the contrary, presents a
positive offset but a slope always less than 0; and stable signal areas have a positive offset but
the slope oscillates with values very close to ±0 (Figures 5c, 6 and 7).

Moreover, the results from the RF classifications (obtained as described in Section 2.3)
provided excellent and accurate results (Table 2), with less blurry images and well-defined
groups of pixels (Figure 8).

LR provided good results as a method to identify changes in time series. In more detail,
the following various types of land-use/land-cover change were identified in the analyzed
case studies: (i) woodland felling, (ii) remaking of paths and roads, and (ii) transition
from wooded area to cultivated field. All of these changes were confirmed by the high
multi-temporal resolution offered by Google Earth (Figures 9 and 10).

Table 2. Test accuracy and kappa: summary table of wildfire events considered as case studies.

ID (Referring to IDs in Table 1) Test Accuracy Test Kappa

1 0.88 0.82
2 0.92 0.89
3 0.92 0.83
4 0.89 0.84
5 0.91 0.86
6 0.9 0.84
7 0.95 0.90
8 0.86 0.79
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positive values are light, negative values are dark, grey areas represent values very close to 0; (c) pixel
value graph obtained from ROIs in (a).

The analysis of the results showed that the RGB images obtained by using R: slope
(min: 0, max: minimum value of the slope), G: offset (min: 0, max: maximum value of the
offset), and B: slope (min: 0, max: maximum value of the slope) assumed constant and
comparable behavior between the analyzed case studies (Figure 6).

At the same time, this signal was still analyzable using only slope values as a single-
band image, as shown in Figure 5b. The analysis of the individual signals extracted from
the selected pixel value via ROIs also showed a very good consistency in signal behavior
between cases (Figures 6 and 7).

The identified signals point towards three types of trends in pixel value and behavior
over time:

First type: tending to blue in RGB images and white in single-band greyscale images:
positive slope (upward trend), which is due to growth (NDVI value) over time of the
analyzed signal. The offset values assumed by these pixels were on average lower than
those assumed in the pixels of the other two types of observed behavior.
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Figure 6. Events 1–4 (referring to IDs in Table 1). Overview image of analyzed cases (RGB: slope,
offset, slope) and graph of pixel value in selected ROIs.

Second type: tends to yellow in RGB images and black in single-band greyscale images:
negative slope (negative trend), due to the decrease in the signal (NDVI value) analyzed
over time. The offset values assumed by these pixels were on average higher than those
assumed in the pixels of the other two types of behavior observed.

Third type: tends to green in RGB images and grey in single-band greyscale images:
stable signal over time (stable trend) without changes in the LULC. The offset values
assumed by these pixels were on average higher than those assumed in the pixels of the
first type, and lower than those assumed in the pixels of the second type. On the other
hand, the slope assumes values very close to ±0.
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From a spectral and spatial point of view, the recognition of events that had occurred
appeared to be quite reliable, as demonstrated in Figures 9 and 10. This methodology
also allowed us to highlight very small changes, compatible with the spatial resolution of
Sentinel-2 data.

Similarly, the classification provided a much more defined clustered picture than
trends alone (Figure 8). However, the accuracy of the classification was high enough to
justify its use and to prefer it over trend images alone (Table 2).
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The investigations conducted for this study contributed to assessment of the usefulness
of the NDVI time series. The analysis of its temporal and spatial dynamics using LR enabled
us to extract useful information and, therefore, transform spectral information into useful
vegetation parameters. The analysis of the behavior of the NDVI time signal also enabled
us to highlight that 10 m – i.e., the NDVI pixel size – is actually the minimum mapping unit
to be considered for satellite Sentinel 2 data.

4. Conclusions

The analysis of changes in land use/land cover has always been a major theme in
remote sensing techniques applied to Earth observation. This study has underlined the
potential and reliability of the combined use of GEE and Sentinel-2 NDVI time series to
identify subtle and small changes in fire-disturbed environs. In fact, the analysis of the
temporal behavior of the annual average of NDVI (starting from the year after the fire’s
occurrence) enabled us to identify, characterize, and categorize even subtle variations
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occurring at the Sentinel-2 pixel level (10 m). More broadly, the development of large
computing engines and the availability (from cloud platforms) of quite long satellite time
series and datasets has recently made it possible to take the use of these techniques to new
levels, without the need for prohibitive economic or hardware resources.

In particular, the approach proposed here, based on the use of linear regression (LR) and
ML classification, appears to be quite effective and reliable (with an accuracy higher than 0.86)
for the identification of changes in LULC in fire-disturbed environs. The calculation was done
using hundreds of Sentinel-2L2A multispectral satellite images simultaneously, thanks to the
calculation engine and datasets in Google Earth Engine (GEE).

Thanks to the combination of machine learning and the power of Google Earth Engine,
it was possible to apply the identification of changes in the LULC to several case studies,
in order to obtain a map of the changes that had occurred within the fire-affected areas.
The usefulness of such a system is that it can provide, in a fast, rapid, and immediate
way, a clearly comprehensible map which can be used to observe the nature of the change
and facilitate interventions in the analyzed area. This technique has multiple advantages:
(i) ease of use and applicability, and replicability on various temporal and spatial scales;
(ii) the fact that it can be easily managed in GEE with an ad-hoc subset, avoiding computa-
tional time-out problems; and (iii) the possibility of processing many dozens of events in
series. The use of ML/LR applied to maximum NDVI values avoids problems related to
seasonal variations or the presence of clouds in the images. At the same time, the use of RF
showed more than 75% accuracy in classifying changes from the slope and offset values
obtained from LR. In addition, the methodology returned equally reliable results on areas
of different sizes, proving to be reapplicable and scalable.
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