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Abstract: The availability of low-cost microwave components today enables the development of vari-
ous high-frequency sensors and radars, including Ground-based Synthetic Aperture Radar (GBSAR)
systems. Similar to optical images, radar images generated by applying a reconstruction algorithm
on raw GBSAR data can also be used in object classification. The reconstruction algorithm provides
an interpretable representation of the observed scene, but may also negatively influence the integrity
of obtained raw data due to applied approximations. In order to quantify this effect, we compare the
results of a conventional computer vision architecture, ResNet18, trained on reconstructed images
versus one trained on raw data. In this process, we focus on the task of multi-label classification and
describe the crucial architectural modifications that are necessary to process raw data successfully.
The experiments are performed on a novel multi-object dataset RealSAR obtained using a newly
developed 24 GHz (GBSAR) system where the radar images in the dataset are reconstructed using
the Omega-k algorithm applied to raw data. Experimental results show that the model trained on
raw data consistently outperforms the image-based model. We provide a thorough analysis of both
approaches across hyperparameters related to model pretraining and the size of the training dataset.
This, in conclusion, shows how processing raw data provides overall better classification accuracy, it
is inherently faster since there is no need for image reconstruction and it is therefore useful tool in
industrial GBSAR applications where processing speed is critical.

Keywords: object classification; radar image reconstruction; convolutional neural networks; ResNet18;
GBSAR; Omega-K algorithm

1. Introduction

Synthetic Aperture Radar (SAR) technology is crucial in many modern monitoring ap-
plications where optical images are not sufficient or restrictions in terms of light conditions
or cloud coverage play a major role. To reach adequate resolution the antenna-based radar
system should have a large sensor antenna. The resolution of an optical image obtained
using the Sentinel-2 satellite with a mean orbital altitude of 786 km is around 20 m [1].
In order to achieve an equal resolution using a C-band sensor (common in SAR satellites)
from that altitude, the sensor antenna would have to be over 2 km long, which is not
practical. To virtually extend (synthesize) the length of the antenna (or antenna array), SAR
concept utilizes sensor’s movement to combine data acquired from multiple positions and
reconstruct radar image of the observed area. In the Sentinel-1 SAR satellite launched in
2014, the movement of the 12.3-m-long antenna provides coverage of a 400 km wide area
with a spatial resolution of 5 m [1].

The same principle can be applied in a terrestrial remote sensing imaging system—
Ground-based SAR (GBSAR). The main concept of GBSAR is based on the sensor antenna
which radiates perpendicular to the moving path, but the sensor moves along a ground
track, covering the area in front of it. Even though, in many applications, distances
between sensors and observed objects can be up to several kilometers, a smaller distance
in combination with wider frequency bandwidth can be interesting for sensing small
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deformations. Satellite frequencies above the X band are rarely used in SAR due to H20
absorption. However, since that is not a strict limitation for terrestrial GBSAR, higher
frequencies and wider bandwidths can be used to achieve higher resolutions in radar
images, which is essential for anomaly detection and small object recognition.

Such images, in combination with machine learning algorithms, enable surface defor-
mation monitoring [2–6], snow avalanche identification [7], bridge [8] and dam structure
monitoring [9], open pit mine safety management [10], and terrain classification [11]. More-
over, machine learning enables object classification using only radar images. Applications
include the classification of military targets from the MSTAR dataset [12–19], ship de-
tection [20–24], and subsurface object classification with an ultra-wideband GBSAR [25].
Radars with 32–36 GHz and 90–95 GHz frequency bands have been shown to accurately
locate small metallic targets in the near-field region [26]. To facilitate deep learning research
for SAR data, LS-SSDD-v1.0 [27], a dataset for small ship detection from SAR images
was released, together with many standardized baselines. This resulted in subsequent ad-
vances in deep learning methods for ship classification [28,29], detection [30], and instance
segmentation [31,32] in SAR images.

On the other hand, object classification on GBSAR data has not been explored suffi-
ciently since most of the aforementioned work was focused on solving problems encoun-
tered in typical GBSAR applications. The potential of GBSAR systems lies in industrial
applications, such as monitoring and object detection in harsh environments, and classifica-
tion of concealed objects. We perform object classification on two modalities of GBSAR data:
images reconstructed using the Omega-K algorithm and raw GBSAR data. Both approaches
are based on a popular convolutional neural network (CNN) architecture—ResNet18—with
certain modifications to accommodate processing raw GBSAR data.

A crucial part of the image reconstruction algorithm is an approximation step, which
negatively influences the integrity of the data. We tested and quantified its impact on
classification results by comparing multiple models based on raw and reconstructed GB-
SAR data. The idea of using raw GBSAR data is similar to various end-to-end learning
approaches [33], which became more prevalent with the advent of deep learning. In such a
paradigm, the model implicitly learns optimal representations of raw data [34], without any
explicit transformations during data preprocessing.

The rest of the paper is organized as follows: Section 2 introduces the theory behind
GBSAR and the radar image reconstruction algorithm. It also covers the implementation
used in generating measurement sets presented in Section 3. Section 4 describes relevant
deep learning concepts, such as feature engineering, end-to-end learning, and multi-label
classification. It describes two concrete approaches to address GBSAR object classification,
which correspond to the two input modalities. The experimental setup and evaluation
results are described and analyzed in Section 5. Further discussions and interpretations are
given in Section 6. Section 7 provides conclusions and future work.

2. Gbsar Theory and Implementation
2.1. GBSAR

The main idea of GBSAR is, following SAR concept, to virtually extend sensor antenna
by utilizing sensor movement along the set track while it emits and receives EM waves.
The set of measurements provides extraction of the distances to the observed object in
each sensor position and, consequently, radar image reconstruction. Range and azimuth
resolution of the radar image are mostly determined by the sensor frequency bandwidth
and length of the used track, respectively. Hence, wider bandwidth and longer track
(for example some sort of rail) provide better range and azimuth resolution [35].

There are two operational modes regarding sensor movement: continuous and stop-
and-go mode. In the first one sensor moves with constant speed from start to the end of the
used rail, while in the second one sensor movement is paused at each sampling position to
acquire data without impact of motion. In stop-and-go mode step size and total aperture
length can be precisely set but it should be emphasized that chosen values affect azimuth
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resolution. In both modes, the moving sensor has to repeatedly provide information about
distance which is commonly obtained by using Frequency Modulated Continuous Wave
(FMCW) radar principle as the base radar system due to its relatively simple and well
known implementation.

FMCW radar radiates continuous signal whose operating frequency changes during
transmission. Operating frequency sweeps through some previously defined frequency
band B with a known function which is usually linear (most commonly sawtooth type
function is used [36]). The same frequency sweep is observed in the echo or received signal
which is delayed in time for the time required by the signal to travel to the object and be
reflected back. Emitted and received signals are then mixed in order to eliminate high-
frequency content in the received signal and use the low frequency difference to extract the
delay in the received signal. To provide the analytical basis we start with a typical sawtooth
wave which is made of periodic repetition (period T) of upchirp (frequency increases) or
downchirp (frequency decreases) signals. Upchirp’s frequency changes according to the
linear function with rate of change equal to γ = B

T . Carrier frequency is denoted by fc.
In the complex form, emitted signal is given by the function

St(t) = ei(2π fct+πγt2). (1)

Received signal is delayed in time for the time it takes the signal to travel to the
observed object and returns back. Geometry of a standard GBSAR system and position of
the object are described in Figure 1. Time delay between the transmission and detection is
denoted by td,

Sr(t) = St(t− td). (2)

After the mixing process we obtain signal S without high-frequency content 2π fct

S = Sr(t)St(t) = St(t− td)St(t) = e−i2πtd( fc+γt)eiπγtd
2
. (3)

All information about the observed object, that can be extracted by radar, is stored
in the signal S and reconstruction algorithms operate directly on the signal S. Signal S
can be interpreted in various different ways and the algorithm used for the reconstruction
depends on the interpretation of S. Using Fourier transform in the spatial domain signal S
can be interpreted as the spatial spectrum in azimuthal Kx and distance Kr variables [37].

S(Kr, Kx) = e−iKx x0 e−i
√

K2
r−K2

xy0 ei vc∆KrKx
4πγ Ae−i π

4 . (4)

Position of the object is saved in the x0 and y0 coordinates in the first two complex ex-
ponential functions. Coordinates are multiplied by wave vector variables Kx and

√
K2

r − K2
x.

Third exponential function is a residual of a finite recording step size and finite radar’s
bandwith B. It manifests through the ∆Kr parameter in the Fourier domain. Radar moves
with a constant speed v, c is a speed of light and γ represents chirp’s rate of change.

We note that this is only one of many ways of interpreting signal S and the choice of
reconstruction algorithm depends on this interpretation. This kind of interpretation leads
to frequency domain reconstruction algorithms. Time domain algorithms usually have
higher algorithm complexity but are more robust to the sensor irregular movement during
radar operation [38].
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Figure 1. Ground-based SAR geometry. Coordinates (x0, y0) represent position of a point object in
real space. In the dashed square, coordinates of the Fourier domain space or K-space are presented.
Kr is a wave vector coordinate in the range direction while Kx is a wave vector coordinate in the
x direction.

2.2. Image Reconstruction

Image reconstruction algorithms are used to generate radar image from the signal S.
In this work, signals were recorded using GBSAR radar which operates in the stop-and-go
mode. Received signal will be interpreted according to (3) and image reconstruction will
be based on Omega-K algorithm [39]. This algorithm has many different implementations
for images generated by GBSAR [37,40], but the main idea of these types of algorithms
is to apply several processing steps on the spatial spectrum and then use inverse Fourier
transform in order to extract position of the object.

Spatial spectrum (4) can be interpreted as a product of several functions carrying
information about the object and information about various side effects of SAR radar
acquisition. The task of the Omega-K algorithm is to separate those two parts and filter
information about side effects out. Second part of the spatial spectrum S,

ei vc∆KrKx
4πγ , (5)

represents residual frequency modulation due to finite step between two image acquisition.
If we filter out this part then the remaining part of the spatial spectrum contains information
about spatial coordinates of the object

e−iKx x0 e−i
√

K2
r−K2

xy0 , (6)

which can be extracted using the inverse Fourier transform. It gives δ(x − x0, y − y0),
or object position. Constant

Ae−i π
4 (7)

does not affect image reconstruction process.
Every Omega-K algorithm is a discrete implementation of previously described steps.

They differ by the way they treat spatial spectrum S in order to separate information about
position of the object from various side effects of image acquisition. They usually have
part for the residual frequency modulation compensation, interpolation from spherical to
Cartesian coordinate system and they end with 2D inverse Fourier transform (2D IFFT).

Reconstruction algorithms are used in order to recreate captured image according
to predefined signal model, such as (3). Ideally, reconstruction algorithms take signal S
and reproduce the image of the observed object without the loss of information in the
signal S. In reality, all those steps necessarily introduce an error in the reconstruction
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process and affect the information in S. Numerical algorithms, such as FFT, have very
well known and well-described numerical error and those steps do not affect information
in S significantly. On the other side, approximations, such as frequency modulation
compensation, residual-phase compensation, and interpolation from spherical to Cartesian
coordinate system, are approximation steps associated to the predefined signal model.
Algorithms used in those steps are not as researched as the FFT algorithm is, they are not
implemented in numerical libraries, and they necessarily degrade the information in S as
a result of their approximation character [37]. Although it is easier for human beings to
notice useful information and recognize captured object in the reconstructed image than
it is in the raw data, it does not mean that there is more information in the reconstructed
image. As is described before, just the opposite is true due to all approximation algorithms.
Reconstructed representation of the signal S is just easier for human beings to grasp than
the raw data. That means that a neural network based classifier, that operates directly
on the raw data, has a significant potential for a higher accuracy than the classifier that
operates on the reconstructed images.

2.3. Implementation

In order to obtain radar images of objects from the ground while keeping flexibility
regarding step size, total aperture length, polarization, and observing angle, GBSAR named
GBSAR-Pi was developed. It is based on Raspberry Pi 4B (RPi) microcomputer that controls
voltage controlled oscillator (VCO) in FMCW module Innosent IVS-362 [41]. The module
operates in 24 GHz band and, besides VCO, has integrated trasmitting and receiving
antenna, and mixer. The mechanical platform which contains RPi with AD/DA converter,
FMCW module and amplifier is tailor 3D printed to enable precise linear movement and
change of polarization. Polarization can be manually set to horizontal (HH) or vertical (VV).
Movement of the platform is provided by 5V stepper motor. Figure 2 shows developed
GBSAR-Pi: on one side of 1.2 m long rail track is stepper motor which is controlled by the
RPi located in the movable white 3D printed platform. The platform also contains FMCW
module on the front and touch-screen display used for measurement parameter setup,
monitoring, and ultimately representation of reconstructed radar image.

Figure 2. Developed GBSAR-Pi.

Developed GBSAR-Pi works in stop-and-go mode. The process of obtaining measure-
ment for one radar image is following: RPi over DA converter controls VCO on FMCW
module to emit upchirp signals using Vtune pin, as shown in Figure 3. The module in each
step transmits and receives signals, mixes them, and the resultant signal in low frequency
band is sent to the microcomputer over In phase pin (IF1 in Figure 3) and AD converter.
In order to maximize SNR, in each step the system emits multiple signals and stores the
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average of received ones. When the result is stored, RPi runs stepper motor via four control
pins to move the platform for one step of previously set size. The enable pin in Figure 3 is
used to switch off the power supply of the VCO. The process continues until it reaches last
step. After that obtained matrix of average signals from each step is stored locally and sent
to the server.

Figure 3. GBSAR-Pi scheme.

FMCW signals transmitted by the module have central frequency of 24 GHz and
sweep range is set to 700 MHz bandwidth. Hence, from well known equation for FMCW
range resolution Rr = c

2B , the used bandwidth provides range resolution of the system
Rr = 21.4 cm. Each sweep in emitted signal is generated by RPi with 1024 frequency points
and has a duration of 166 ms which gives chirp rate change of frequency γ = 4.2× 109.
Signal stored in each step is average of 10 received signals. FMCW module has output
power (EIRP) 12.7 dBm. Number of steps and step size are adjustable and in our measure-
ments there were two cases: case of 0.4 cm step size and 160 steps, and 1 cm step size and
30 steps case. Antennas polarization can be changed manually by rotating case with FMCW
module set on the front side of the platform. Since the antennas are integrated within
the module, the system is limited to HH and VV polarizations only. GBSAR-Pi use two
battery sources: first one charges RPi, AD/DA converter and FMCW module, and second
one stepper motor. The whole system is, thus, fully autonomous with the system being
controlled by display set on the platform and optionally an external keyboard.

Following Section 2.2, image reconstruction algorithm Omega-K was implemented
using python programming language and additional libraries numpy and scipy. Regarding
the algorithm, most important methods of the implementation are numpy FFT (Fast Fourier
Transform) and IFFT (Inverse FFT), and scipy interpolate which provides one-dimensional
array interpolation (interp1d). The visualization of a reconstructed radar image was
accomplished using libraries matplotlib (pyplot) and seaborn (heatmap). Implementation
consists of following steps: Hilbert transform, RVP (Residual Video Phase), Hanning
window, FFT, Reference function multiply (RFM), interpolation, IFFT, and visualization.
Complete program code with adjustable central frequency, bandwidth, chirp duration,
and step size is given in [42].

3. Data Acquisition
3.1. Measurements

The measurements were taken using GBSAR-Pi. There were two sets of measurements:
the first was conducted in laboratory conditions, while the second set of measurements
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was obtained in a more complex “real world” environment. Thus, we named the collected
datasets LabSAR and RealSAR, respectively.

In LabSAR, three test objects set at the same position in an anechoic chamber are
recorded. The test objects were a big metalized box, a small metalized box, and a cylindrical
plastic bottle filled with water. Hence, the objects were different in size and material
reflectance. The distance between GBSAR-Pi and the observed object did not change
between measurements and was approximately 1 m. The azimuth position of the object was
at the center of the GBSAR-Pi rail track. Only one object was recorded in each measurement
for this setup. All measurements were conducted using horizontal polarization. 160 steps
of size 4 mm gave total aperture length of 64 cm.

In RealSAR, the conditions were not as ideal. The measurements were intentionally
conducted in a room full of various objects in order to produce additional noise. Once
again, there were three test objects. However, the objects were empty bottles of similar
size and shape. The bottles could be distinguished based on the different reflectances
of the material. The three bottles used as test objects were made from aluminium, glass,
and plastic. Compared to LabSAR, there was much more variance in recorded scenes
since any of the eight (23) possible subsets of three objects could appear in a given scene
(including an empty scene without any objects). Moreover, the different object positions,
which vary in both azimuth and range direction, and different polarizations used for
recording also contribute to the complexity of the task. We note that any scene can include
at most one object of a certain material. Compared to LabSAR, the step size was increased
to 1 cm, while the total aperture length was decreased to 30 cm. RealSAR objects are shown
in Figure 4. Comparison between measurement sets is given in Table 1.

Figure 4. RealSAR objects: aluminium, glass and plastic bottle, and GBSAR-Pi.
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Table 1. LabSAR and RealSAR measurement set comparison. First five rows describe objects and
scenes, while others GBSAR-Pi parameters used in the measurements.

LabSAR RealSAR

Objects (# of measurements) big (37) and small (70) metalized
box, and bottle of water (43)

aluminium (172), glass (172) and
plastic (179) bottle

# of scene combinations 3 8
Object distance [cm] 100 between 20 and 70

Object position center various
# of images 150 338

Azimuth step size [cm] 0.4 1
Azimuth points 160 30

Total aperture length [cm] 64 30
Range resolution [cm] 21.4 21.4

Polarization HH HH and VV
FMCW central frequency [GHz] 24 24

Bandwidth [MHz] 700 700
Chirp duration [ms] 166 166

Frequency points 1024 1024
Time per measurement [min] 15 4

3.2. Datasets

Using the measurement sets LabSAR and RealSAR, four datasets were created: LabSAR-
RAW, LabSAR-IMG, RealSAR-RAW, and RealSAR-IMG. LabSAR-RAW and RealSAR-RAW
consist of raw data from measurement sets mentioned in their names. At the same time,
LabSAR-IMG and RealSAR-IMG contain radar images generated using the reconstruction
algorithm on that raw data. Since the number of frequency points in GBSAR-Pi did not
change throughout the measurements, the dimensions of matrices in RAW datasets depend
only on the number of steps: in LabSAR-RAW, each matrix is 160 × 1024, while in RealSAR-
RAW, it is 30 × 1024. Dimensions of both IMG datasets are the same: 496 × 369 px. The
LabSAR datasets contain 150 and the RealSAR datasets 337 matrices (RAW) and images
(IMG). Specifically, in LabSAR datasets, there are 37 data points containing a big metalized
box, 70 data points with a small metalized box, and 43 data points containing a bottle
of water. It is important to emphasize that measurement conditions and test objects of
LabSAR proved not to be adequately challenging for object classification. Models trained
on LabSAR-RAW and those trained on LabSAR-IMG all achieved extremely high accuracy
and could, thus, not be meaningfully compared. This is why we primarily focused on
classification and comparisons based on RealSAR datasets, while the LabSAR datasets were
used to pretrain neural network models.

Along with single object measurements, RealSAR datasets also include all possible
combinations of multiple objects and scenes with no objects, which affects the number of
measurements per object. Therefore, 337 raw matrices of RealSAR measurements include
172 matrices of scenes with an aluminium bottle, 172 matrices with a glass bottle, and
179 matrices with a plastic bottle. RealSAR datasets also contain 29 measurements of a
scene without objects.

Four examples of two RealSAR datasets are shown in Figure 5. Left image of each
example is a heatmap of raw data (an example from RealSAR-RAW), while right one is an
image reconstructed using that data (an example from RealSAR-IMG). Aforementioned
dimensions of matrices in RealSAR-RAW dataset can be seen in the raw data examples. Hor-
izontal axis represents number of steps in the GBSAR measurement (in our case 30 steps),
while vertical axis number of frequency points in one FMCW frequency sweep (in our
case 1024). Four depicted examples stand for four scenes: (a) empty scene, (b) scene with
aluminium bottle, (c) with aluminium and glass bottles, and (d) with all three bottles. The
examples highlight three possible problems for image-based classification:
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• Scaling: pixel colors in each reconstructed image represent different intensity. The pat-
tern visible in reconstructed empty scene (Figure 5a) is actually crosstalk generated by
the FMCW module and it is present in all measurements but is only noticeable in that
image due to set scale. The scale was not fixed in order to prevent some objects (such
as plastic bottle) to fade out from the reconstructed image.

• Angle of measurement: limited field of view due to finite GBSAR track size influences
the representation of edge objects although virtual extension of azimuth axis is used in
reconstruction algorithm to avoid compression of multiple images in the main field of
view. In Figure 5b, aluminium bottle is set in the middle of the scene while in example
Figure 5c it is set slightly to the right and more distant. It can be seen that the same
object is differently represented in two reconstructed images.

• Difference in reflectance: in scenes where reflectance of one bottle is much higher than
other bottle, after reconstruction process, one with lower reflectance can be hard to
see. This problem can be spotted in reconstructed image of Figure 5d in which plastic
bottle is not visible.

On the other hand, since input data in raw-based classification model is not prepro-
cessed, the integrity of the data is preserved and, hence, such model has an advantage over
image-based one.

Both variants of the RealSAR dataset were split into training, validation, and testing
splits in the ratio of approximately 60:20:20. The splits consist of 204, 67, and 67 examples,
respectively. A single class, in our setting, is any of the 2n subsets of n different objects that
can be present in the scene. Thus, in our case, there are 8 classes. The split was performed
in a stratified fashion [43], meaning that the distribution of examples over different classes
in each split corresponded to the distribution in the whole dataset. Since RealSAR-IMG was
created by applying the Omega-K algorithm on examples in RealSAR-RAW, both variants
contain the same examples. The training, validation, and testing splits, as well as any
subset of the training set used in experiments, also contain the same examples in both RAW
and IMG variants.

Figure 5. Cont.
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Figure 5. Pairs of RealSAR-RAW (left) and RealSAR-IMG (right) examples. Example pair (a) repre-
sents an empty scene, (b) scene with an aluminium bottle, (c) scene with an aluminium and a glass
bottle, while (d) contains all three bottles.

4. Deep Learning
4.1. End-to-End Learning vs. Feature Engineering

In classical machine learning, we usually need to transform our raw data to make it
suitable as input to our machine learning model. We extract a set of features from each
raw data point using classical algorithms or hand-crafted rules. The process of choosing
an appropriate set of features with corresponding procedure for their extraction is called
feature engineering [44].

With the advent of deep learning, approaches with fewer preprocessing steps have
become more popular. Instead of manually transforming raw data into representations
appropriate for the model, new model architectures were developed that were able to
consume raw data [33]. Such models would implicitly learn their own optimal represen-
tations [34] of raw data, often outperforming model which learned on fixed, manually
extracted features [45]. This paradigm is also referred to as end-to-end learning.

We designed our models and experiments to compare and contrast these two
paradigms. The first approach is to use an existing image classification architecture
ResNet18, which has been shown to be able to tackle a diverse set of computer vision
problems [46,47]. This model is trained on RGB images reconstructed from radar data using
Omega-K algorithm [39]. The second is an end-to-end learning approach, where the input
is raw data collected with our GBSAR-Pi. The model architecture is based on ResNet18,
with a few modifications to accommodate learning from raw data.

4.2. Multi-Task Learning and Multi-Label Classification

Our task consists of detecting the presence of multiple different objects in a scene.
Instead of training a separate model for recognizing each individual object, we adopt the
multi-task learning paradigm [48] and train only one model which recognizes all objects at
once. The model consists of a single convolutional backbone which learns shared feature
representations [49] that are then fed to multiple independent fully-connected binary
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classification output layers (heads). Each classification head is designated for classifying
the presence of one of the objects which can appear in a scene. We calculate the binary
cross-entropy loss for each head individually. The final loss which is optimized during
training is the arithmetic mean of all individual binary cross entropy losses. The described
formulation is also known as multi-label classification [50]. An alternative formulation
would be to do multi-class classification. In multi-class classification, each possible subset
of objects which can occur in a scene would be treated as a separate class. There would
only be one head which would classify examples into only one of the classes. Although we
do care that our model learns to recognize all possible object subsets well, we chose not
to address the problem in this way because it does not scale. Namely, for n objects, there
are 2n different subsets. This means the number of outputs of a multi-class model grows
exponentially with the number of objects that can appear in a scene. In contrast, in the
multi-label formulation, there are only n outputs for n different objects.

4.3. Models

We train and evaluate multiple approaches for raw data and image-based classification.
For image data, we test two popular efficient convolutional architectures for low-powered
devices: MobileNetV3 [51] and ResNet18 [46], and compare their results. For raw radar
data classification we consider two baseline approaches to compare against. The first is
a single-layer fully connected classifier, while the second one uses an LSTM [52] network
to process data before classifying it. We also apply the two convolutional architectures-
MobileNetV3 and ResNet18-to classifiy raw radar data because of multiple reasons. Firstly,
these networks have been shown to work well across a wide array of classification tasks.
Secondly, the inductive biases and assumptions of convolutional neural networks regarding
spatial locality [53] make sense for raw data as well. This is because raw radar data points
are 2D matrices of values. The horizontal dimension corresponds to the lateral axis on
which the radar moves as it records the scene (shown in Figure 5a). The values in the
vertical dimension represent the signal after the mixer in FMCW system whose frequency
correlates with the distance of objects. Finally, our main contribution in this regard is a
modification to the ResNet18 network (RAW-RN18) when applied raw radar data, which
prevents subsampling of the input matrix in the horizontal dimension.

Each of our image-based classification models takes a batch of RGB images with
dimensions (496, 369, 3) as input. The pixels of RGB images are preprocessed by subtracting
the mean and dividing by the standard deviation of pixel values, with statistics calculated
on the train set. This is common in all computer vision approaches. For each image in the
batch, the model outputs three numbers, each of which is then fed to the sigmoid activation
function. The output of each sigmoid function is a posterior probability distribution
P(Yi = 1|x), where i ∈ {aluminium, glass, plastic}. Each of the three distributions is the
probability that the corresponding object (aluminium, glass, or plastic) is present in the
scene. To summarize: P(Yi = 1|x) = σ(model(x)i).

Raw data classification models take a batch of 2D matrices of real numbers with
dimensions (1024, 30, 1) as input. We preprocess raw data matrices in the same way that we
do for images, with the raw data statistics also calculated on the train set. Raw data models
produce the outputs in the same format as the image-based models. Figure 6 describes the
machine learning setup for both input modalities.

All models are trained in the multi-label classification fashion. For each of the three
outputs, we separately calculate a binary cross-entropy loss: L = −y log P(Y = 1|X)− (1−
y) log(1− P(Y = 1|X)), where y is the ground truth label and P(Y = 1|X) is the predicted
probability of the corresponding object. The total loss is calculated as the arithmetic mean
of the three individual losses.
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Figure 6. The machine learning setup for all image and raw data models. For image-based classifi-
cation, the dimensions of input images are (496, 369, 3). For raw data classification, the dimensions
of the input matrix are (1024, 30, 1). All models produce three posterior probability distributions
P(Yi = 1|x), where i ∈ {aluminium, glass, plastic}.

During training, we use random color jittering and horizontal flipping as data aug-
mentation procedures. These are common ways of artificially increasing dataset size and
improving model robustness in computer vision. To extend color jittering to raw data
classification, we add Gaussian noise with variance σ2 = 0.01 to each element of the
input matrix.

4.3.1. Baselines

We develop two baseline approaches for raw data classification. The first is a single-
layer fully connected classification neural network. It flattens the input matrix of dimen-
sions (1024, 30) into a vector of 30,720 elements. The vector is then fed to a fully-connected
layer which produces the output vector with three elements. The network is shown in
Figure 7. The second approach uses a single-layer bidirectional LSTM network for clas-
sification [54], which processes the inputs sequentially in the horizontal dimensions. It
treats the input matrix with dimensions (1024, 30), as a sequence of 30 tokens with size
1024. Each 1024-dimensional input vector is embedded into a 256-dim representation by
a learned embedding matrix [55], which is a standard way of transforming LSTM inputs.
Because LSTM network is bidirectional, it aggregates the input sequence by processing it in
both directions, using two separate unidirectional LSTM networks. The dimension of the
hidden state is 256. The final hidden states of both directions are concatenated and then fed
to a fully-connected classification layer. The network is shown in Figure 8.
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Figure 7. Single-layer fully connected neural network classifier for raw data. The input matrix
of dimensions (1024, 30, 1) is flattened into a vector of 30,720 elements. The vector is then fed
to a fully connected classifier with the sigmoid activation function, which produces an output
vector size 3 which represents three posterior probability distributions P(Yi = 1|x), where i ∈
{aluminium, glass, plastic}.

Figure 8. Raw data classifier based on the long short term memory network. Since the LSTM is a
sequential model, the input matrix with dimensions (1024, 30) is processed as a sequence of 30 vectors
with size 1024. Each 1024-dimensional input vector is embedded into a 256-dim representation by a
learned embedding layer (Emb). The dimension of the hidden state is 256. The bidirectional LSTM
network aggregates the input sequence by processing it in two directions and concatenating the
final hidden states for both directions. As with the fully connected classifier, the resulting vector is
given to a fully connected classifier with the sigmoid activation function, which the three posterior
probability distributions.

4.3.2. Computer Vision Models

For image-based classification, we employ two popular efficient convolutional neu-
ral network classification architectures: MobileNetV3 [51] and ResNet18 [46]. These
lightweight, efficient, networks have been shown to work well across a wide array of
classification tasks. We chose them because they are tailored to work on low-powered
devices, such as Raspberry Pi, which we want to use to run model inference in real-time.
Furthermore, the dataset which we developed is small so we opt for smaller models
and forgo using larger classification architectures. We use both networks without any
modifications for image and raw data classification.

Our main contribution came from analysing the ResNet18 architecture and devising
an architectural modification to make the network more suitable for raw data classification.
The ResNet18 network is composed of 17 convolutional layers and one fully-connected out-
put layer. After the initial convolutional layer (conv1) which is followed by a max pooling
layer, the remaining 16 convolutional layers are divided into 4 groups (conv2, conv3, conv4,
conv5). Each group consists of 2 residual blocks, each of which consists of 2 convolutional
layers. Residual blocks have skip (residual) connections which perform identity mapping
and add the input of the residual block to the output of the two convolutional layers. In the
vanilla ResNet18 architecture, the convolutional layers transform the input by gradually
reducing the spatial dimensions and increasing the depth (number of feature maps). The
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spatial dimensions are halved in 5 places during the forward pass of the network, by using
a stride of 2 in the following layers:

• The first convolutional layer (conv1);
• The max pooling layer before the first group of convolutional layers;
• The first convolutional layer of each of the remaining groups (conv3_1, conv4_1, conv5_1).

Figure 9 shows all of the ResNet18 layers and their groups, with the four convolutional
layers which perform subsampling emphasized. Because the input tensor is halved in both
spatial dimensions 5 times, output of the last convolutional layer is a tensor whose both
spatial dimensions are 32 times smaller than that of the input. The depth of the tensor is
512. Global average pooling (GAP) is used to pool this tensor across the spatial dimensions
into a vector of size 512. This shared representation is given as input to the fully-connected
output layer which outputs a posterior probability P(yi = 1|x) for each object i.

Figure 9. All 17 convolutional layers and one fully-connected layer of the unmodified ResNet18
network. The convolutional layers are grouped into 5 groups: conv1, conv2, conv3, conv4, and
conv5. There are four convolutional layers that downsample the input tensor by using a stride of 2.
They are the first convolutional layers in groups conv1, conv3, conv4, and conv5. These layers are
emphasized in the image. There is also a max pooling layer between groups conv1 and conv2, which
also downsamples the image by using a stride of 2. Since the input image is downsampled five times,
the resulting tensor which is output by the final convolutional layer is 32 times smaller in both spatial
dimensions than the input image.

We considered the dimensionality of our input data: the vertical dimension is 1024,
while the horizontal dimension is 30. Furthermore, while the two spatial dimensions of
reconstructed images are similar (496 and 369), with an aspect ratio of 1.34, we can see
this is not the case with raw radar data, where the horizontal dimension is much smaller
than the vertical. In general, since we are focused on GBSAR with a limited aperture size,
the horizontal dimension—which corresponds to the number of steps—will usually be low.

With that in mind, we see that the resulting tensor after the convolutional layers in
ResNet18 is downsampled to have spatial dimensions (32, 1). Our modification changes
the network so that it does not downsample the input data in the horizontal dimension
at all. As we described, subsampling is performed in four of the convolutional layers and
one max pooling layer of the network. In all cases, the subsampling is performed by using
a stride of 2 in both spatial dimensions for the sliding window of either a convolutional
or a max pooling layer. We change the horizontal stride of these downsampling layers
from 2 to 1, while we keep the vertical stride unchanged. Figure 10 shows how the raw
data input matrix is gradually subsampled in ResNet18 after the first convolutional layer
(conv1), and each convolutional group (conv2, conv3, conv4, conv5), with and without our
modification. The dimensions in the figure are not to scale since it would be impractical
to display. Rather, it shows symbolically that without our modification, the horizontal
dimension is subsampled from 30 to 1, while with the modification it remains 30.
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Figure 10. The spatial dimensions of the input raw data matrix and subsequent subsampled interme-
diate representations after each group of convolutional layers. For groups conv1, conv3, conv4, and
conv5, the subsampling is completed in the first convolutional layer of the group. For group conv2,
the subsampling is completed in the max pooling layer immediately before the first convolutional
layer of conv2. The first diagram show how, without any modification to the ResNet18 architecture,
both the vertical and horizontal dimensions are halved five times. The vertical dimension is down-
sampled from 1024 to 32, while the horizontal dimension is downsampled from 30 to 1. The second
diagram shows how only the vertical dimension is subsampled after our modification to the ResNet18
architecture, while the horizontal dimension remains constant. This is because our modification sets
the horizontal stride of subsampling layers to 1. Note that the dimensions in the figure are not to
scale due to impracticality of displaying very tall and narrow matrices.

This modification does not change the dimensionality of any kernels of the convolu-
tional layers, so it does not add any parameters to the model. Thus, it does not prevent us
from using any pretrained set of parameters of the original ResNet18 architecture. Even
though the horizontal stride of the modified network is different, which can change the
horizontal scale and appearance of features in deeper layers of the network, using existing
ImageNet-pretrained weights is still a sensible initialization procedure. ImageNet pretrain-
ing has been shown to be consistently beneficial in a wide array of image classification tasks,
some of which have different image dimensions, scales of objects appearing in the images,
and even cover an entirely different domain of images than the ImageNet-1k dataset [56,57].
We empirically validate the contribution of pretraining for weight initialization in our
experiments.

The modification results in the dimension of the tensor output by the last convolutional
layer in the network being (32, 30), since the input is not subsampled in the horizontal
dimension. The depth of that tensor remains 512, and the global average pooling layers
aggregates this tensor across the spatial dimensions into a vector of size 512. Thus, the vector
representation which is fed to the fully-connected output layer is of the same dimensionality
as before the modification, the output layer also does not require any changes.
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5. Experiments
5.1. Experiment Setup

To evaluate our models we perform experiments on the RealSAR dataset. We eval-
uate and compare two main approaches, each with a number of modifications regarding
data augmentation procedures, weight initialization, the size of the training set and the
classification architecture used. The first approach consists of models which work on
reconstructed images. We train and evaluate them on the RealSAR-IMG dataset. In the
second approach, we evaluate models which work with raw radar data. Experiments
for the second approach are performed on the RealSAR-RAW dataset. All experiments
were completed in a multi-label classification setting, where each label denotes the absence
or presence of one of the three different objects that we detect. The training procedure
minimized the mean of binary cross-entropy losses of all labels.

We chose all hyperparameters manually, by testing and comparing different combina-
tions of values on the validation set. In all experiments for both models, we use the Adam
optimizer, with a learning rate of 2× 10−4, and the weight decay parameter set to 3× 10−4.

Experiments on the full training set (156 examples) are performed over 30 epochs,
with a batch size of 16, which results in 300 parameters updates. To ensure comparisons
are fair, when training on subsets of the training set, the number of epochs is chosen, such
that the total number of parameter updates stays the same.

To prevent our models from overfitting and increase robustness to noise, we use two
stochastic data augmentation procedures during training: random horizontal flipping and
color jittering. Since the radar moves laterally when recording a scene the raw recorded
data are equivariant to changes in the lateral positions of objects in the scene. The Omega-
K algorithm preserves the equivariance as well. Thus, for both the raw and the vision
representation of any given scene, the horizontally flipped representation corresponds to
rearranging the scene to be symmetric with respect to the middle of the lateral axis. Thus,
the horizontal flip transformations does not change the semantics, i.e., the labels of that
representation, and can be used as an augmentation procedure. Color jittering is used
in computer vision to stochastically apply small photometric transformations on images.
This artificially increases the dataset, since in every epoch, each image is transformed
with different parameters, sampled randomly. One novelty we introduce is to extend this
technique to raw data as well, by adding small Gaussian noise to each example. We validate
this contribution empirically.

We trained both the raw and the image-based models with different modifications. To
explore the contribution of transfer learning [34], we used three different weight initial-
ization procedures: random initialization [58], initializing with ImageNet-1k pretrained
weights, and initializing by pretraining on the LabSAR dataset. To test how the model
improves as more data are collected, we performed experiments on 25%, 50%, 75%, and
100% of examples in the training set. The validation and test sets remained fixed throughout
all experiments to ensure fair comparisons. Through these experiments we converged to
the two best models: one based on raw radar data, and the other based on reconstructed
images. We used these two models to performed further analyses.

To test whether combining models trained on different input modalities yields an
increase in performance, we evaluated an ensemble model. The ensemble consists of the
best RAW and the best IMG model. Its output vector is the mean of the output vectors of
the two models.

5.2. Metrics

All of our models are trained in the multi-label classification setting. The model output
P is a vector of n numbers, where n is the number of different objects which can appear
in a scene. The element i of the output vector (P[i]) is the probability given by the model
that the corresponding object i is present in the scene. The probability of its absence is
1− P[i]. Thus, the detection of each individual object can be seen as a separate binary
classification problem.



Remote Sens. 2022, 14, 5673 17 of 27

In binary classification evaluation, we have a set of binary ground truth labels for all
examples, and the corresponding model predictions, either as probabilities or as binary
values (0 and 1). When the predictions are binary values, the pair consisting of the ground
truth label and the prediction for any example in the dataset can be classified into one of
four sets:

• True negative (TN): the object is not present, and the model predicts it correctly;
• False negative (FN): the object is present, but the model incorrectly predicts it is not;
• False positive (FP): the object is not present, but the model incorrectly predicts it is;
• True positive (TP): the object is present, and the model predicts it correctly.

Various metrics can be defined using the described quantities. Accuracy measures the
percentage of correct predictions:

Acc =
TN + TP

TP + TN + FP + FN
(8)

Precision (P) measures how many positive predictions were correct:

P =
TP

TP + FP
(9)

It decreases as the number of false positives increases. Recall (R) measures how many
positive examples were captured:

R =
TP

TP + FN
(10)

It decreases as the number of false negatives increases. If we want a strict metric which will
penalize both excessive false positives and false negatives, we can use the F1-score, which
is the harmonic mean of precision and recall:

F1 =
2 · P · R
P + R

=
2 · TP

2 · TP + FP + FN
(11)

Since the output P[i]of the model is the probability of the positive class, we classify an
example as a positive if the probability is higher than a certain threshold T[i]. Otherwise, we
classify it as a negative. The natural threshold to choose is 0.5. However, the actual optimal
threshold varies depending on the metric. For example, recall increases as the threshold
decreases. The minimum threshold (0) will maximize recall (1.0), since it will capture all
positive examples. A threshold that is higher than the highest prediction probability will
minimize recall (0.0), since it will not capture any positive examples. Conversely, a higher
threshold tends to result in higher precision, since only very certain predictions will be
classified as positive.

To remove the variability of the choice of the threshold from model evaluation and
comparison, the average precision (AP) metric is often used. It is calculated as the average
over precision values for every possible recall value. To extend it to the multi-label setting
(multiple binary classification problems), we use the mean average precision (mAP) which
is the arithmetic mean of the AP values of all individual tasks.

Once the best model has been chosen according to mAP, in order to use it to make
predictions, we have to find the optimal threshold parameter for each individual output.
We want our model to perform well on all classes, i.e., all 8 possible subsets of objects that
can appear in the scene. Thus, we choose a vector of thresholds such that it maximizes the
macro-F1 score on the validation set [59].

The macro-F1 score is a multi-class extension of the F1 score. It is calculated as the
arithmetic mean over the F1-score of each class.

macro-F1 =
1
n

n

∑
k=1

F1k (12)
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To calculate the F1-score of a given class ck in a multi-class setting, the results are
reformulated as a binary classification problem. Class ck is treated as the positive class,
while all other classes are grouped into one, negative, class. The multi-class confusion
matrix is accordingly transformed into a binary confusion matrix. The quantities necessary
for calculating the binary precision and recall values are then obtained as shown on
Figure 11.

Figure 11. The transformation of a multi-class confusion matrix into a binary confusion matrix for
class ck. The macro-F1 score is calculated as the arithmetic mean of F1 scores of all classes [60].

5.3. Results

We consider two main approaches for GBSAR object classification, which correspond
to the two possible input modalities: raw radar data (RAW) and reconstructed images
(IMG). For raw data approaches, we compare five different classification architectures
described in Section 4: the fully-connected baseline model (FC), the LSTM-based baseline
model (LSTM), the ResNet18 (RN18) and MobileNetV3 (MNv3) convolutional architectures
applied without any modifications, and, finally, our ResNet18 modified to handle raw
radar data (RAW-RN18). For image-based approaches, we compare classifiers based on
two convolutional architectures: ResNet18 and MobileNetV3.

Firstly, we validate the contribution of extending jittering as a data augmentation
procedure to the raw input data modality. Table 2 shows the mAP results for all raw
data approaches with and without jittering. For a given class, the AP metric averages
the precision score over all possible recall scores, which correspond to different threshold
values for classification. This makes our comparison of different variants of our approaches
invariant to the threshold value. The mean AP score (mAP) is obtained by averaging the
AP over all classes. It can be seen that jittering improves performance across the board.
We also see that popular computer vision architectures ResNet18 and MobileNetV3 offer



Remote Sens. 2022, 14, 5673 19 of 27

considerable improvements compared to the two baseline approaches, even when applied
to raw data without any modification.

Table 2. Comparison of performance of all raw data models with and without jittering. The metric
used is mean average precision (mAP).

Augmentation
Model

FC LSTM MNv3 RN18 RAW-RN18

No jittering 90.89 92.51 96.07 96.95 99.51
With Jittering 90.97 92.87 6.23 97.12 99.73

We compare all considered raw and image-based classification models, combined with
different weight initialization procedures. The weight initialization procedures that we
consider are the following: random initialization (random), pretraining on the LabSAR
dataset (LabSAR), pretraining on the ImageNet-1k dataset (ImageNet), and pretraining on
ImageNet-1k followed by LabSAR (ImageNet + LabSAR). Table 3 shows the mAP results for
all combinations for the raw and image-based classification models. We see that ResNet18
and MobileNetV3 improve upon the baseline for both input modalities. However, for raw
data, our modified ResNet18 (RAW-RN18), which ensures that the input tensor is not
subsampled in the spatial dimension, significantly outperforms those models. As expected,
we see that the vanilla, unmodified ResNet18 and MobileNetV3 architectures are more apt
for image-based input, as they achieve significantly better results there compared to raw
data. We also observe that out of the two convolutional architectures that we considered,
the ResNet18 network consistently outperforms MobileNetV3 for this task. Finally, we
can see that pretraining on ImageNet generally improves performance, while LabSAR
pretraining is only beneficial in some cases, with a smaller impact. The knowledge learned
from pretraining on LabSAR measurements with limited variance due to the controlled
laboratory conditions in which they were captured proved not to transfer as significantly
to the more complex RealSAR dataset.

Table 3. Comparison of performance of all considered raw and image-based classification models in
combination with all different weight initialization procedures on the validation set. The metric used
is mean average precision (mAP).

Input Type Model
Weight Initialization

Random ImageNet LabSAR ImageNet + LabSAR

RAW
MNv3 96.23 96.59 96.31 96.39
RN18 97.12 97.42 97.27 97.38

RAW-RN18 99.73 99.71 99.67 99.95

IMG MNv3 98.29 98.71 98.34 98.66
RN18 99.35 99.75 99.04 99.64

Based on the results of these experiments, we converged to two main approaches
for subsequent experiments. For raw data, we use our modified ResNet18 (RAW-RN18)
model, while for image data we use the standard ResNet18. To observe how the size of
the training dataset impacts performance, we train our models on subsets that contain
25%, 50%, and 75% of all training set examples. Thus, we perform training with all of the
following combinations:

• Model type: IMG, RAW;
• Weight initialization: random, LabSAR pretrain, ImageNet-1k pretrain;
• Training set size: 1/4, 1/2, 3/4, Full;

The results on the validation set are displayed in Table 4. They show that models
based on raw data experience a smaller drop in performance when trained on a smaller
training set.



Remote Sens. 2022, 14, 5673 20 of 27

Table 4. Comparison of performance of the two best model configurations for image and raw data
classification. The chosen image model was an unmodified ResNet18 (RN18), while the chosen
raw data model was a ResNet18 with our modification which prevents horizontal subsampling
(RAW-RN18). We compare the two models across different weight initialization procedures and
training set sizes on the validation set. The metric used is mean average precision (mAP).

Model
Training Set Size

0.25 0.5 0.75 Full

IMG, RN18, random 96.56 98.72 99.33 99.35
IMG, RN18, ImageNet 96.25 98.63 99.33 99.75
IMG, RN18, LabSAR 98.07 99.65 99.03 99.04

IMG, RN18, ImageNet + LabSAR 96.56 98.94 99.31 99.64

RAW, RAW-RN18, random 98.25 99.13 99.66 99.73
RAW, RAW-RN18, ImageNet 98.66 99.51 99.60 99.71
RAW, RAW-RN18, LabSAR 98.74 98.89 99.23 99.67

RAW, RAW-RN18, ImageNet +
LabSAR 98.45 99.63 99.82 99.95

We chose one RAW model and one IMG model with the best performance on the vali-
dation set to perform further analyses. The best IMG model was pretrained on ImageNet,
while the best RAW model was pretrained first on ImageNet, then on LabSAR. Per-class
AP scores on the test set for the two chosen models are displayed in Table 5. The mAP
scores on the test set of both models are significantly lower than results on the validation
set. This is expected since all results in Table 4 are chosen from the best epoch, as measured
on the validation set. The validation set is used to choose the best hyperparameters for the
model, as is standard practice in machine learning [43,61]. On the other hand, the test set
results of chosen models are realistic mAP performance estimates. The RAW model has the
higher AP score for classes aluminium and plastic, while the IMG model is slightly better
for the glass bottles. The RAW model also has the higher mean AP score. This suggests
that classification based on raw radar data, which circumvents lossy reconstruction steps,
coupled with architectural modifications of neural networks can yield better performance
than traditional computer vision approaches on reconstructed images. Figure 12 shows
the average test mAP of the RAW and IMG pairs of models for each combination of the
weight initialization scheme and training set size. We notice the general trend of increasing
performance as the training set grows. The plots in the graph do not seem to be in a satu-
ration regime, so additional data would be expected to increase the performance further.
ImageNet pretraining is shown to be beneficial both in regards to the total performance
and to the stability across different training set sizes.

Table 5. Per-class AP performance of the best IMG and RAW models on the test set.

Aluminium Plastic Glass Mean

IMG, ImageNet 98.07 97.42 98.07 97.85

RAW, ImageNet + LabSAR 98.71 98.12 97.85 98.23

To obtain a thorough evaluation of the performance of our two chosen models, we also
test them in a multi-class setting. There are eight classes that cover all possible combinations
of objects in the scene. In this way, we can get more insight into how the model behaves for
objects when they appear individually in the scene versus how different groups of objects
interact. This is especially interesting since the considered objects have varying reflectances
and, thus, certain pairs of objects might be more difficult to discern among than others. We
average the F1 score of each class to obtain the macro-F1 score. Although the comparison of
different approaches in Table 4 was performed over all thresholds (mAP), for a multi-class
comparison of the two chosen models, we need to choose concrete threshold parameters.
For each of the two models, we find a threshold vector which maximizes the macro F1
score over all classes on the validation set. Table 6 shows the validation F1 score of each
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class, along with the macro F1 score, for both models. Once the threshold has been chosen
using the validation set, we evaluate the models on the test set. The test set results are
shown in Table 7. The RAW model outperforms the IMG model in all classes except for
the glass–plastic combinations. The test set results also include the results of the ensemble
model created by averaging the predictions of the two models.

Figure 12. Average test mAP of the RAW and IMG pair of models for each combination of weight
initialization scheme and training set size.

Table 6. Per-class F1 scores and the macro F1 score for the best threshold values on the validation set.
E—Empty, A—Aluminium, P—Plastic, and G—Glass.

E A P G A, P A, G G, P A, G, P Mean

IMG, ImageNet 90.91 100 83.33 87.50 94.12 100 100 100 94.48
RAW, ImageNet + LabSAR 90.91 93.33 95.24 94.74 100 100 100 100 96.78

Table 7. Per-class F1 scores and the macro F1 score of the two best models and their ensemble on the
test set. Classes: E—Empty, A—Aluminium, P—Plastic, and G—Glass.

E A P G A, P A, G G, P A, G, P Mean

IMG, ImageNet 80.00 66.67 78.26 93.33 88.89 75.00 94.74 94.12 83.88
RAW, ImageNet + LabSAR 83.33 75.00 90.00 94.12 94.12 87.50 81.82 100.00 88.24

Ensemble 81.12 71.12 82.55 93.33 91.25 79.73 86.74 97.24 85.39

Out of the 67 test examples, the IMG model misclassifies 11 examples, while for the
RAW model, the number of incorrect classifications is 8. This yields accuracy scores of
83.6% and 88.1%, respectively. Looking at the error sets, we found that all of the examples
misclassified by the RAW model are also misclassified by the IMG model. In other words,
there are no examples where the IMG model outperformed the RAW model. This explains
why the ensemble model did not improve upon the performance of the single RAW model.
The general idea of ensemble models is to aggregate predictions of different base estimators,
each of which is more specialized in a certain sub-region of the input space than other
estimators. In our case, the image-based model is not better than the raw model in any
sub-region of the input space.

The confusion matrices of both models are shown in Figure 13a,b. The numbers of
misclassified examples for different combinations of ground truth and prediction values
are contained in elements off the diagonal.
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(a) IMG model (b) RAW model

Figure 13. Confusion matrices for the best IMG and RAW models. E—Empty, A—Aluminium,
P—Plastic, and G—Glass.

6. Discussion

The main goal of this work was to compare two deep learning approaches for object
classification on GBSAR data. Experimental results presented in the paper show that
the model trained on raw data (RAW) consistently outperforms the image-based model
(IMG), which uses the same data preprocessed with an image reconstruction algorithm.
Specifically, out of 67 test examples, the IMG model misclassified 11, while the RAW model
misclassified 8. The overlap of the two misclassification sets is peculiar. All 8 examples
misclassified by the RAW model are also misclassified by the IMG model. This means there
is no example in the test set where using the IMG model was beneficial compared to the
RAW model. The three test examples where the IMG model made a mistake while the
RAW model was correct (one of which is shown in Figure 14a indicate that reconstruction
algorithms degrade the information in signals obtained by GBSAR due to approximations,
as described in Section 2.2.

Similar behavior is shown in Table 7: the F1 score is higher in the RAW model for
every class except for the combination of glass and plastic (G, P). Half of the 8 examples
incorrectly classified by the RAW model were predicted to be in the (G, P) class, as seen
in the confusion matrix in Figure 13b. This significantly decreased the precision score,
and, consequently, the F1 score, of the RAW model on that class. The table also shows that
both models have difficulties classifying aluminium and combinations with aluminium.
Aluminium has a much higher reflectance than glass and especially plastic. Consequently,
it is hard for models to differentiate between scenes where the aluminium object appears
alone versus ones where it appears together with another object of significantly lower
reflectance. One such example is shown in Figure 14b, in which a scene containing both an
aluminium and a plastic bottle is mistaken by both models for a scene containing only an
aluminium bottle. The confusion matrices in Figure 13a,b also capture this phenomenon.
Most of the misclassifications of both models are found in rows and columns that represent
the aluminium class. The confusion matrices also highlight the difficulty of distinguishing
an empty scene from one containing only a plastic bottle due to the very low reflectance
of plastic.

In addition to reflectance and the aforementioned approximations, there is another
factor impacting the results of the IMG model—the heatmap scale of reconstructed images.
Total GBSAR signal intensities of scenes containing aluminium are much larger than signal
intensities of empty scenes and scenes containing plastic bottles. Consequently, using a
fixed scale in the visualization would result in objects fading out from reconstructed images
due to their very high or very low intensity responses. By choosing not to set a fixed scale,
we reduced the likelihood of such a scenario. However, this means that the resulting pixel



Remote Sens. 2022, 14, 5673 23 of 27

intensities in reconstructed images are not absolute. For example, two pixels with equal
color intensities in a scene with aluminium and an empty scene correspond to different raw
signal intensities from which they were reconstructed. Hence, similar reconstructed images
of two scenes with different objects can lead to misclassifications, such as the one presented
in Figure 14a. RAW model classified that test example correctly as glass bottle, but IMG
model mistook it with plastic one. In problems containing materials with less variance in
terms of reflectance, the scale might be fixed.

Figure 14. RealSAR-RAW (left) and RealSAR-IMG (right) misclassified examples. Example (a) is
misclassified by the IMG model while example (b) is misclassified by both RAW and IMG models.
In (a) the recorded scene included a glass bottle, but IMG model classified it as plastic bottle. In (b) the
recorded scene included an aluminium and a plastic bottle but both models classified it as scene with
an aluminium bottle only.

Even though the comparisons between the two input modalities suggest the raw-
data approach is superior, the usage of reconstructed images has certain advantages.
Reconstructed images are more interpretable to humans, especially regarding the locations
of the objects in the scene. It is extremely challenging for humans to discern objects and
their locations in raw GBSAR data. Reconstructed images also allow for meaningful
error analyses, making it easier to deduce why particular examples are misclassified. A
valid paradigm might be to use raw data for the actual classification and only generate
reconstructed images when we need to analyze specific examples or localize objects.

Regarding weight initialization, both models reached the highest classification ac-
curacy when they were pretrained on the ImageNet dataset. ImageNet pretraining also
decreased the variance of the results with respect to the size of the training set, as seen in
the plot in Figure 12. Table 4 shows that the ImageNet-pretrained variant of the model
based on reconstructed images achieved the highest mean average precision. In the case
of the raw data model, the highest mAP was achieved by pretraining on both ImageNet
and LabSAR datasets. This highlights the importance of pretraining and suggests that the
RealSAR dataset might also be useful in future radar-related deep learning research.
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7. Conclusions

The presented paper investigates the potential and benefits of processing raw GBSAR
data in automated radar classification which can be particularly useful for industrial
applications focused on monitoring and object detection in environments with limited
visibility where this approach can save considerable resources and time. This differs
from, and in this paper is contrasted with, the standard practice of applying classification
algorithms on reconstructed images. The testing setup was developed around an FMCW
based GBSAR system which was designed and constructed using low-cost components.
The developed GBSAR was used in a series of measurements that were performed on
several objects made of different materials with the final intention to realize a complete
GBSAR radar system with embedded computer control capable of classifying these objects.

For classification purposes, a detailed analysis and comparison of two deep learning
approaches to GBSAR object recognition was performed. The first approach was a more
conventional SAR classification approach based on reconstructed GBSAR images, while
in the second approach the classification was performed essentially on raw (unprocessed)
data. Multiple different deep learning architectures for both approaches were trained,
tested, and compared. These included two baselines based on fully-connected layers and
LSTM networks, two standard convolutional neural network architectures-ResNet18 and
MobileNetV3-popular in computer vision, and a modified variant of the ResNet18 network
which makes it suitable for processing raw GBSAR data. The modification consists of
preventing subsampling of the input in the horizontal dimension which is generally small
due to the nature of GBSAR data. This modification is our main contribution regarding
deep learning model design. The contribution was validated through experiments which
showed that the best results on raw data are achieved by the modified version of ResNet18.
Additionally, the practice of color jittering as a common data augmentation procedure
in computer vision was extended to classification of raw GBSAR data and was shown
to provide consistent, though small, improvements. Furthermore, it was shown that
classification on raw data outperforms the classification based on reconstructed images.
This was partially expected since the SAR image reconstruction algorithms necessarily
introduce certain approximations, and with this negatively influence the integrity of the
recorded data. In addition to better classification performance, raw data classification is
inherently faster since it avoids the need for image reconstruction, and with this is more
suitable for embedded computer implementation which opens possibilities for various
application scenarios. On the other hand, it limits human visual confirmation and disables
approaches in which radar images are combined with optical ones. However, keeping
in mind that the primary focus is on applications in embedded systems, this is not a
serious hindrance.

Even though this study has shown the applicability of this concept, it was tested using
a relatively small dataset in order to focus on the comparison between approaches. Using
larger datasets, more classes, and more general problem formulations could lead to more
powerful and useful models. The other directions is to seek improvements in terms of more
efficient networks and implementation in embedded computers with limited resources.
With this in mind, for potential use in future research we generated and publicly released
these datasets of raw GBSAR data and reconstructed radar images which we intend to
update with time.
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SNR Signal to Noise Ratio
AP Average Precision
mAP Mean Average Precision
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