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Abstract: Drought forecasting is essential for risk management and preparedness of drought mitiga-
tion measures. The present study aims to evaluate the effectiveness of the proposed hybrid technique
for regional drought forecasting. Multiple Linear Regression (MLR), Artificial Neural Network
(ANN), and two wavelet techniques, namely, Discrete Wavelet Transform (DWT) and Wavelet Packet
Transform (WPT), were evaluated in drought forecasting up to a lead time of six months. Standard
error metrics were used to select optimal model parameters, such as number of inputs, number of
hidden neurons, level of decomposition, and number of mother wavelets. Additionally, the perfor-
mance of various mother wavelets, including the Haar wavelet (db1) and 19 Daubechies wavelets
(db1 to db20), were evaluated. The results indicated that the ANN model produced better forecasts
than the MLR model, whereas the hybrid models outperformed both ANN and MLR models, which
failed to predict the SPI values for a lead time greater than two months. The performance of all
the models was found to improve as the timescale increased from 3 to 12 months. However, all the
models’ performances deteriorated as the lead time increased. The hybrid WPT-MLR was the best
model for the study area. The findings indicated that a hybrid WPT-MLR model could be used for
drought early warning systems in the study area.
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1. Introduction

Drought is one of the most catastrophic natural phenomena [1,2]. Drought is charac-
terized by its duration, severity, and intensity [3]. Duration refers to how long the region
is suffering from water deficit, while severity refers to the degree of water deficit. The
ratio of severity to duration is known as the drought’s intensity [4]. During the drought
period, water supply is disrupted, agricultural yields are affected, environmental flows
are reduced, and the socio-economic aspects of the people are being affected [5]. Drought
prompts people to relocate, induces stress on human life, leading to starvation, and even
triggers suicides [6,7]. Every year, millions of people are affected by drought in different
parts of the world [8]. Over the last 150 years, India has suffered from 22 major drought
events [9]. Many parts of India, particularly the arid and semi-arid regions, have suffered
from recurrent drought in the past [1]. In recent years, the problem of drought has been
further amplified due to increasing water demands and climate change [10,11]. Over the
past few years, intensive research on drought has been carried out [6,12,13]. However,
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among all the different drought studies, drought forecasting is the most critical aspect of
effective drought management.

Forecasting drought characteristics is essential for risk management and the prepared-
ness of drought mitigation measures [14,15]. Several indices have been developed to
quantify drought intensity. Some of the popular indices include Standardized Precipitation
Index (SPI) [16], Standardized Precipitation Evapotranspiration Index (SPEI) [17], Palmer
Drought Severity Index (PDSI) [18], Self-Calibrating Palmer Drought Severity Index (SC-
PDCI) [19-21], and crop moisture index [22]. SPI is the most commonly used index among
all these indices because of its easy computation and flexibility to compute for different
time scales, making it possible to study any kind of drought [23]. Various researchers have
used several time series and probabilistic models for drought forecasting using SPI and
other drought indices [24]. For instance, Mishra and Desai [25] used two stochastic models,
AutoRegressive Integrated Moving Average (ARIMA) and Seasonal ARIMA (SARIMA)
for drought forecasting in the Kansabati river basin, India. Their models proved to be
efficient in predicting drought up to two months ahead. Karavitis et al. [26] demonstrated
the effectiveness of combining a stochastic model and a geospatial method for short-term
drought prediction. Bazrafshan et al. [27] applied ARIMA for seasonal drought forecast-
ing of the river basin in Iran. Han et al. [28] applied a remote sensing-based Vegetation
Temperature Condition Index (VTCI) in northwest China for drought forecasting using the
ARIMA model. Although these stochastic models are widely used for drought forecasting,
they work on the assumption that the data is stationary, and therefore often fail to provide
accurate forecasting for non-stationary and non-linear datasets.

Non-linear machine learning approaches such as Artificial Neural Networks (ANN),
decision trees, and many others have been proposed to overcome stochastic models’ lim-
itations [29]. Since then, these techniques have been widely used for flood and drought
forecasting. Mishra and Desai [30] used the Recursive Multi-Step Neural Network (RM-
SNN) for flood forecasting and compared their result with the same river basin as Mishra
and Desai [25], which uses the linear stochastic model. Their results indicated that the
RMSNN outperformed the stochastic model. Nguyen et al. [31] applied the Adaptive
Neuro-Fuzzy Inference System (ANFIS) to predict drought using SPI and SPEI indices.
They reported that their model provides accurate and reliable drought forecasting re-
sults. Further, the author concluded that SPI outperformed SPEI in predicting short-term
droughts. Another application of ANN that was carried out in Iran by Morid et al. [32]
predicted drought using SPI and Effective Drought Index (EDI). The best ANN models
were reported with coefficient of determination values between 0.66 and 0.79 for a lead
time of six months. Numerous machine learning algorithms for drought forecasting are
available in the literature [6,33].

Despite the exciting advances of machine learning, recent studies have highlighted the
inefficiency of most machine learning techniques to provide accurate prediction unless the
data are preprocessed [34,35]. Therefore, it is crucial to perform data preprocessing before
using machine learning models. Among the many available preprocessing techniques,
Discrete Wavelet Transform (DWT) and Continuous Wavelet Transform (CWT) have been
the most popular and widely used tool for preprocessing the hydrological and climatolog-
ical data [36]. Wavelets are mathematical tools used to identify and separate the rapidly
and slowly varying components of any time series [37]. In recent years, wavelet analysis
has been tested for drought forecasting studies, where hydrological and meteorological
long-term data are decomposed into rapidly and slowly detailed components and used as
inputs for forecasting models [34,38]. Particularly the DWT and CWT were combined with
various machine learning models to develop hybrid models to forecast droughts. Studies
applying CWT-Linear Genetic Programming [39], DWT-ANN [34,38,40], and DWT-Support
Vector Regression [41,42] are available in the literature. Recently, an emerging approach that
considers the application of Wavelet Packet Transformation (WPT) as a more effective data
preprocessing technique for drought modeling was tested. Das et al. [1] applied the WPT
of SPI data and found that this processing helps in improving the model’s performance in
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drought forecasting. On the contrary, the competence of WPT in preprocessing SPI data
for drought forecasting has not been compared with DWT and CWT. In addition, while
using wavelet, the selection of the mother wavelet and level of decomposition is very
important [38]. However, most of the wavelet studies in drought analysis considered only
the Haar (db1) mother wavelet. Very few studies have explored the response of various
vanishing moments of Daubechies wavelets in drought prediction [38]. Hence, the present
study, for the first time, aims to compare the benefits of DWT against WPT to enhance
the drought forecasting performance of machine learning and linear models. Six different
models, namely, a multiple regression model, a machine learning model (ANN), and four
hybrid models were established for each station to forecast drought with a lead time of up
to six months and for three different time scales (—3, —6, —12).

2. Study Area and Data Collection
2.1. Study Area

India has encountered many droughts in the past, particularly in the western part of the
country. The study was conducted in the state of Rajasthan, which lies in the western part
of India with a geographical extent between latitude of 21°-30°N and longitude of 72-78°E
(Figure 1). The climate of the study area ranges from arid to semi-arid. As per the Koppen
climate classification [43], most of the study area falls under Hot Desert (BWh) and a small
portion under Hot Semi-Arid (BSh). This makes the study area highly prone to drought.
The study area is characterized by low and erratic rainfall. The mean annual rainfall in the
east and west part of the study area is approximately 64.9 and 32.7 cm, respectively [44].
Per the 2011 census, Rajasthan has a population of approximately 68 million, of which
75 percent live in rural areas and depend on rain for farming activities [45]. The northern
part of the study area is covered by a desert ecosystem known as Thar desert. Aravalli is
the oldest mountain range in the study area, and it affect the climatic and physiographic
conditions [45]. One hundred and twenty-three India Meteorological Department (IMD)
rainfall grid points spread over the study area are shown in Figure 1. This dataset is
of 0.5° x 0.5° resolution and was developed for meteorological studies over the Indian
region [46]. It was developed using controlled rainfall data from more than 6000 rain gauge
stations [46].
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Figure 1. Location of study area (Rajasthan) and 123 Indian Meteorological Department grid points.
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2.2. Data Collection

The present study used monthly rainfall data over 115 years, which were acquired
from the India Meteorological Department (IMD) (http://www.imd.gov.in, accessed on
17 February 2022). The time series of the data was from January 1901 to December 2015.
Details of the grid points can be found in the Supplementary Materials, Table S1. Before
analysis, the homogeneity of rainfall data for each grid point was checked using the double
mass technique. The accumulation of annual rainfall of each grid point was plotted against
the accumulation of average annual rainfall of all the remaining grid points during the
same period. Inconsistencies in rainfall data were corrected as per the method suggested
by Adane et al. [47] Out of the 115 years of available data, the first 70 years were used to
train the models, and the remaining years were used to test the models.

3. Methods

The overall methodology is divided into five steps—(1) Generation of SPI time series
for three different time scale, (2) Study of lagged correlation of SPI index, (3) Formulation of
standard models considering the lagged information of SPI to predict drought forecast up to
six months lead time, (4) Decomposition of original SPI series into detailed and approximate
components using WPT and DWT and formulation of hybrid model, (5) Evaluation and
comparison of the model. The overview of the methodology is shown in Figure 2. Details
of each of these modules are elaborated in the subsections below.
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Figure 2. Overview of the methodology adopted in the present study. (SPI: Standard Precipitation
Index, DWT: Discrete Wavelet Transform, MLR: Multiple Linear Regression, ANN: Artificial Neural
Network, WPT: Wavelet Packet Transform).

3.1. Standard Precipitation Index (SPI)

The Standard Precipitation Index (SPI) was developed by Mckee et al. [16]. It has
been endorsed by the World Meteorological Organization (WMO) as the main drought
index for monitoring and quantification of drought intensity [48]. Through SPI, drought
conditions of any area for different time scales such as 1, 3, 6, 12, 24, or 48 months can be
calculated. Henceforth, it is possible to quantify meteorological and agricultural droughts
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that respond to rainfall anomalies of a relatively short scale (1-5 months) and hydrological
droughts that respond to a longer scale (6-24 months) using this single index [16]. However,
it has shortcomings as it is based only on precipitation data, while drought is not related
to precipitation only [10], but this makes it appropriate for regions with a shortcoming
of hydro-meteorological datasets [12]. This index was calculated by fitting the long-term
precipitation data into a mathematical distribution function. In the present study, the
gamma distribution was the best fit mathematical distribution function based on Chi-
square tests and the Kolmogorov-Smirnov (K-S) test. The fitted data are transformed into
a standard normal distribution function to ensure that the mean SPI of the desired location
of any time scale is zero. SPI is expressed as:

Pijk — Pijx

SPLj = == —
1

)

where Pj = rainfall value for pixel i during timeframe j for year k (in mm), Fijk = mean
value for pixel i during timeframe j over n years (in mm), o;; = standard deviation of
pixel i during month j over n years (in mm).

Table 1 shows the drought classification using SPI values. A drought event is defined
by values of SPI < —1 [16].

Table 1. Drought Classification as per SPI values (modified from [16]).

SPI Value Classification
>2 Extremely wet
1.50 to1.99 Very Wet
1.00 to1.49 Moderately wet
—0.99 t0 0.99 Near Normal
—1.0to —1.49 Moderately dry
—1.5to —1.99 Severely dry
<=20 Extremely dry

3.2. Artificial Neural Network

The Artificial Neural Network (ANN) is an advanced mathematical tool based on
the concept of a biological neural system [49]. The function of ANN can be compared to
the human brain, having nodes connecting to one another [50]. Thus, ANN consists of
several interlinked nodes called neurons, which are arranged into different layers, namely
input layer, hidden layer, and output layer [49]. The nodes in one layer are linked to
the nodes in the subsequent layers. Each node is assigned a “weight” that measures the
nodes’ strength. During model training, these weights are updated such that the inputs
produce output as close as possible to the desired values. ANN is a widely used application;
hence, it is not discussed in detail. For detail, the reader may refer to Brace et al. [51] and
Chandwani et al. [52].

Many neural network algorithms are available for carrying out complex computational
works. The present study used a three-layered feedforward ANN model, which is the
most widely used in the field of hydrology [25]. The input nodes for the model were
the lagged observations (i.e., the SPI values). The output nodes of the model were the
predicted SPI values. One hidden layer was considered, with the number of neurons
varying between 1 and 15. The number of inputs was varied from 1 to 20. The number of
inputs and number of hidden neurons were optimized based on a trial-and-error approach.
The tangent sigmoid was used as an activation function between the input and hidden
layers, and linear activation was used as an activation function between the hidden and
output layers.
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3.3. Multiple Linear Regression Model

The Multiple Linear Regression (MLR) model is a statistical method that help develop
a correlation between dependent and independent variables. MLR is a simple addition to
basic Linear Regression. MLR assumed that the relationship between the dependent and
independent variables is linear. The equation for MLR is as follows:

YIC0+C1M1+C2M2+C3M3+...+CnMn 2)

where Y = predicted value of the dependent variable, Cy ... C, = independent variables,
M; ... M, = estimated regression coefficients.

This study’s independent variables are the lagged SPI values, whereas the dependent
variable is the predicted SPI values. More detail regarding MLR can be found in Tranmer
and Elliot [53].

3.4. Wavelet

Similar to the conventional Fourier transforms, wavelets are a mathematical function
widely used to analyze non-linear and non-stationary time series data [54]. However, unlike
the Fourier transform, which gives only the frequency domain, wavelets are localized, both
in time and frequency domain [55]. Thus, wavelets can capture abrupt changes, peak
values, and change points and are therefore widely used in forecasting [40]. The idea of
a wavelet is to segregate the time series data into little waves called “wavelets” of finite
duration and zero mean [56] using a localized basic function called mother wavelet () and
scaling function.

The general condition for (1)) to be called a wavelet are:

[y dx =0 ©)
Iy ax =1 @

From the mother wavele, 1, one can derive the smaller wavelet by varying the scaling
and translation parameter using the equation as follow:

Pap (t)—\}ay(t;b)beR,a €ER, a#0 (5)

where 1(t) = mother wavelet prototype, a, b = scaling and translation parameters, R = real number.

When the term 1, ;, (t) satisfies Equation (5) for a finite energy signal, then the succes-
sive wavelet transform of f(t) is defined as:

Wy fab) = = [ t0y( 7 ©
where y(t) = complex conjugate function of y(t).

Wavelets can be broadly classified as Discrete Wavelet Transform (DWT) and Continu-
ous Wavelet Transform (CWT). More detail regarding the types of wavelet can be found
in Maheswaran and Khosa [57]. The present study used a DWT as it is recommended by
various studies [58-60].

In the case of DWT, for a signal, x(t), the smoother version of the signal for different
time scale is given by:

Co(t) = x(t) ?)

Ci(t) = i h(D)e;(t+2/711) (8)

I=—00
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Here, j is the level of decomposition and # is the low pass filter. The detail component
of the signal is obtained by subtracting the smoothed form of the signal from the coarser
signal, as follows:

4i(t) = cj1(£) — (1) ©)

Evolved from Discrete Wavelet Transform, Wavelet Packet Transform (WPT) has also
been shown to effectively process the SPI data for drought modelling [1]. Discrete Wavelet
Transforms and Wavelet Packet Transform are time-frequency tools that decompose the
signal into coefficients of low-frequency components and high-frequency components at
their first level of decomposition. The difference between these two methods is the way
they further decompose the signals after the first level, as shown in Figure 3 [61]. In DWT,
the data are fed into a pair of low pass and high pass filters and are then decomposed to
give the approximation and detail component. The approximation components are again
fed into the pair of low pass and high pass filters to generate another approximation and
details component. This process continues until the desired decomposition level is reached.
However, in the case of WPT, both the approximation and detail components are being fed
at all levels, resulting in a richer analysis with greater computational load.

Decomposition using DWT Decomposition using WPT

o

XX

S= Signal, HF: High Frequency, LF: Low Frequency

Figure 3. Difference between Discrete Wavelet Transform and Packet wavelet transform.

3.5. Model Development

The input signals (i.e., SPI series) were decomposed into detailed and smooth wavelet
coefficients using DWT and WPT. These detailed coefficients served as an input for the
MLR and ANN to develop hybrid DWT-MLR, DWT-ANN, WPT-MLR, and WPT-ANN
models. Similar to the ANN and MLR models, the inputs for the hybrid models were the
lagged coefficients, varying from one to six months based on minimum RMSE value. Codes
were developed using MATLAB 2019a for implementing DWT and WPT. The choice of a
suitable mother wavelet is an important step [37]. Hence, rather than using a particular
mother wavelet, the present study evaluates all the Daubechies mother wavelets (from
db1 to db20) and chooses the most appropriate wavelet for each station point based on the
minimum RMSE value [37]. The optimum decomposition level for both DWT and WPT
was selected based on the early stopping approach. Data from 1901 to 1970 were used for
model training, and data from 1971 to 2015 were used for testing the models. The wavelet
transform was performed separately for the training and testing datasets. Details of the
different types of models for each station are shown in Table 2.
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Table 2. Description of different types of models.

Model Model Description
MLR SPI;(t + T) = fyrs( SPLi(t — 1), SPL(t—2), ..., SPL(t— L))
ANN SPIi(’( + T) = fANN,i(SPIi(t — 1), SPIi(l’ — 2), ey SPIi(t — L))
SPLi(t + T) = fpwr_mLR,i (DWTspyi(t — 1), DWTspy;(t —2),..., DWTspy;(t — L))
DWT-MLR 1 - A A A i
where DWTspy;(t — 1) = [Dspri, Agpy,i]
SPL; (t + T) = fpWT ANN '(DWTSPI i (t - 1),DWT5PI i (t — 2), ..., DWTgpr '(t — L))
DWT-ANN 1 — A A A A
where DWTspy;(t — 1) = [Dspr;i, Aspr,]
SPIi(t + T) = fwpr_MmLR,i (WPTspyi(t — 1), WPTspyi(t —2),..., WPTspy;(t — L))
WPT-MLR 1 - A A A A
where WPTspyi(t — 1) = [Dspri, Aspi,i
WPT-ANN SPL(t+ T) = fwpr_ann,i(WPTspy, (t — 1), WPTspri(t — 2), ..., WPTspy,;(t — L))

where WPTspyi(t — 1) = [Dspri, Aspyi

i: Stations, t: time period, T: lead time [1-6], L: optimum number of lags [1-20], SPI: Standardized Precipitation
Index, D: Detail component, A: Approximation component, DWT: Discrete Wavelet Transform, MLR: Multiple
Linear Regression, ANN: Artificial Neural Network, WPT: Wavelet Packet Transform.

3.6. Performance Measures

The forecasting performance of all the models for all 123 grid points was assessed
with two statistical indices: Root Mean Square Error (RMSE) and Nash-Sutcliffe Efficiency
(NSE). They are defined as follows:

Root Mean Square Error (RMSE):

1
RMSE = |/ 70 (- (10)
Nash-Sutcliffe efficiency (NSE):
1 )2
NSE =1 — fizzn:l (fl %)2 (11)
7 Xic (Vi — )
Mean Absolute Error ,
n

where y; = observed data series, f; = estimated series, and ¥ = average value of the
data series.

4. Results and Discussion
4.1. Artificial Neural Network Model
4.1.1. Selection of Artificial Neural Network Parameters

The performance of the ANN model depends on the selection of hyperparameters,
namely the number of hidden neurons and the number of inputs. The optimal hyperparam-
eters were chosen for the present study based on the minimum RMSE value. The number of
inputs (SPIlagged values) were varied from 1 to 20, and the number of hidden neurons was
varied from 1 to 15. As the number of ANN parameters increases, the model complexity
also increases, which results in over-fitting. Hence, to avoid over-fitting, the present study
used an early stopping technique.

An example of ANN parameter selection for station 4 (Lat = 26.5, Long = 70.5) of a
three-month times scale (SPI-3) is shown in Figure 4. Figure 4a shows the variation in RMSE
with different numbers of inputs, whereas Figure 4b shows the variation in RMSE with the
different number of neurons. From Figure 4a, the RMSE value starts decreasing when the
number of inputs varies from 1 to 3, but after three inputs, the RMSE starts increasing again.
Because RMSE increased after three inputs, the number of inputs were chosen as three
for this station. Similarly, because RMSE increased after nine neurons, nine neurons were
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selected for this station (Figure 4b). It should be noted that this procedure was adopted
to avoid overfitting the ANN model. A similar procedure was performed for all stations
and for all time scales. Table S2 in the Supplementary Materials the optimum number of
inputs and neurons for a different timescale for one month lead time. Similar results were
obtained for all lead times.

0.60 -
058 { @
0.56 -
., 0.54 -
£0.52 1
0.50 -
0.48 -
0.46 -
0.44 -

R

1 234567 8 91011121314151617181920
Number of Inputs

060 1@ b)
0.50 -
0.40 -
0.30 -

RMSE

0.20 -
0.10 -

0.00 -
1 2 3 4 5 6 7 8 9 1011 12 13 14 15

Number of Neurons

Figure 4. Sample selection of (a) input and (b) hidden neuron for grid point 4 (refer to Figure 1) SPI-3
ANN model.

4.1.2. Performance of Artificial Neural Network Model

The validation performance of the ANN model in forecasting different time scales
over a 1-6 months lead time for all the grid stations is presented in Table 3. The values
in Table 3 are the median RMSE, MAE, and NSE values of all 123 grid points in the study
area. The RMSE, MAE, and NSE values were computed by comparing actual SPI versus
forecasted SPI values. The forecast performance of the ANN model over different lead
times was seen to improve as the time scales increased from 3 months to 6 months and from
6 months to 12 months, respectively. NSE was between —0.19 and 0.4 for SPI-3, between
—0.16 and 0.55 for SPI-6, and between 0.3 and 0.9 for SPI-12. RMSE and MAE showed a
similar observation to NSE. It is worth mentioning that even though the ANN parameters
were optimized separately for different cases, the ANN models failed (i.e., NSE < 0) to
predict SPI series for a lead time of greater than two months, particularly for SPI-3 and
SPI-6. NSE < 0 indicates that the observed mean value is better than the prediction value
by the model.
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Table 3. Performance of standalone models.

Lead Time ANN Model MLR Model

(Months) Statistic SPI-3 SPI-6 SPI-12 SPI-3 SPI-6 SPI-12

: RMSE 0.7 0.66 0.3 0.93 0.86 0.76

NSE 0.4 0.55 0.9 0.3 0.49 0.59

MAE 0.6 0.48 0.2 0.69 0.54 0.30

) RMSE 0.9 0.85 0.5 123 0.58 0.54

NSE 0.1 0.25 0.7 —0.11 0.44 0.58

MAE 0.7 0.65 0.3 0.75 0.59 0.39

5 RMSE 1.01 0.95 0.7 1.32 0.72 0.62

NSE —0.10 0.08 0.5 —052 042 0.32

MAE 0.80 0.74 0.4 0.79 0.60 0.48

] RMSE 1.09 0.99 0.70 1.37 0.73 0.70
NSE 012 —0.02 0.5 059 047 ~0.16

MAE 0.81 0.79 0.5 0.85 0.65 0.52

5 RMSE 1.10 1.03 0.8 1.45 0.77 0.75
NSE —0.17 ~0.10 0.4 127 ~1.10 —0.67

MAE 0.82 0.80 0.60 0.87 0.72 0.69

] RMSE 1.29 1.07 0.8 1.59 0.78 0.74
NSE ~0.19 ~0.16 0.3 ~128 121 —071

MAE 0.83 0.81 0.63 0.88 0.73 0.68

4.2. Performance of Multiple Linear Regression Model

The validation performance of the MLR model in forecasting different time scales
over a 1-6 month lead time for all the grid stations is presented in Table 3. As seen from
Table 3, the MLR model performed poorly compared to the ANN model. Similar to the
ANN model, the MLR models failed (i.e., NSE < 0) to predict the SPI series for a lead time
of greater than two months, particularly for SPI-3 and SPI-6. This shows that both the
standalone models (ANN and MLR) might not be able to predict extreme drought events
for a greater lead time. The MLR model’s performance was similar to the ANN model,
which was also found to improve as the timescale increased from 3 to 12 months. RMSE
was between 0.93 and 1.59 for SPI-3, between 0.87 and 1.43 for SPI-6, and between 0.72 and
1.30 for SPI-12. The values of NSE, MAE, and RMSE indicate that the performance of the
MLR model consistently declined as the lead time increased.

4.3. Hybrid Models
4.3.1. Selection of Wavelet Parameters

The selection of wavelet parameters, namely the level of decomposition and mother
wavelet, is a crucial step for the formation of hybrid models. For the present study, the
level of decomposition varied from 1 to 6, and the mother wavelet from db1 to db20. The
present study used the minimum RMSE value to select the best combination of mother
wavelet and level of composition. An example of a method adopted for selecting wavelet
parameters is shown in Table 4. The value in Table 4 represents the RMSE value for various
combinations of mother wavelet and level of decomposition. The lowest RMSE value was
found with a combination of dbn 12 and level of decomposition of 3. Hence, for this station,
the value of dbn was chosen as 12 and the level of decomposition as 3. A similar procedure
was performed for all stations, time scales, and lead times.
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Table 4. Sample Selection of level of decomposition and mother wavelet based on minimum RMSE
value. The chosen value is highlighted in bold.

Mother Wavelet (dbn)
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
.E 1 0557 0.546 0.553 0.545 0.527 0.512 0.509 0.519 0.534 0.541 0.536 0.522 0.510 0.506 0.512 0.526 0.536 0.536 0.526 0.514
'é 2 0540 0517 0.521 0.520 0.491 0480 0.491 0.496 0.495 0.512 0.504 0.481 0.482 0.487 0.482 0.494 0.508 0.496 0.489 0.488
g 3 0542 0519 0.518 0.518 0.490 0.479 0.487 0.494 0.494 0.508 0.501 0.478 0.480 0.483 0.482 0.491 0.506 0.493 0.488 0.484
o
A 4 054 0519 0518 0518 0.492 0479 0487 0495 0.494 0509 0.501 0.479 0.480 0484 0482 0.491 0506 0.494 0.488 0.484
TO,; 5 0543 0519 0518 0.518 0.492 0.480 0.487 0.495 0.495 0.509 0.502 0.480 0.480 0.484 0.482 0.491 0.506 0.494 0.488 0.484
>
& 6 0544 0519 0518 0519 0.492 0480 0.487 0.496 0495 0.509 0.502 0.480 0.480 0.484 0.482 0.491 0.506 0.494 0.483 0.484
Figure 5 shows the original SPI series for timescale 12 and its decomposed components
for station 1. For illustration purposes, five levels of decomposition using mother wavelet
dbn 7 is shown. It can be seen that the approximate component (A5) contains the low-
frequency part, whereas the detail components (D1 to D5) contain the high-frequency
components. A similar procedure was performed for all stations. These approximate and
detailed components were used as an input into MLR and ANN models based on the
optimum number of parameters for each station to form a hybrid model.
5 5 5
.| a) Original SPI N b) A5 5 ©) DI
g 14 = 14 — 11
Z "VY" 5 W%WW%%M'MHW ——
-1 -1 -1
=3 | -3 -3
-5 —5 = = =5 ~ N NSNS NSNS S NS
~SESTFTESSSTELSS ~SSSFFTETETSESS ~STSFSESSTEESS
Months ~ Months Months
5 . 5 ) 5
€
N ) 5 - D3 - 1) D4
_ 11 &1 14
5 ”WW‘WWWMWWWWWW* “ e L e = WWWW
“1 1
3] -3 by
-5 SN NSRS ~ B NSNS =5
~SISFSTENSTSTESS S ~SFSTSENESFSSTF S ~SESTTESSTSSTSS
Months ’ s Months ' T ' Months ~ ~ T 7
.9
3 D5
1
5 MI,UMW%W#M
-3
-5
SRR
Months

Figure 5. The change in SPI over the study period, where (a) represents the original SPI series for
SPI-12 and (b-g) represent its respective decomposed approximate and detailed components for five
levels of decomposition with mother wavelet dbn 7. The Y axis scale is kept the same to highlight the
relative difference in the values of detailed and approximate components.

4.3.2. Performance of Hybrid Model

The validation performance of hybrid models, namely DWT-MLR, WPT-MLR, DWT-
ANN, and WPT-ANN for SPI-3, SPI-6, and SPI-12 are shown in Table 5. It was observed
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that the hybrid models outperformed both the standalone models for all lead time periods
(refer to Tables 3 and 5). For example, in the case of SPI-3, the RMSE of the ANN and
MLR models for a lead time of 1 month were as high as 0.7 and 0.93 (Table 3), whereas the
RMSE of DWT-ANN and WPT-ANN for SPI-3 with a 1 month lead time were 0.28 and 0.26,
respectively (Table 5). Similarly, the NSE value of DWT-ANN and WPT-ANN for SPI-3
with a 6 month lead times were 0.30 and 0.82, respectively, compared to —0.19 and —1.28 in
the standalone ANN and MLR models. The same trend was observed in the case of MAE
value. This is likely because of the processing of the input with wavelet decomposition.
The input pre-processing helps remove noise in the input data series, leading to better
forecasting performance [62].

Table 5. Performance of hybrid models.

Lead SPI-3 SPI-6 SPI-12
Time  gratistic ~ DWT- WPT- DWT- WPT- DWT- WPT- DWT- WPT- DWT- WPT- DWT- WPT-
(Months) MLR MLR ANN ANN MLR MLR ANN ANN MLR MLR ANN ANN
RMSE 0.56 0.17 0.28 0.26 0.76 0.04 0.22 0.15 0.83 0.03 0.19 013
1 NSE 049 0.97 091 0.93 0.59 1 0.95 0.95 0.84 1 0.96 0.98
MAE 021 0.07 0.18 0.15 0.19 0.05 0.13 013 0.17 0.03 0.10 0.12
RMSE 0.58 0.09 0.49 025 0.54 0.03 046 023 0.77 0.03 03 0.17
2 NSE 0.4 0.99 07 0.93 0.58 1 0.78 0.95 0.81 1 0.9 0.97
MAE 0.22 0.08 0.19 017 025 0.06 0.19 0.15 021 0.04 0.13 013
RMSE 0.72 0.11 06 0.26 0.62 0.05 0.55 0.26 043 0.03 0.40 0.22
3 NSE —0.42 0.99 0.6 0.92 032 1 0.67 0.93 071 1 0.82 0.95
MAE 025 0.08 023 0.18 0.27 0.07 023 0.16 023 0.05 0.18 0.14
RMSE 0.73 0.13 0.70 031 0.70 0.07 0.64 03 0.48 0.04 0.40 023
4 NSE —047 0.98 05 0.89 ~0.16 0.99 0.57 091 0.67 1 0.8 0.94
MAE 0.32 0.09 027 0.19 0.28 0.08 0.29 0.17 0.28 0.07 0.19 015
RMSE 0.77 02 0.70 0.38 0.75 0.11 0.70 035 057 0.07 040 0.28
5 NSE ~1.10 095 04 0.84 —0.67 0.99 0.52 0.87 046 0.99 0.79 091
MAE 0.36 0.10 0.28 0.19 0.29 0.09 0.30 0.18 0.28 0.08 0.20 0.17
RMSE 0.78 02 0.80 04 0.74 0.14 0.76 0.39 0.63 0.09 0.50 032
6 NSE ~1.21 0.96 0.30 0.82 —0.71 0.98 041 0.84 025 0.99 0.70 0.89
MAE 0.38 0.10 0.29 0.20 0.30 0.09 030 0.19 0.29 0.08 0.20 0.18

Another interesting observation is that the WPT hybrid models outperformed the DWT
hybrid models for all lead times and time scales. Unlike DWT, in the case of WPT, both the
detail and approximation components are further decomposed, resulting in richer analysis,
with relatively low generalization error and better forecasting performance [1]. The present
studies’ findings are consistent with other studies that reported an improvement in the
forecasting of the machine learning model when integrated with wavelets [1,38,62] These
findings highlight the importance of pre-processing the SPI data before applying any
machine learning for drought forecasting. The finding also indicated the superiority of
WPT over DWT.

Similar to the forecasting performance of the standalone model, the performance of
hybrid models decreased when the lead time was increased from 1 month to 6 months.
Figure 6 shows the performance pertaining to the SPI-3 forecast under different lead times
for both standalone and hybrid models. It is worth noting that the wavelet parameters
were optimized separately for different cases; however, the DWT-MLR model still failed
(i.e., NSE < 0) to predict SPI series for a lead time of greater than two months. However, in
the case of DWT-ANN, the NSE value was above 0.5 up to a lead time of four months and
went into negative values after a lead time of four. This indicates that the DWT processing
technique works better with ANN than with the MLR model.
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Figure 6. Different model’s performance pertaining to SPI-3 forecast under different lead times.

Interestingly, the NSE of both WPT hybrid models (WPT-MLR and WPT-ANN) is
above 0.5 for all lead time periods. RMSE exhibits the same behavior, with slightly less
magnitude (Table 5). In the case of WPT-MLR, the NSE values of lead time two and lead
times three were even better than the earlier lead times, indicating the promising potential
of the WPT-MLR model to forecast drought for any lead time. Interestingly, in the case of
the WPT model, WPT-MLR outperformed the WPT-ANN model. The reason for this may
be due to the simplicity and reduced computation time of MLR compared to ANN, as the
WPT results in a huge amount of data of decomposed components, which were used for
training and testing the model. The WPT-MLR was the best model in forecasting SPI for all
lead time periods and time scales.

Figure 7 shows the comparison of the performance of both standalone and hybrid
models under different scales for different lead times. Similar to the standalone models,
the performance of the hybrid models improved as the timescale increased from 3 to
6 months and, further, from 6 to 12 months. This is because the SPI-12 is not sensitive to
changes in precipitation values from one month to the other months compared to SPI-3
and SPI-6 [1]. Thus, SPI of longer accumulation periods is easy to forecast compared to
shorter accumulation periods. In general, the SPI-12 forecast provides a better forecast for
all lead months.
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Figure 7. Performance of the models under different scales for different lead times.

5. Conclusions

An early indication of drought can assist in drought preparedness and mitigation.
The present study evaluated two data pre-processing techniques, a linear model and a
machine learning approach, to forecast drought in Rajasthan, India. The SPI index was
used as a drought measure due to its advantages over other indices and ease of calculating
different time scales. SPI-3, SPI-6, and SPI-12 were calculated and then forecast using
MLR, ANN, hybrid MLR-DWT, MLR-WPT, ANN-DWT, and ANN-WPT for a lead time
of up to 6 months. The MLR-WPT model was found to be the most effective model based
on three performance statistics, namely MAE, NSE, and RMSE. MLR-WPT consistently
showed lower RMSE, MAE, and NSE values, particularly for SPI-12 compared to all the
other models used in this study. This indicates that the pre-processing of SPI time series
resulted in the removal of noise, which improved the forecasting ability of the ANN and
MLR models. The WPT, unlike other methods of data processing, helps to decompose
the data into many folds, resulting in richer analysis and capturing helpful information.
However, the WPT results in greater computation time, which may be the reason that MLR
is a simpler model than ANN when combined with WPT. Thus, future studies should focus
on testing the effectiveness of WPT for drought forecasting performance with different
simpler and complex models.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/1s14246381/s1, Table S1: Geographical and rainfall statistics of IMD stations in the study area,
Table S2: Optimal number of inputs and neurons chosen for the ANN model for 1 month lead time.
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