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Abstract: Accurate cotton maps are crucial for monitoring cotton growth and precision management.
The paper proposed a county-scale cotton mapping method by using random forest (RF) feature
selection algorithm and classifier based on selecting multi-features, including spectral, vegetation
indices, and texture features. The contribution of texture features to cotton classification accuracy
was also explored in addition to spectral features and vegetation index. In addition, the optimal
classification time, feature importance, and the best classifier on the cotton extraction accuracy were
evaluated. The results showed that the texture feature named the gray level co-occurrence matrix
(GLCM) is effective for improving classification accuracy, ranking second in contribution among all
studied spectral, VI, and texture features. Among the three classifiers, the RF showed higher accuracy
and better stability than support vector machines (SVM) and artificial neural networks (ANN). The
average overall accuracy (OA) of the classification combining multiple features was 93.36%, 7.33%
higher than the average OA of the single-time spectrum, and 2.05% higher than the average OA of the
multi-time spectrum. The classification accuracy after feature selection by RF can still reach 92.12%,
showing high accuracy and efficiency. Combining multiple features and random forest methods may
be a promising county-scale cotton classification method.

Keywords: remote sensing; classification; multi-feature; feature selection; random forest

1. Introduction

Cotton is a significant economic crop in China, covering approximately 3,168,910
hectares in 2020 [1], one of the significant cotton lint-producing countries with 5,910,500
tons, accounting for approximately 24% of global cotton production (FAO, 2020). Accurate
statistics for a large area of cotton are prerequisites for yield estimation [2–4], agricultural
production management [5], and various types of research [6,7]. As a large-scale, multi-
temporal monitoring method, remote sensing technology has been increasingly applied in
many aspects in recent years, such as resource management [8], agricultural monitoring [9],
environmental monitoring [10], mineral exploration [11], etc. According to the information
provided by the National Bureau of Statistics of China, the annual cotton planting area
in Xinjiang is obtained through a combination of remote sensing and sampling surveys,
but county-scale and detailed cotton planting areas and maps are not provided. For
production managers and scientific researchers, it is necessary to provide a convenient
way to obtain county or field-scale cotton distribution mapping. Therefore, it is of great
practical significance to study county-scale cotton remote sensing classification methods
for field management, precision agriculture, and government decision making.
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So far, many countries have been studied using satellite observations for land-cover
classification and crop yield forecasting (Table 1), for example, Brazil [12], Uzbekistan [13,14],
China [15–17], and Mali [18]. The spectral, temporal, and spatial characteristics are the
primary theoretical basis for remote sensing image classification [19]. The spatial resolution
of satellite images used in these studies ranges from hundreds of meters to less than 1 m.
Satellite images with low spatial resolution usually cover a larger area, which is benefi-
cial for large-scale agricultural monitoring. By improving the time resolution, complex
classification can be achieved with the help of phenological rules [20,21]. For example,
Huang et al. [22] developed a crop model and data assimilation framework that assimilated
leaf area index (LAI) derived from time-series Landsat TM and MODIS data to estimate
regional wheat yield predictions. Xun et al. [23] explored the feasibility of combining
time-series enhanced vegetation index (EVI) computed from MODIS satellite data with
a fused representation-based classification (FRC) algorithm to identify cotton pixels and
map cotton acreage. However, due to the mixed pixels of low- and medium-resolution
(hundreds of meters) remote sensing images, it is difficult to obtain accurate classification
results. Increasing the spatial resolution of the image can solve mixed pixels; for example,
Zhang et al. [16] used WorldView-2 images to classify crops in smallholder agricultural
areas accurately. However, due to the cost constraints of image acquisition, storage, and
calculation, very high-resolution (less than 10 m) images are not suitable for county-level
monitoring. More researchers choose medium and high resolution (tens of meters) images,
such as Landsat and Sentinel, for agricultural observation research.

Table 1. A summary of previous studies on cotton planted area mapping, including research areas,
classification methods, and data sources at varied spatial resolutions. The classifiers used include
decision tree (DT), random forest (RF), neural network (NN), and support vector machine (SVM).

Author Study Area Smallest Unit Classifier Satellite

Chen, Y.L. et al., 2018 [12] Brazil Pixels DT MODIS (250 m)
Conrad, C. et al., 2013 [13] Uzbekistan Objects DT SPOT5(2.5–5 m)/ASTER (15–30 m)
Conrad, C. et al., 2010 [14] Uzbekistan Objects RF RapidEye (6.5m)/Landsat5 (30 m)
Hao, P.Y. et al., 2020 [15] China Pixels NN Landsat-7/8 (30m)/Sentinel-2 (30 m)
Zhang, P. et al., 2018 [16] China Objects RF/SVM WorldView-2 (0.5 m)
Bagan, H. et al., 2018 [17] China Pixels NN Landsat-5 (30 m)

Lambert, M.J. et al., 2020 [18] Mali Pixels RF Sentinel-2 (30 m)

In addition to increasing the spatial and temporal resolution, methods to improve the
classification accuracy mainly include classifier selection and parameter tuning [24], inte-
grating multi-source remote sensing information [25,26], etc. In recent years, some machine
learning algorithms, such as ANNs [27,28], decision trees (DTs) [29,30], SVMs [31], etc.,
have been widely used in remote sensing image classification. In addition, deep learning
has also brought new possibilities in many remote sensing research fields, such as image
optimization [32,33], object detection, and classification [2,34]. However, various machine
learning classifiers often show different performances in different research objects [35]. For
example, Edwin Raczko and Bogdan Zagajewski compared SVM, RF, and ANN algorithms
in tree species classification and believed that RF achieved higher overall classification
accuracy than SVM [36]. However, Phan Thanh Noi et al.’s study on the classification of
land cover types showed that SVM produces higher overall accuracy than RF [37]. In view
that we have not retrieved a comparative study of cotton classification methods in the
current literature search, it is necessary to evaluate the classifier’s performance for this task.

To further improve the classification accuracy, the various features of the image, such
as spectral features, temporal features, texture features, digital elevation models (DEM),
and other features, can be added to the classifier [38]. Al-Shammari et al. [39] added the
magnitude and phase features of the NDVI time series to the classification features, which
improved the cotton extraction accuracy. In the existing classification research, texture
features are often used in object-based image analysis (OBIA) [16,40,41], but they are rarely
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used in pixel-based image analysis. Nevertheless, the research of Chen et al. [42] showed
that texture features play a role in promoting image fusion and classification in pixel-based
research. Zhang et al. [43] used the spectral and texture features obtained by Landsat 5 to
classify complex areas using an RF classifier, showing that the method has the potential
to improve land cover classification accuracy. In recent studies on cotton classification
research, the texture was added to the classification of Tiangong-2 images to improve the
extraction accuracy of cotton [44]. You et al. [45] used optimized features from spectral,
temporal, and texture characteristics of the land surface to create a crop map of Northeast
China, and the estimates agreed well with the statistical data for most of the municipalities.

Involving too many features in classification may cause information redundancy,
which will reduce the classification efficiency or even classification accuracy [46]. Feature
engineering is essential preparatory work for machine learning. Applying a reasonable fea-
ture selection approach is critical to effectively reduce feature redundancy and improve the
efficiency and accuracy of classification [47]. Feature selection methods commonly include
filter, wrapper, and embedded methods [48,49]. Filter methods directly delete features
from the original feature set and quickly select important features, but it is challenging to
reduce redundancy for multiple features with high correlation. Wrapper and embedded
algorithms select features concurrently with the learning process and generally lead to
better results than filter methods. Some studies have confirmed that machine learning
algorithms, such as RF, SVM, etc., can easily and efficiently achieve feature scoring and
selection [50], but the required features must be selected according to some rules.

In order to achieve county-scale cotton classification, this paper explored and evaluated
a cotton mapping method based on multi-features, random forest (RF) feature selection
algorithm and classifier to improve accuracy and efficiency. The main objectives were to
(1) Explore the contribution of texture features to cotton classification accuracy in addition
to spectral features and vegetation index. (2) Attempt to use RF feature screening methods
to improve classification efficiency. (3) Evaluate the effects of image acquisition time, feature
importance, and the best classifier on the cotton extraction accuracy.

2. Materials
2.1. Study Region

This study selected ten counties with high cotton production in Xinjiang, China, to
carry out experiments. The study area is located in the north and south of the Tianshan
Mountains, a temperate continental climate zone. Due to its unique geographical location,
the region has little precipitation and a dry climate, but it has sufficient sunshine and
abundant river water resources. The main field surveys were carried out in the Aksu
area, and visual interpretation was carried out in other counties based on the spectral
characteristics of various ground features. Cotton is an important crop in this region. In
2017, the cotton planting area in the selected area was approximately 930,000 hectares,
accounting for 42% of Xinjiang. Figure 1 shows the distribution of cotton planting areas in
various counties, of which six counties have cotton planting areas over 100,000 hectares.
In this study, counties with a large cotton planting area were selected as the study area,
as well as some counties with a small cotton planting area. Therefore, the selection of the
study area makes the experimental results more convincing.

2.2. Data and Preprocessing
2.2.1. Remote Sensing Image Data

In this study, the remote sensing data came from USGS EarthExplorer (https://
earthexplorer.usgs.gov/), and the Landsat 8 L1T data with less cloud cover during the
growth period of cotton was selected. As Landsat 8 L1T data has been geometrically
corrected, only radiometric calibration and atmospheric correction were completed. The
vector boundary data of the county was used to cut and mosaic the corrected image to
obtain the image within each county. Since images at a specific time may be affected by
clouds, when images at the same time within the county area cannot be obtained, images

https://earthexplorer.usgs.gov/
https://earthexplorer.usgs.gov/


Remote Sens. 2022, 14, 829 4 of 28

at adjacent times were used for mosaicking to obtain images at the county area. Finally, the
time distribution of the images available in each county is shown in Figure 2. Among them,
the abscissa is the number of days on the observation date in 2017.

Remote Sens. 2021, 13, x FOR PEER REVIEW 4 of 31 
 

 

counties, of which six counties have cotton planting areas over 100,000 hectares. In this 
study, counties with a large cotton planting area were selected as the study area, as well 
as some counties with a small cotton planting area. Therefore, the selection of the study 
area makes the experimental results more convincing. 

 
Figure 1. The geographical location of the study area and the distribution of the cotton planting 
area. 

2.2. Data and preprocessing 
2.2.1. Remote sensing image data 

In this study, the remote sensing data came from USGS EarthExplorer 
(https://earthexplorer.usgs.gov/), and the Landsat 8 L1T data with less cloud cover during 
the growth period of cotton was selected. As Landsat 8 L1T data has been geometrically 
corrected, only radiometric calibration and atmospheric correction were completed. The 
vector boundary data of the county was used to cut and mosaic the corrected image to 
obtain the image within each county. Since images at a specific time may be affected by 
clouds, when images at the same time within the county area cannot be obtained, images 
at adjacent times were used for mosaicking to obtain images at the county area. Finally, 
the time distribution of the images available in each county is shown in Figure 2. Among 
them, the abscissa is the number of days on the observation date in 2017. 

Figure 1. The geographical location of the study area and the distribution of the cotton planting area.

Remote Sens. 2021, 13, x FOR PEER REVIEW 5 of 31 
 

 

 
Figure 2. The time distribution of images in various regions. 

2.2.2. Ground Sample Data 
Field surveys were mainly conducted in the Alar reclamation area, using GPS to lo-

cate and mark the types of ground targets. The collected samples included 202 cotton sam-
ples, 142 fruit tree samples, 84 rice samples, 45 other crop samples, 74 bare land samples, 
and 47 water samples. Each sample is a small area containing multiple pixels. Based on 
the collected sample data, the spectral characteristics of various ground objects could be 
summarized, and reasonable visual interpretation could be performed on remote sensing 
images in other regions. Non-repetitive sampling was performed for each region, and 
these samples were divided into training samples and verification samples at a ratio of 3:1 
to construct a sample dataset. 

Table 2 shows the planting area of main crops in each unit in the study region. The 
main crops in the study area included cotton and fruit trees (such as jujube, apples, etc.), 
while other annual crops such as wheat and maize, which account for a smaller propor-
tion, were classified as “other crops”. Rice was classified into a single category because its 
spectral characteristics were similar to water in the early growth period. In addition, dif-
ferent types of non-crop classes (forests, water, bare land, etc.) were registered to obtain 
non-crop classification data. The actual sown area of various crops refers to the Xinjiang 
statistical yearbook and Xinjiang Production and Construction Corps statistical yearbook. 

Table 2. The planting area of main crops in each unit in the study region (unit: 1,000 hectares). 

 Cotton Wheat Rice Maize 
Alaer 100.66 - 4.82 3.23 
Aksu 64.99 10.23 1.75 3.61 
Awat 101.64 12.20 - 3.59 

Wensu 39.91 18.84 8.45 6.39 
Xinhe 67.95 11.34 - 3.27 
Kuqa 119.55 29.25 - 5.71 
Jiashi 87.4 25.8 - 22.77 

Shawan 112.05 9.85 - 18.60 
Xayar 125.26 19.00 - 3.25 
Usu 110.74 8.87 0.54 15.13 

  

Figure 2. The time distribution of images in various regions.



Remote Sens. 2022, 14, 829 5 of 28

2.2.2. Ground Sample Data

Field surveys were mainly conducted in the Alar reclamation area, using GPS to
locate and mark the types of ground targets. The collected samples included 202 cotton
samples, 142 fruit tree samples, 84 rice samples, 45 other crop samples, 74 bare land samples,
and 47 water samples. Each sample is a small area containing multiple pixels. Based on
the collected sample data, the spectral characteristics of various ground objects could be
summarized, and reasonable visual interpretation could be performed on remote sensing
images in other regions. Non-repetitive sampling was performed for each region, and these
samples were divided into training samples and verification samples at a ratio of 3:1 to
construct a sample dataset.

Table 2 shows the planting area of main crops in each unit in the study region. The
main crops in the study area included cotton and fruit trees (such as jujube, apples, etc.),
while other annual crops such as wheat and maize, which account for a smaller proportion,
were classified as “other crops”. Rice was classified into a single category because its
spectral characteristics were similar to water in the early growth period. In addition,
different types of non-crop classes (forests, water, bare land, etc.) were registered to obtain
non-crop classification data. The actual sown area of various crops refers to the Xinjiang
statistical yearbook and Xinjiang Production and Construction Corps statistical yearbook.

Table 2. The planting area of main crops in each unit in the study region (unit: 1000 hectares).

Cotton Wheat Rice Maize

Alaer 100.66 - 4.82 3.23
Aksu 64.99 10.23 1.75 3.61
Awat 101.64 12.20 - 3.59

Wensu 39.91 18.84 8.45 6.39
Xinhe 67.95 11.34 - 3.27
Kuqa 119.55 29.25 - 5.71
Jiashi 87.4 25.8 - 22.77

Shawan 112.05 9.85 - 18.60
Xayar 125.26 19.00 - 3.25
Usu 110.74 8.87 0.54 15.13

3. Methods

Figure 3 provides the technical research route of this article. This study used Landsat
8 OLI images; the spectral band, vegetation index, and texture features were extracted to
construct the feature space, all features of the feature space were sorted and selected using
a random forest (RF) algorithm. Then, three relatively mature machine learning algorithms
were used to classify the original spectral images and the composite feature images and
identify and extract the cotton planting area. According to the different features added
to the classifier, the experiment was divided into four groups to evaluate various features
on the classification results. The same experimental scheme was used for classification
in multiple counties to compare classification results and evaluate the adaptability of
classification methods in different regions.

3.1. Feature Extraction
3.1.1. Spectral Bands

Multi-spectral remote sensing images record the reflectivity of multiple bands in the
electromagnetic spectrum. Different types of ground objects have different reflectivities
of electromagnetic waves in each band. Therefore, the object can be distinguished from
other categories based on its spectral reflectance characteristics. Referring to the spectral
reflectance curves of various ground objects in July (Figure 4), it was found that cotton
reached a very high peak in the NIR band, which was significantly different from other
ground objects. This is because green plants have strong absorption in the red (R) band
and strong reflection in the NIR band. Some studies suggest that red edge and NIR bands
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are important in crop research [51,52]. However, it is worth mentioning that the value of
the spectral reflectance curve here was the average value obtained in many sample points.
In the image, the actual reflectance value of each sample point fluctuated up and down. In
a particular band, the range of reflectance values for different crops overlapped. Therefore,
even if the spectral reflectance curves of various ground objects had apparent differences, it
was not feasible to use this feature to classify them. Other bands with apparent differences
in spectral reflectance curves are the R and SWIR1 bands. The reflectance data of these
three bands were extracted to construct a spectral feature library.
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3.1.2. Vegetation Indices

An appropriate vegetation index can be used for various applications in scientific
research, such as plant classification, growth monitoring, and studying plant diseases and
insect pests. The vegetation index (VI) is obtained by calculating the different spectral
bands of remote sensing images based on the difference in reflectance of vegetation between
different spectral bands [19]. Because vegetation has strong absorption in the R band and
high reflectivity in the NIR band, the difference and ratio of the NIR and R bands are often
used to distinguish vegetation from non-vegetation. Many vegetation indices are calculated
based on the R and NIR bands to reflect the growth of vegetation, such as the differential
vegetation index (DVI), ratio vegetation index (RVI), normalized vegetation index (NDVI),
etc. Many scholars and experts have proposed various vegetation indices suitable for
different scenarios according to particular application scenarios. For example, when the
vegetation coverage in the study area is high, a vegetation index such as NDVI tends to
be saturated, making classification difficult. The enhanced vegetation index (EVI) adds
blue bands to enhance the vegetation signal and correct the influence of soil background
and aerosol scattering, which can solve the saturation phenomenon and is suitable for
terrains with lush vegetation. In areas with low vegetation coverage, the vegetation index
is greatly affected by the soil background. The soil-adjusted vegetation index (SAVI) can
adjust the parameters according to the vegetation coverage to reduce the impact of the soil
background. In this study, a total of 5 vegetation indices were selected, including DVI, RVI,
NDVI, SAVI, and EVI. The calculation formula is shown in Table 3.
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Table 3. Description of Vegetation Indices.

Vegetation Index Formula Description

DVI DVI = NIR− R DVI is the difference in reflectivity of the two channels. It is
sensitive to vegetation.

RVI RVI = NIR
R

RVI is the ratio of reflectance of two bands. It is suitable for
areas with high vegetation coverage.

NDVI NDVI = NIR−R
NIR+R

The range of NDVI is −1~1. It is suitable for dynamic
monitoring of early and middle growth stages of vegetation

SAVI SAVI = NIR−R
NIR+R+L (1 + L)

L represents the degree of vegetation coverage, and the
range is 0~1. L = 0.5

EVI EVI = NIR−R
NIR+C1×R−C2×B+L (1 + L)

EVI enhances the vegetation signal by adding blue bands to
correct soil background and aerosol scattering effects. In

this study, L is set to 1.5, C1 is set to 6, C2 is set to 7.5.

3.1.3. Texture Features

Texture features can be used to distinguish ground objects with similar spectral fea-
tures [53]. Image texture is a description of image homogeneity, representing the spatial
arrangement and change frequency of continuous pixels in the local neighborhood of the
image [54]. The texture feature is not based on the feature of a pixel, it is calculated by
the distribution rule between the neighborhood of the image pixel and the pixel, so it
has a strong resistance to the noise of a single pixel. Within the scope of the field, the
type of crop is generally single and has good homogeneity, so adding texture features
is helpful to distinguish the field from other categories. Calculating texture features by
generating a gray level co-occurrence matrix (GLCM) is a representative statistical method
generated by calculating the pixel pairs’ frequency with specific values and specific spatial
relationships in the image [42]. GLCM can be understood as the number distribution table
of the pairwise combinations of all different element values in the original matrix, the order
of which is equal to the gray level of the original matrix. First, we determined the spatial
direction and spacing of the pixel pairs to specify the traversal rules and then traversed
the original gray-scale image to find the number of pixel pairs in a specific relationship.
The element value of the generated gray-level co-occurrence matrix is the number of pixel
pairs. Calculating statistical metrics from the generated GLCM can express the texture char-
acteristics of the original image. The second-order probability statistical filtering method
(co-occurrence measures) displays the image by calculating the frequency of specific pixels
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in two windows in a gray image. The relationship between the element and its specific
neighborhood is GLCM. When calculating, it is necessary to determine the size of the
window, the direction, and the distance of translation to determine the thickness of the
texture feature. Since remote sensing images are composed of multiple spectral bands,
the texture features were obtained by statistical calculation of a one-dimensional image.
Therefore, the principal component analysis (PCA) was performed on multiple spectral
bands of the remote sensing image, and the first principal component was taken to calculate
the texture feature. In our experiments, the first principal component often contained
more than 80% of the information in the multi-spectral image, so it can be approximately
considered that the texture features extracted by the first principal component reflect the
shape information of the multi-spectral image. The texture feature calculation formulas [55]
used in this research are shown in Table 4, where:

Pi,j =
Vi,j

∑N−1
i,j=0 Vi,j

(1)

i is the row number, and j is the column number. V is the value in the cell i,j of the image
window. Pi,j is the probability value recorded for the cell i,j.

Table 4. Calculation formulas of texture features.

Feature Name Formulation

GLCM Mean µi = ∑N−1
i,j=0 i

(
Pi,j

)
or µi = ∑N−1

i,j=0 j
(

Pi,j

)
GLCM Variance σ2

i = ∑N−1
i,j=0 Pi,j(i− µi)

2 or σ2
i = ∑N−1

i,j=0 Pi,j

(
j− µj

)2

Homogeneity ∑N−1
i,j=0

Pi,j

1+(i−j)2

Contrast ∑N−1
i,j=0 Pi,j(i− j)2

Dissimilarity ∑N−1
i,j=0 Pi,j|i− j|

Entropy ∑N−1
i,j=0 Pi,j

(
−lnPi,j

)
Second Moment ∑N−1

i,j=0 P2
i,j

Correlation
∑N−1

i,j=0 Pi,j

 (i−µi)(j−µj)√
(σ2

i )
(

σ2
j

)


3.2. Classification Based on Random Forests

In remote sensing image classification research, various machine learning classifiers
often show different performances in different studies due to research objects and meth-
ods [36]. Noi et al. [37] calculated the literature from 2007 to 2017 and found that support
vector machine (SVM), random forest (RF), maximum likelihood (MLC), and artificial
neural network (ANN) are the four most commonly used classifiers. In this study, we chose
three classifiers for comparison, i.e., SVM, RF, and ANN, and emphasized the essential
issues when using these classifiers. The SVM classification in this study used the RBF kernel,
and the penalty parameter was set to 0.7. For ANN, in terms of parameter settings, we
chose the number of hidden layers to be two and adjusted the training rate to stabilize the
training error below 0.3. Random forest methods usually do not require complex parameter
modulation processes. The number of trees is the most critical parameter, which was set to
100 in this study.
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3.2.1. RF Description

RF is a commonly used algorithm in feature importance measurement. It can not only
realize feature selection, but also has good accuracy and robustness of classification [56].
Due to its fast-training speed, high precision, and no need for complex parameter ad-
justments, the RF model has apparent advantages in feature selection [57]. The RF [58]
algorithm implementation process is as follows:

Step 1: A random forest is a classifier consisting of a collection of tree structured
classifiers {h(X, Θk), k = 1, 2, . . .} where the {Θk} are independent identically distributed
random vectors, and each tree casts a unit vote for the most popular class at input x.

Step 2: Given an ensemble of classifiers h1(x), h2(x), . . . , hK(x), with the training
set drawn at random from the distribution of the random vector Y, X, define the margin
function mg(X, Y), see Formula (2).

mg(X, Y) = avk I(hk(X) = Y)−maxj 6=Yavk I(hk(X) = j) (2)

Step 3: As the number of trees increases, for almost surely all sequences, PE∗ converges
to Formulas (3) and (4).

PX,Y
(

PΘ(h(X, Θ) = Y)−maxj 6=YPΘ(h(X, Θ) = j) < 0
)

(3)

PE∗ = PX,Y(mg(X, Y) < 0) (4)

Step 4: The margin function for a random forest is mr(X, Y), see Formula (5).

mr(X, Y) = PΘ(h(X, Θ) = Y)−maxj 6=YPΘ(h(X, Θ) = j) (5)

The strength of the set of classifiers h(X, Θ) is as follows, see Formula (6).

s = EX,Ymr(X, Y) (6)

Step 5: A more revealing expression for the variance of mr is derived in the following,
see Formula (7).

Ĵ(X, Y) = arg maxj 6=YPΘ(h(X, Θ) = j) (7)

Therefore, the margin function for a random forest is shown in Formula (8).

mr(X, Y) = PΘ(h(X, Θ) = Y)− PΘ
(
h(X, Θ) = Ĵ(X, Y)

)
= EΘ

[
I(h(X, Θ) = Y)− I

(
h(X, Θ) = Ĵ(X, Y)

)]
(8)

The raw margin function is shown in Formula (9).

rmg(Θ, X, Y) = I(h(X, Θ) = Y)− I
(
h(X, Θ) = Ĵ(X, Y)

)
(9)

An upper bound for the generalization error is given by Formula (10).

PE∗ ≤
ρ
(
1− s2)

s2 (10)

where, ρ/s2 is the correlation divided by the square of the strength. In understanding the
functioning of random forests, this ratio will be a helpful guide; the smaller it is, the better.

3.2.2. Feature Selection Based on Random Forest (RF)

RF is an embedded method that uses Gini index, or out of bag data (OOB) error rate,
to quantitatively evaluate the contribution of each feature in the model training process.
This allows the feature importance ranking. According to the ranking, feature bands of
high importance are selected for combination, and the combined multi-feature image is
obtained for classification.
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In this research, scikit-learn was used to implement the RF algorithm and feature
importance evaluation. Scikit-learn is a set of python modules for machine learning. In
addition, implementing learning algorithms can simply and efficiently accomplish data
loading, divide training and validation sets, and conduct data preprocessing. Scikit-learn
provides a method based on a Gini index to evaluate the importance of features. The Gini
index can quantitatively evaluate the ability of a feature to separate instances from different
categories [59]. For each node of the decision tree, assuming that the sample set s contains
m categories, the Gini index is defined as [60]:

Gini(s) =
m

∑
i=1

pi(1− pi) = 1−
m

∑
i=1

pi
2 (11)

where, pi is the proportion of observations in the i-th class. At each node of the decision
tree, it is necessary to search all features and find a value to distinguish different categories
and minimize the Gini impurity. Finally, according to its contribution to reducing Gini
impurities, the importance score for each feature is obtained.

The random forest function in scikit-learn has many parameters. Among them, the
parameter “n_estimators” has the most significant impact on the classification result, rep-
resenting the number of trees in the random forest. In the RF algorithm, setting this
parameter to 100 can achieve better training results [61]. If the number of samples or
features is large, some parameters of the subtree need to be adjusted, such as “max_depth”,
“min_samples_split”, etc.

3.3. Accuracy Evaluation

The confusion matrix obtained by the verification samples can be used to obtain
parameters such as overall accuracy (OA), Kappa coefficient, producer accuracy (PA), user
accuracy (UA), etc. The classification accuracy based on pixels is usually evaluated by OA
and the Kappa coefficient [62]. PA and UA are used to evaluate the classification accuracy
of a single category of ground objects from the perspective of map producers and users.
The difference between PA and UA is the reference data. In pixel-based classification, the
reference data for PA is the actual number of pixels in the category. The reference data for
UA is the number of pixels divided into that category. However, the evaluation parameters
obtained by the confusion matrix depend on the verification samples. Since the verification
samples cannot fully cover the study area, neither the misclassification nor the omission
can be detected in the unsampled area. Therefore, referring to the actual area of cotton,
the relative accuracy of the cotton area (RAC) in the classification result was used as the
evaluation index of the classification result. The predicted area of cotton could be calculated
by the pixel points of the cotton category in the statistical classification results. The cotton
sown area in the Xinjiang Statistical Yearbook was used as the actual area to calculate the
relative accuracy of the cotton area. In this study, five parameters, OA, Kappa, PA, UA, and
RAC, were counted according to the validation samples of the ROI to evaluate the accuracy
of classification results. The formulae are as follows:

OA =
∑r

i=1 xii

N
(12)

where ∑r
i=1 xii represents the number of pixels of all samples correctly classified, and N

represents the total number of samples.

Kappa =
Po − Pe

1− Pe
(13)
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where Po represents the correctly allocated samples (the proportion of cases in agreement),
and Pe is the hypothetical random agreement.

PA =
Cc

Ct
(14)

where Cc represents the correctly classified samples of a specific class, and Ct is the total
number of pixels in the category.

UA =
Cc

Cr
(15)

where Cr represents the total number of pixels classified into this category.

RAC =

(
1− |PAC− AAC|

AAC

)
× 100% (16)

where RAC represents the predicted area of cotton, and AAC represents the true area
of cotton.

3.4. Experiments

Various experiments were conducted on ten county-level units to improve the classifi-
cation accuracy and find suitable methods for extracting the cotton area in different regions.
Only agricultural production areas were cropped for image classification for some vast
counties, ignoring mountainous areas and deserts. Spectral image, vegetation index, and
texture features were combined into a learning database for each area.

• In terms of feature selection, the RF model was used first to learn the training samples,
and the obtained model was used to rank the importance of all features in the learning
database. Then, a certain number of features were selected for classification in a
stepwise manner. The RAC of the classification results was used as an evaluation
index to determine the number of feature bands to be selected.

• The classification experiment was divided into three groups according to the different
bands of the added images: (1) classification based on single-phase spectral images;
(2) classification based on multi-phase spectral images; (3) classification based on the
learning feature library of multi-time spectral images, vegetation index, and texture
features; and (4) classification based on multi-feature images after feature selection on
the learning database.

4. Results and Discussion
4.1. Feature Selection Based on Random Forest Algorithm

The random forest (RF) algorithm can sort the importance of each feature in the
model, but it cannot determine how many features should be selected to participate in the
classification to get the best result. Therefore, the problem of how to determine the number
of features to participate in the classification is difficult. In this study, the RF algorithm was
used to experiment with feature importance assessment in five regions: Alaer, Aksu, Wensu,
Awat, and Xinhe. The ranking results are shown in Figure 5. Considering that too many
features may lead to information redundancy and decreased computational efficiency, this
study selected the top 20 important feature bands, tried different band combinations in a
stepwise manner, and then used RF for classification. The classification results can provide
a reference for determining the number of features.

According to the feature ranking results shown in Figure 5, the feature scores of each
county are quite different. In Alaer city (a), the value of the most crucial feature was only
0.04, while in Aksu city (b) and Awat county (d), this value exceeded 0.1. This is related to
the number of features involved in sorting. Alaer city (a) had six remote sensing images
with a total of 96 features participating in the model training, while Aksu city (b) had
only three remote sensing images with a total of 48 features. Because all the features were
used when constructing the decision tree in RF when there were too many features, the
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importance score of a single feature would decrease, and the difference in the scores of each
feature would become smaller. This is one of the drawbacks of the random forest algorithm
for feature importance evaluation.

Remote Sens. 2021, 13, x FOR PEER REVIEW 13 of 31 
 

 

Figure 5. Cont.



Remote Sens. 2022, 14, 829 13 of 28
Remote Sens. 2021, 13, x FOR PEER REVIEW 14 of 31 
 

 

 
Figure 5. Feature ranking results of (a) Alaer City; (b) Aksu City; (c) Wensu County; (d) Awat 
County; (e) Xinhe County. The left side shows the top 20 feature scores of each county, the ordinate 
represents the abbreviation of each feature band, and the number suffixed in the feature name rep-
resents the time phase of the band. For example, DVI_7 represents the difference in vegetation index 
in July. The right side shows the relationship between the number of features and the RAC in each 
county. This result is a statistic of the results of using different numbers of features for classification. 

The top 20 features of 10 counties were counted and ranked by average importance, 
Figure 6. Firstly, the NIR band had the highest ranking of importance among all the fea-
tures, indicating that it plays an essential role in improving the classification accuracy in 
this experiment. In addition, the SWIR1 band and the R band were also important spectral 
features. Secondly, the GLCM mean was ranked high in importance among the eight tex-
ture features, but other texture features were not important in the experiment. Finally, 
DVI had the highest score of importance among the five vegetation indices, while the 
other four NDVI have relatively low scores. The results showed that the RF algorithm had 
the potential to determine the number of classification features and rank the feature con-
tributions. 

Figure 5. Feature ranking results of (a) Alaer City; (b) Aksu City; (c) Wensu County; (d) Awat County;
(e) Xinhe County. The left side shows the top 20 feature scores of each county, the ordinate represents
the abbreviation of each feature band, and the number suffixed in the feature name represents the
time phase of the band. For example, DVI_7 represents the difference in vegetation index in July. The
right side shows the relationship between the number of features and the RAC in each county. This
result is a statistic of the results of using different numbers of features for classification.

According to the RAC curve, when the number of features was less than six, the
RAC was lower, and the curve showed a rapid upward trend. When the number of
features was between 6 and 10, the RAC curve gradually stabilized. After the number of
features exceeded 10, the RAC curve still fluctuated, but increasing the number would not
significantly increase the RAC. Therefore, it is speculated that a maximum local value of
RAC could be obtained when the number of features was between 6 and 10. Therefore,
considering the classification accuracy and work efficiency, 6, 8, and 10 feature bands were
selected as the three preferred combinations of features for classification.

The top 20 features of 10 counties were counted and ranked by average importance,
Figure 6. Firstly, the NIR band had the highest ranking of importance among all the features,
indicating that it plays an essential role in improving the classification accuracy in this
experiment. In addition, the SWIR1 band and the R band were also important spectral
features. Secondly, the GLCM mean was ranked high in importance among the eight texture
features, but other texture features were not important in the experiment. Finally, DVI had
the highest score of importance among the five vegetation indices, while the other four
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NDVI have relatively low scores. The results showed that the RF algorithm had the potential
to determine the number of classification features and rank the feature contributions.
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4.2. Optimal Classification Time

To evaluate the optimal classification time of the experiment, the overall accuracy (OA)
of all single-phase images is plotted as a box plot, Figure 7. It can be seen that July had
the highest average OA and the lowest degree of dispersion, which is the most suitable
month for classification. In the study area, cotton is generally sown in April. When the
cotton is in the flowering period in July and August, it can be easily identified on remote
sensing images. The vigorous growth gives the remote sensing images little difference
within the field, and they rarely produce the “salt and pepper phenomenon”. However,
due to climate and other reasons, July images were heavily affected by clouds, and the
number of high-quality images available was significantly lower than in other months. This
means that remote sensing images at the best time may not be available, and combining
multi-temporal images and multi-features is necessary to improve classification accuracy.
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Figure 7. Box plot of monthly OA distribution. The box plot shows the distribution of OA for each
month. The two ends of the box plot are the maximum and minimum values of the dataset, the edge
of the box is two quartiles, and the middle is the median. The mark “×” gives the location of the
mean value. It should be noted that the points with too large deviation in the dataset are individually
marked as a discrete point but still participate in the calculation of the average.

June and August were the other two months with good results. In May, cotton is
in the early stage of growth and development, and the image is greatly affected by the
soil background. In September, cotton entered the boll opening period and began to drop
leaves. Due to the different harvest times between cotton fields, cotton fields at the same
time may show different states, resulting in misclassification. Therefore, these two months
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are not suitable for cotton classification. Although there are individual classification results
of these two months with high accuracy, the overall dispersion was very high, and the
classification results were unstable.

4.3. Classification Results

To evaluate the impact of image data on the classification results, the classification
experiments of 10 counties were divided into four groups, and each group was classified by
using single time spectrum, multi-time spectrum, multi-feature image, and feature selection
image, respectively. Based on three classification algorithms, SVM, ANN, and RF, the five
indicators of each group of classification results were counted. Because there were too
many experimental data points, only the classification results of the best method in each
group of experiments are listed in Table 5.

Table 5. Summary of best classification results.

Group Classifier OA Kappa UA PA RAC

Alaer

Single-time RF 92.48% 0.9102 98.30% 99.63% 95.22%
Multi-time RF 95.05% 0.9409 99.74% 99.63% 98.28%

Multi-features RF 95.01% 0.9403 99.71% 99.93% 98.25%
Selected features RF 94.82% 0.9381 99.08% 98.83% 96.77%

Aksu

Single-time RF 86.89% 0.8388 75.83% 95.83% 83.70%
Multi-time RF 91.82% 0.9003 85.44% 96.93% 90.43%

Multi-features SVM 98.65% 0.9832 97.91% 98.14% 87.29%
Selected features RF 92.66% 0.9102 84.58% 96.35% 87.63%

Awat

Single-time RF 91.74% 0.8999 97.33% 95.83% 73.63%
Multi-time RF 89.44% 0.8735 99.78% 95.16% 75.22%

Multi-features RF 96.67% 0.9596 99.73% 95.16% 80.33%
Selected features SVM 91.21% 0.8932 94.34% 99.69% 82.82%

Wensu

Single-time ANN 94.45% 0.9318 97.19% 99.81% 93.91%
Multi-time RF 95.89% 0.9495 94.79% 100.00% 83.30%

Multi-features SVM 95.84% 0.9491 95.30% 100.00% 78.78%
Selected features SVM 96.79% 0.9606 95.21% 100.00% 80.19%

Xinhe

Single-time RF 94.32% 0.9257 94.74% 98.39% 86.92%
Multi-time RF 94.41% 0.9299 94.73% 99.46% 88.36%

Multi-features RF 96.88% 0.9593 94.55% 94.72% 70.66%
Selected features RF 96.13% 0.9495 94.63% 97.76% 93.32%

Kuqa

Single-time SVM 91.08% 0.8861 89.70% 98.91% 80.82%
Multi-time SVM 95.64% 0.9443 74.27% 99.56% 89.84%

Multi-features RF 96.05% 0.9496 80.49% 100.00% 93.68%
Selected features RF 92.47% 0.9022 68.78% 94.76% 83.59%

Jiashi

Single-time RF 93.66% 0.9149 82.95% 98.78% 89.40%
Multi-time SVM 94.66% 0.9285 82.49% 100.00% 93.59%

Multi-features SVM 93.14% 0.9082 78.99% 99.85% 92.85%
Selected features RF 94.62% 0.9279 82.18% 100.00% 99.76%

Shawan

Single-time RF 89.93% 86.84% 100.00% 99.60% 95.19%
Multi-time RF 94.46% 92.92% 100.00% 99.90% 96.17%

Multi-features RF 94.01% 92.31% 100.00% 99.93% 94.93%
Selected features RF 93.03% 91.02% 100.00% 98.00% 88.03%

Xayar

Single-time SVM 86.36% 0.8209 92.72% 99.29% 67.96%
Multi-time SVM 86.96% 0.8304 100.00% 98.35% 58.53%

Multi-features RF 88.25% 0.847 100.00% 95.27% 64.06%
Selected features RF 89.10% 0.8321 100.00% 93.85% 73.37%

Usu

Single-time ANN 97.58% 0.9637 99.33% 96.45% 90.16%
Multi-time ANN 96.77% 0.9546 99.26% 98.34% -

Multi-features SVM 90.77% 0.8708 100.00% 78.78% 98.62%
Selected features SVM 96.20% 0.9466 98.34% 98.34% 93.18%
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From the best classification results of each county listed in Table 5, it can be concluded
that the group based on single time spectral image classification often had the lowest
classification accuracy, which indicates that the combination of multi-time image and
multiple image features is helpful to improve the classification accuracy. In addition,
multiple image features could achieve higher overall accuracy in most cases over using
only multiple temporal, spectral images. The overall classification accuracy of the image
after feature selection may be slightly lower than that of all features, but it is rarely lower
than that of spectral images only. In conclusion, multi-features can usually achieve higher
classification accuracy, and RF classification algorithms can usually be used as the best
classifiers. After feature selection, the classification efficiency can be significantly improved.

According to the three classification methods, the overall accuracy of the four groups
of experimental results was plotted into a box plot, as shown in Figure 8. Results with
an overall accuracy lower than 50% were not counted, and the following conclusions
were drawn:
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(1) Compared with the four classification results, the classification based on the single-
time spectral image had the lowest average accuracy. The highest overall accuracy was
found in the multi-features group, which also had the highest average accuracy, indicating
that the addition of vegetation indices and texture features improved the classification
accuracy. The average accuracy of the selected features group was second only to that
of the multi-features group, but the data interval was more convergent (except for one
discrete point). This indicates that the excessive number of features in the multi-feature
group may have a negative impact on the classification results (in the data not included in
Figure 8, there were five classification results in the multi-feature group that had an average
accuracy of less than 50%). Feature selection eliminates these negative features and makes
the classification data more reliable. The classification accuracy of the multi-time group
was higher than that of the single-time group but lower than that of the other two groups.
The single-time group achieved the lowest accuracy due to the inability to distinguish the
phenological characteristics of crops.

The selected features group used less than 10 feature bands, and the average accuracy
of all classification results in this group was 92.12%, which is 0.92% higher than the
overall accuracy obtained by She et al. [44], using 29 feature bands. In Alaer’s experiment,
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10 feature bands were selected from 96 feature bands using the feature selection method,
the data volume was reduced by 90%, and the calculation amount was greatly reduced. The
overall accuracy of the classification was only 0.19% different. On the basis of accuracy, data
redundancy was avoided. Feature selection allowed us to use fewer feature bands to obtain
higher classification accuracy. In another crop classification study, the overall classification
accuracy using multiple feature combination methods reached 87% [45], and our average
accuracy was 5.12% higher. For the cotton category, the selected features group has the best
result statistics, with an average user accuracy of 91.71% and an average producer accuracy
of 97.76%, indicating that the commission error of cotton is higher than the omission error
and misidentifying other crops as cotton may overestimate cotton area.

(2) Comparing the performance of the three classifiers, the experimental results show
that RF can get the best average overall accuracy in the single-time classification. In the
classification results of the multi-features group, the average accuracy of SVM and RF was
similar, but the median of RF was higher. The classification results of multi-feature groups
showed that SVM achieved the maximum value, but the median was lower than RF, and
the mean was similar. The classification results of RF had lower dispersion, indicating that
it had better stability. There is a similar rule in the selected feature group. SVM had a higher
maximum value, but was more discrete than RF, and the average accuracy of the two was
approximately equal. The overall performance of ANN was worse than SVM and RF, but
its performance in the multi-features group was acceptable, which may indicate that ANN
is more suitable for processing higher-dimensional data. The dispersion of the classification
results obtained by ANN was greater than that of RF and SVM, which was similar to the
research conclusion of Raczko et al. [33]. There are too many modeling parameters of ANN,
and it is difficult to determine the most suitable parameters, which may be the reason
for the poor classification results. In summary, the RF classifier showed higher accuracy
and stability.

Based on the above analysis, combining multiple image features for classification
can effectively improve classification accuracy. Selecting image features can eliminate
useless features, reduce computational expenses, and the classification accuracy will not
be significantly reduced due to feature selection. SVM and RF have little difference in the
performance of multi-feature image classification, but the dispersion of the classification
results of RF is lower, and the training speed is higher than SVM, which is more suitable
for multi-feature image classification.

4.4. Regional Applicability

It can be seen from the previous section that the classification results of the combined
multi-feature images in each county were generally better than using only the multi-
spectral images, which shows that the multi-feature combined classification method can
significantly improve the overall accuracy. However, there are significant differences in the
classification results between regions, which is not reflected in the analysis in the previous
section. Wensu County had the highest average OA, reaching 93.32%, while Aksu City
only reached 88.34%. The average value of RAC in Alaer City reached 97.35%, while
that in Wensu County was only 85.84%. This is related to the quality and quantity of
remote sensing images in each region and related to various counties’ cropping patterns.
In Figure 9, we show a scatter plot of the corresponding relationship between OA and RAC
of the classification results of 10 counties to show the differences in the classification results
of each region.

The reasons for the differences in classification between counties are as follows. Firstly,
the number of remote sensing images determines the amount of information. For example,
in Aksu City, only three images were available in May, August, and September, and the
images were partly affected by clouds. Therefore, the classification accuracy of Aksu City
was low, and the dispersion was high. In comparison, images were available every month
during the cotton growing period in Alaer, and the images were clear and cloudless, so
the classification results were better. Secondly, different planting patterns and crop growth
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conditions in each county greatly influenced the classification results. Figure 10 shows
the detailed classification results of cotton growing areas in five counties. In the part of
Aksu city shown in Figure 10a, due to the narrow width of the cultivated field, the mixed
pixels at the edge of the field were seriously misclassified, which significantly reduced the
accuracy of cotton area extraction. Even the combination of multiple features could not
effectively solve this problem. In Wensu county, shown in Figure 10c, the distribution of
the cultivated field was scattered, and the growth of crops in the field was different, which
can easily cause misclassification, so the classification result of cotton was poor. In Alaer
shown in Figure 10b, the field area was large and regular, which is beneficial to the area
extraction of cotton, so the relative accuracy of cotton was better than in other areas.

Remote Sens. 2021, 13, x FOR PEER REVIEW 19 of 31 
 

 

Remote Sens. 2021, 13, x FOR PEER REVIEW 20 of 31 
 

 

  
Figure 9. Distribution of OA and RAC in each county. 

The reasons for the differences in classification between counties are as follows. 
Firstly, the number of remote sensing images determines the amount of information. For 
example, in Aksu City, only three images were available in May, August, and September, 
and the images were partly affected by clouds. Therefore, the classification accuracy of 
Aksu City was low, and the dispersion was high. In comparison, images were available 
every month during the cotton growing period in Alaer, and the images were clear and 
cloudless, so the classification results were better. Secondly, different planting patterns 

Figure 9. Distribution of OA and RAC in each county.



Remote Sens. 2022, 14, 829 19 of 28

Remote Sens. 2021, 13, x FOR PEER REVIEW 21 of 31 
 

 

and crop growth conditions in each county greatly influenced the classification results. 
Figure 10 shows the detailed classification results of cotton growing areas in five counties. 
In the part of Aksu city shown in Figure 10a, due to the narrow width of the cultivated 
field, the mixed pixels at the edge of the field were seriously misclassified, which signifi-
cantly reduced the accuracy of cotton area extraction. Even the combination of multiple 
features could not effectively solve this problem. In Wensu county, shown in Figure 10c, 
the distribution of the cultivated field was scattered, and the growth of crops in the field 
was different, which can easily cause misclassification, so the classification result of cotton 
was poor. In Alaer shown in Figure 10b, the field area was large and regular, which is 
beneficial to the area extraction of cotton, so the relative accuracy of cotton was better than 
in other areas. 

  
Figure 10. 3 × 3 km zoom-in regions in (a) Aksu; (b) Alaer; (c) Wensu; (d) Awat; and (e) Xinhe, 
displaying examples of  false-color composite image of best classification time with blue = band 
4, green = band 5, and red = band 6 (row1); the best single-phase classification results (row2); and 
combining classification results with multiple features (row3). 

In addition, combining the local classification results of each county, it can be found 
that mixed pixels made more or less noise appear in all classification results due to the 
low image resolution. However, compared with single-phase images, the classification 
results of multi-feature images had greatly reduced noise and misclassification. This 
shows that this method can combine the characteristics of multiple features and reduce 
the influence of mixed pixels. To show the classification results of comprehensive multi-
features more intuitively, we have listed the comprehensive multi-feature classification 
maps for each county, as shown in Figures 11–20. The finally extracted cotton planting 
area map is shown in Figure 21. 

Figure 10. 3 × 3 km zoom-in regions in (a) Aksu; (b) Alaer; (c) Wensu; (d) Awat; and (e) Xinhe,
displaying examples of false-color composite image of best classification time with blue = band 4,
green = band 5, and red = band 6 (row 1); the best single-phase classification results (row 2); and
combining classification results with multiple features (row 3).

In addition, combining the local classification results of each county, it can be found
that mixed pixels made more or less noise appear in all classification results due to the low
image resolution. However, compared with single-phase images, the classification results
of multi-feature images had greatly reduced noise and misclassification. This shows that
this method can combine the characteristics of multiple features and reduce the influence
of mixed pixels. To show the classification results of comprehensive multi-features more
intuitively, we have listed the comprehensive multi-feature classification maps for each
county, as shown in Figures 11–20. The finally extracted cotton planting area map is shown
in Figure 21.
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4.5. Implications and Improvements

Previous studies have developed a series of crop classification and mapping ap-
proaches based on remote sensing images [3,4,8,12,14,18]. Many studies have focused
on the acquisition period of satellite images and the performance comparison of classi-
fiers [14,33,39,40,47]. However, in agricultural remote sensing research, the number of
bands of multi-spectral imagery is limited, and the temporal and spatial resolution is low.
Therefore, the phenomenon of "same spectrum with different objects" and mixed pixels
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often occurs, making it difficult to improve the classification accuracy. Some studies use
multiple images to construct time series [20,48], which often requires complex modeling.
The advantage of this research is the use of a simple feature selection algorithm to combine
image spectral information, vegetation index, and texture features of different times for
classification, without the need for complex modeling and analysis of a large number of
features. The classification based on feature optimization can not only combine the phe-
nological characteristics of crops in different periods, but also adds the texture features of
the image so that the phenomenon of "same spectrum with different objects" and "salt and
pepper noise" in traditional pixel-based remote sensing classification has been improved.
The feasibility of feature selection based on the random forest algorithm was verified. It is
confirmed that a lower data dimension can be used to obtain a good classification result.

This study used a random forest impurity reduction method to evaluate feature
importance instead of ranking according to the number of features or the separability
between classes. Although the experimental results prove that this method can provide a
better feature combination, this sorting does not directly indicate the actual importance,
so there may be some drawbacks of using the model method to evaluate the importance.
For example, a feature band with a lot of information may be of low importance due to its
strong homogeneity with other feature bands. The ranking result will be biased towards
features with more categories. In addition, in terms of feature selection, this method only
analyzed the influence of the number of features on the classification result, so the effect of
different combinations on the separability of classes was not considered. In verifying the
classification results, only the overall accuracy and the relative accuracy of the cotton area
were considered, and the classification effects of other types of crops were not analyzed.
These shortcomings need to be improved in future research.

5. Conclusions

This study selected ten counties as the study area and used Landsat8 OLI images
available during the cotton growth period in 2017 to extract spectral features, vegetation
index, and texture features from each image. The random forest algorithm was used to
select these features, and three relatively mature machine learning algorithms, SVM, ANN,
and RF, were used for classification. Using OA and RAC as evaluation indicators, the
classification results were analyzed and compared from the three perspectives of image
date, feature selection, and classifier selection. The best classification method to realize the
extraction of cotton planting areas was discussed. The following conclusions were obtained:

i. Three types of features: spectral features, vegetation index, and texture features are
all important in image classification. NIR shows the highest importance, and the other two
spectral bands, R and SWIR1, are also essential in classification. Secondly, GLCM mean
shows the highest importance in texture features, although the importance of other texture
features is very low. In addition, the importance of DVI in the five vegetation indices is
relatively high.

ii. July is the best time to distinguish the various vegetations in the study area, but
the quality of remote sensing images during this period may be insufficient. By comparing
the classification results of single-phase images and combined multi-feature images, it is
confirmed that the combination of multi-features can effectively improve the classification
accuracy, and this is more stable than single-phase images.

iii. The comparison of the three classifiers shows that although SVM and ANN can
obtain better classification results than random forests in some cases, the RF has the best
stability in multi-feature classification, and its average accuracy is almost the same as the
support vector machine. In addition, the training speed of SVM and ANN is slow. Moreover,
the parameters of the ANN are not easy to adjust, and only by constantly adjusting these
parameters can the desired results be obtained. Combining these characteristics, random
forest is efficient and straightforward and is the best classifier in this experiment.

In addition, experiments conducted in different regions show that the combined multi-
feature classification method based on the RF has achieved better overall accuracy (OA)
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than any single temporal image. Moreover, unlike some remote sensing classification
studies based on time series, this method requires only a small amount of remote sensing
images, which means that its applicability is better. This research provided an effective
cotton classification by comparing various methods and provided a method reference for
the precise management of cotton at the county level. The conclusions obtained from
the experiment can also provide references for feature selection and classifier selection in
classification research.
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